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Abstract

In this dissertation, I explore aspects of computable analysis and topology in the frame-
work of relative realizability. The computational models are partial combinatory alge-
bras with subalgebras of computable elements, out of which categories of modest sets
are constructed. The internal logic of these categories is suitable for developing a theory
of computable analysis and topology, because it is equipped with a computability pred-
icate and it supports many constructions needed in topology and analysis. In addition,
a number of previously studied approaches to computable topology and analysis are
special cases of the general theory of modest sets.

In the first part of the dissertation, I present categories of modest sets and axiomatize
their internal logic, including the computability predicate. The logic is a predicative
intuitionistic first-order logic with dependent types, subsets, quotients, inductive and
coinductive types.

The second part of the dissertation investigates examples of categories of modest
sets. I focus on equilogical spaces, and their relationship with domain theory and Type
Two Effectivity (TTE). I show that domains with totality embed in equilogical spaces,
and that the embedding preserves both simple and dependent types. I relate equilogical
spaces and TTE in three ways: there is an applicative retraction between them, they
share a common cartesian closed subcategory that contains all countably based Ty-
spaces, and they are related by a logical transfer principle. These connections explain
why domain theory and TTE agree so well.

In the last part of the dissertation, I demonstrate how to develop computable analysis
and topology in the logic of modest sets. The theorems and constructions performed
in this logic apply to all categories of modest sets. Furthermore, by working in the
internal logic, rather than directly with specific examples of modest sets, we argue
abstractly and conceptually about computability in analysis and topology, avoiding the
unpleasant details of the underlying computational models, such as Goédel encodings
and representations by sequences.






Acknowledgements

I thank Professor Dana Scott for being my doctoral advisor. He has treated me with
a great deal of kindness, wisdom, and patience. I can only hope to be able to pass the
favor on to a student of mine one day.

I thank my doctoral committee members for their work and support. I thank Profes-
sor Lenore Blum for stimulating discussions and excellent suggestions for future topics
of research—I wish I had the time to include them in this dissertation. I thank Professor
Abbas Edalat for supporting my work, and for his hospitality when I visited him at the
Imperial College in London. I thank Professor Steve Awodey for his friendship and self-
less and excellent teaching of category theory and categorical logic. I thank Professor
Frank Pfenning for introducing me to constructive and intuitionistic logic, and con-
vincing me with exquisite elegance and clarity of thought to embrace the intuitionistic
logic.

There are numerous research colleagues that I thank for their hospitality, friendship,
and working with me: Peter Andrews, Jeremy Avigad, Ulrich Berger, Lars Birkedal,
Jens Blanck, Vasco Brattka, Chad Brown, Stephen Brookes, Aurelio Carboni, Douglas
Cenzer, Edmund Clarke, Yuri Ershov, Martin Escardé, Marcelo Fiore, Peter Freyd,
Harvey Friedman, Robert Harper, Reinhold Heckmann, Jeff Helzner, Peter Hertling,
Jesse Hughes, Martin Hyland, Achim Jung, Elham Kashefi, Mathias Kegelmann, Klaus
Keimel, Michal Konecny, Marko Krznari¢ John Langford, David Lester, Peter Lietz,
F. William Lawvere, John Longley, Keye Martin, Matias Menni, Mike Mislove, Aleks
Nanevski, Dag Normann, Jaap van Oosten, Marko Petkovsek, Tomaz Pisanski, Martin
Rai¢, Mike Reed, Dusan Repovs, John Reynolds, Edmund Robinson, Alexander Rohr,
Giuseppe Rosolini, Steven Rudich, Matthias Schroder, Alex Simpson, Dieter Spreen,
Chris Stone, Thomas Streicher, Matthew Szudzik, Ale§ Vavpeti¢, Klaus Weihrauch,
Kevin Watkins, Stephen Wolfram, Xudong Zhao, and anyone else I might have forgotten.

My writing a dissertation was as much of an endeavor for me as it was for my
friends who stood by me. I am most grateful to my good friend and companion Vandi,
my friend and officemate Elly, my housemates, all my other friends in Pittsburgh, my
soon-to-be-rich friends in Slovenia, and my family.






Contents

Introduction
1 Categories of Modest Sets

1.1 Partial Combinatory Algebras . . . . . . . . . . .. L
1.1.1 The First Kleene Algebra N . . . . . . . . . ... ... .. .. .. .. ....
1.1.2 Reflexive Continuous Posets . . . . . . . .. .. ... oL
1.1.3 The Graph Model P . . . . . . . . . . . . .
1.1.4 The Universal Domain U . . . .. ... ... ... ... ... .. .......
1.1.5  The Partial Universal Domain V. . . . . .. .. .. ... ... ... ..
1.1.6 The Second Kleene Algebra B . . . . . . . ... ... .. oo
1.1.7 PCA over a First-order Structure . . . . . . . . . .. ... ... ... ...

1.2 Modest Sets . . . . . . . e
1.2.1 Modest Sets as Partial Equivalence Relations . . . . . .. ... ... .....
1.2.2  Modest Sets as Representations . . . . . . . .. .. .. 0oL

1.3 Properties of Modest Sets . . . . . . . . . ...
1.3.1 Finite Limits and Colimits . . . . . . . . . . ... ... ... ... ......
1.3.2 The Locally Cartesian Closed Structure . . . . . ... .. ... ... .....
1.3.3 The Regular Structure . . . . . . . . . . . . ..
1.3.4 Projective Modest Sets . . . . . . . ...
1.3.5 Factorization of Morphisms . . . . . . . .. ...
1.3.6 Inductive and Coinductive Types . . . . . . .. . ... .. .. ...
1.3.7 The Computability Operator . . . . . . . . .. .. ... ... ... .....

1.4 Applicative Morphisms . . . . . . . . ...
1.4.1 Applicative Adjunction between Nand Py . . . . . . ... ... .. ... ...
1.4.2  Applicative Retraction from (P,Py) to (B,By) . . . .. ... ... ... ....
1.4.3 Applicative Inclusion from (P,Py) to (U, Uy) . . . . ... ... ... ... ...
1.44 Equivalence of (P,Py) and (V,Vy) . . . . ... ... ... .. ... ...
1.4.5 Equivalence of Reflexive Continuous Lattices . . . . . .. .. ... ... ...

2 A Logic for Modest Sets

2.1 The Logic of Simple Types . . . . . . . . . . e
2.1.1 First-order Predicate Logic . . . . . . . . . . ... ... ... .. ...
2.1.2  Maps and Function Spaces . . . . . . . ... o
2.1.3 Products . . . . . e
2.1.4 Disjoint Sums . . . . . ... e

11

21
21
23
23
24
27
28
30
32
35
36
37
37
38
40
42
43
45
45
o1
o1
95
95
o6
o7
o8



2.1.5 The Empty and the Unit Spaces . . . . . . . . . .. ... .. ... .. ... 67

2.1.6  Subspaces . . . . ... e 68
2.1.7 Quotient Spaces . . . . ... e e 70
2.1.8 Factorization of Maps . . . . . . . . . .. 72
2.2 The Logic of Complex Types . . . . . . . . . e 74
2.2.1 Dependent Sums and Products . . . . . . ... ... 0oL 74
2.2.2 Inductive Spaces . . . . . . . ... e e 75
2.2.3 Coinductive Spaces . . . . . . . . e e 77
2.3 Computability, Decidability, and Choice . . . . . . . . ... . ... ... ... .... 80
2.3.1 Computability . . . . . . . e 80
2.3.2 Decidable Spaces . . . . . . .. 84
2.3.3 Choice Principles . . . . . . . . . 85
The Realizability Interpretation of the Logic in Modest Sets 89
3.1 The Interpretation of Logic . . . . . . . .. .. ... 89
3.2 Simple Types . . . . . o . e 93
3.2.1 Function Spaces . . . . . . . . . e 93
3.2.2 Products . . . ... 93
3.2.3 Disjoint Sums . . . . . ... 94
3.2.4 The Empty and the Unit Spaces . . . . . . . . ... ... .. ... ... 94
3.2.5 Subspaces . . . . ... 94
3.2.6 Quotient Spaces . . . . ... e 95
3.3 Complex Types . . . . . . . e 96
3.3.1 Dependent Sums and Products . . . .. . ... ... ... ... ... ... .. 96
3.3.2 Inductive and Coinductive Spaces . . . . . . . . . . ... . 96
3.4 The Computability Predicate . . . . . . . . ... ... ... ... .. .. ... 97
3.5 Choice Principles . . . . . . . . . e 98
3.5.1 Markov’s Principle . . . . . . . . .. 98
3.5.2 Choice Principles . . . . . . . . . e 98
3.6 The Realizability Operator . . . . . . . . . . . ... .. . 98
Equilogical Spaces and Related Categories 105
4.1 Equilogical Spaces . . . . . . .. 105
4.1.1 Equilogical Spaces . . . . . . . . ... 106
4.1.2 Effective Equilogical Spaces . . . . . . . . . . . ... ... ... ... ... 111
4.1.3 Effectively Presented Domains as a Subcategory of Equggs . . . . . . . . . .. 117
4.1.4 Domains with Totality as a Subcategory of Equilogical Spaces. . . . . . . .. 118
4.1.5 Equilogical Spaces as a Subcategory of Domain Representations . . .. . .. 133
4.2 Equilogical Spaces and Type Two Effectivity . . . . .. .. ... ... ... ..... 136
4.2.1 Mod(B,B;) as a Subcategory of Effective Equilogical Spaces . . . . . . .. .. 137
4.2.2 Sequential Spaces . . . . . . ... e 139
4.2.3 Admissible Representations . . . . . . . . . .. ... ... 141
4.2.4 A Common Subcategory of Equilogical Spaces and Mod(B) . . . ... .. .. 144
4.3 Sheaves on Partial Combinatory Algebras . . . . . . . .. .. ... ... ....... 148

4.3.1 Sheaves over a PCA . . . . . . . . 148



Contents 9
4.3.2 Functors Induced by Applicative Morphisms . . . . . . ... ... ... ... 150
4.3.3 Applicative Retractions Induce Local Maps of Toposes . . . . . . . ... ... 151
4.3.4 A Forcing Semantics for Realizability . . ... ... ... ... ... ..... 151
4.3.5 A Transfer Principle for Modest Sets . . . . . . . ... ... ... .. ..... 152

5 Computable Topology and Analysis 155

5.1 Countable Spaces . . . . . . . .. e 156
5.2 The Generic Convergent Sequence . . . . . . . . . . . ..o v vttt 158
5.3 Semidecidable Predicates . . . . . . .. .. 161
5.3.1 X-partial Maps and Lifting . . . . . .. . ... ... oo, 172
5.4 Countably Based Spaces . . . . . . . . . . e 175
5.4.1 Countably Based Spacesin Mod(N) . . . . ... ... ... ... .. ... 180
5.5 Real Numbers . . . . . . . . . . . e 187
5.5.1 Integers and Rational Numbers . . . . . . . . .. .. ... L. 187
5.5.2 The Construction of Cauchy Reals . . . . . . ... ... ... ... ..... 188
5.5.3 The Algebraic Structure of Reals . . . . . . . . .. ... ... ... ..., 192
5.5.4 Discontinuity of Real Maps . . . . . . . ... .. .. o 201
5.6 Metric Spaces . . . . . ..o e 203
5.6.1 Complete Metric Spaces . . . . . . . . . . . e 208
5.6.2 Totally Bounded Metric Spaces . . . . . . . . . . ... oo, 208
5.7 Hyperspaces . . . . . . . . o o e e e e 212
5.7.1 The Hyperspace of Open Subspaces . . .. .. .. ... ... ... ...... 213
5.7.2 The Hyperspace of Formal Balls . . . . .. .. ... ... ... ........ 213
5.7.3 Complete Located Subspaces . . . . . . . . ... .. ... .. ... ...... 214
5.7.4 The Upper Space . . . . . . . . o v i v ittt s e 215
5.7.5 The Hyperspace of Solids . . . . . . . .. ... ... ... ... ... ..... 217
5.8 Two Applications of Banach’s Fixed Point Theorem . . . ... ... .. ... .... 218
5.8.1 Banach’s Fixed Point Theorem . . . . . . . .. ... ... ... ... ..... 218
5.8.2 Differentiation and Integration . . . . . . . . .. ... oL 219
5.8.3 The Newton-Raphson Method . . . . . . ... ... ... ... ... ..... 221
5.8.4 Picard’s Theorem for Ordinary Differential Equations . . . . . .. .. .. .. 223
Bibliography 225
Index of Symbols 231
Index 239



10




Introduction

The idea of realizability originated in 1945 with Kleene’s number realizability [Kle45]. Since then
realizability has become a subject in itself, with numerous applications in logic, mathematics, and
computer science. In this dissertation I use the tools of realizability to study computability in
topology and analysis. Let me explain first, how realizability arises quite naturally in computer
science.

One of the most common tasks in computer science is the design and implementation of data
structures and algorithms. Let C be a chosen model of computation, such as the set of all Turing
machines, the valid programs of a programming language, or well formed flow-chart diagrams that
describe algorithms. We think of the elements of C as programs even though some of them might
represent data—the distinction between programs and data is not important right now.

Suppose we wish to implement an abstract mathematical structure S in C. For example, S
could be the set of finite binary trees, or the triangulations of 3-dimensional polyhedra. What does
it mean to implementation S in C? It means that we represent, or realize, each element s € S by a
program p € C. It is usually the case that an element s € S has many representations. For example,
a common implementation of binary trees does not uniquely determine where in computer memory
the representative of a given tree is located, which means that for every possible location we get a
different representative. Thus, an implementation of S is a relation between C and S, called the
realizability relation and written as I-g. The realizability relation IFg relates implementations to
elements; the reading of p IFg s is “the program p realizes (represents, implements) the element
s € §”. In order for a realizability relation to make sense it must satisfy two conditions: every
element s € S has at least one realizer, and every program p € C realizes at most one element
of S.!' A set with a realizability relation (S, l-g) is called a modest set. It is “modest” because its
cardinality cannot exceed the cardinality of C, as follows from the second condition.

If (S,IFg) and (7T, IF7) are modest sets, then a function f: S — T is said to be realized (repre-
sented, implemented) by a program p € C when a IFg z implies p(a) IFg f(x). In words, p maps the
realizers of = to the realizers of f(x). We also say that p tracks f and write p lFs_p f. A function
between modest sets which has a realizer is called a realized function.

We refine the notion of a computational model by distinguishing between possible data and
computable data. This is easiest to understand by example. Suppose C is the model of computation
in which a Turing machine reads from an infinite input tape and writes onto an infinite output
tape. For simplicity, we assume that the only two symbols that can be read from or written onto a
tape are 0 and 1. Such a tape may contain any infinite binary sequence, whether it is computable
or not, but among all sequences we can hope to actually construct only the computable ones.? The

!The second condition is not strictly necessary, and leads to the category of assemblies.
2 A sequence is computable when there exists a Turing machine that outputs that sequence, no matter what input
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model C is then just the space of all binary sequences C = {0, 1}N, which correspond to infinite
tapes, and it contains a submodel Cy C C consisting of all computable binary sequences.® This
example suggests that in general a refined model of computation should be a pair of computational
models (C,Cy) where Cy C C is a submodel of C. We refer to the submodel Cy as the computable
part of C, even though it might be unrelated to the usual notion of Turing computability.

The definition of modest sets and realized functions is refined accordingly. Modest sets represent
data, whereas realized functions represent computations on data. Therefore, elements of modest
sets are allowed to have any realizers, but we require that realized functions have only computable
realizers. We refer to this kind of realizability as relative realizability over (C,Cy). In relative
realizability we can talk about computable functions that take potentially non-computable data as
input. Every modest set S has a computable part #5 C S, which contains those elements of S that
have computable realizers, and has the realizability relation restricted to C;. With the “sharp”
operator # various computability notions can be expressed, e.g., #R is the space of computable
reals, #(R®) is the space of computable real functions, (#R)#® is the space of all functions that
map computable reals to computable reals, and #((#R)#®) is the space of computable functions
on computable reals.

We have been imprecise about what we mean by models and submodels of computation. In
this dissertation a model of computation is a partial combinatory algebra (PCA). A PCA A is a
set with a partial application operation -: A x A — A. The reading of x - y is “apply program x
to data y”, where the result may be undefined. A PCA must also have two distinguished basic
combinators K and S that satisfy certain equations, cf. Definition 1.1.1. A submodel of a PCA A
is a subPCA Ay C A, which is a subset of A that is closed under application and contains the two
basic combinators. The principal example of a PCA with a subPCA is the graph model PN with
the recursively enumerable submodel RE C PN consisting of recursively enumerable sets. PCAs
are untyped models of computation since every element can be viewed as a program or as data.
We could also develop realizability theory starting with typed models of computation, such as
continuous domains or syntactic models of typed programming languages, but we do not do that
because the examples we are most interested in are all (equivalent to) untyped models.

Just like ordinary set theory serves as a foundation for classical mathematics, the theory of
modest sets serves as a foundation for computation-aware mathematics. If we systematically replace
sets and functions with modest sets and realized functions then all mathematical structures and
maps between them automatically carry realizability relations which tell us how to implement them
in the chosen model of computation. However, it quickly turns out that it is rather cumbersome
to work explicitly in terms of realizability relations because we have to deal with the peculiarities
of the computational model (C,Cy). Ideally we would like to think of modest sets abstractly as
just ordinary sets. Category theory and categorical logic tell us how this can be done. Modest
sets and realized functions form a category Mod(C, C;) that is equipped with an internal logic. In
this logic modest sets appear simply as spaces of points and realized functions as maps between
spaces—there is no mention of realizability relations and realizers anywhere. We can always recover
the realizability relations by computing the interpretation of the logic in the category of modest

it is given.

3Tt may seem puzzling that the model C consists of tapes only, and not also of Turing machines. This is so
because the description of a Turing machine can be written onto a tape. Thus Turing machines are just tapes, of
course properly interpreted. In modern computers this is what actually happens—both data and instructions are just
sequences of 0’s and 1’s!
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sets.

The plan then is to develop mathematical analysis and topology in the internal logic of modest
sets. We adhere to the logical rules and reasoning principles that are valid in the logic of modest
sets. In principle it could happen that these rules and principles were too weak to allow us to carry
out the sort of constructions and arguments that are required in analysis and topology. Luckily,
this is not the case at all. The logic of modest sets provides all the usual constructions of spaces:
cartesian products, disjoint sums, function spaces, subspaces, quotient spaces, dependent products
and dependent sums, inductive and coinductive types.? The main difference between classical set
theory and the logic of modest sets is that the latter is an intuitionistic logic. This means that we
cannot unrestrictedly use the Law of Excluded Middle, proof by contradiction, and the Axiom of
Choice. In certain important cases these laws are still valid: the Law of Excluded Middle is valid for
decidable spaces, and the Axiom of Choice is valid for the projective spaces. The natural numbers
are both decidable and projective. In addition, we can prove equality of two points by contradiction,
that is —=(z # y) implies * = y. Another reasoning principle which is valid in the logic of modest
sets is Markov’s principle: if a map f: N — N is not constantly zero then there exists n € N such
that f(n) # 0. Markov’s principle significantly simplifies the theory of real numbers because it
implies that the apartness relation and inequality on the reals coincide, cf. Proposition 5.5.19.

A number of approaches to computable analysis and topology are closely related to categories
of modest sets. Domain theoretic models, such as effectively presented domains [Eda97] and do-
mains with totality [Nor98a, Ber93, Ber97a], form subcategories of Mod(PN, RE). Domain repre-
sentations [Bla97a, Bla97b] are equivalent to Mod(U, Uy), where U is the universal Scott domain,
and a PER model on a reflexive domain D is equivalent to Mod(D). The ambient category of
Type Two Effectivity (TTE) [Wei00, Wei95, Wei85, Wei87, BW99, KW85] is Mod(B, B;), where
B = NV is the second Kleene algebra and By is its effective version. In Recursive Mathemat-
ics [EGNR99a, EGNR99b] and in the theory of Spreen’s effective Tp-spaces [Spr98] numbered sets
play a central role. Numbered sets are just modest sets over the first Kleene algebra.® Realizabil-
ity also covers the Blum-Shub-Smale model of real computation [BCSS97] and partial topological
while* algebras by Tucker and Zucker [TZ99], but perhaps less naturally so. Thus the realizability
approach presented in this dissertation provides a unifying framework for a number of well-studied
models of computable analysis and topology. It also relates constructive analysis® and computable
analysis,” by showing how to interpret the former in the latter.

For the purposes of computable topology and analysis the most interesting examples of realiz-
ability models are those in which the underlying computational model is itself a topological space.
The two principal examples are the graph model PN and the second Kleene algebra B. The corre-
sponding categories of modest sets are Scott’s equilogical spaces and representations (in the sense
of TTE). These two categories have a very topological flavor and contain the category of countably
based Tp-spaces. I compare these categories in Chapter 4.

There are some aspects of computation that I have not considered in this dissertation, most
notably, questions of computational resources and computational complexity. One way to incor-

4You may have noticed that powersets are missing from this list. This is so because categories of modest sets fail
to be toposes. A more advanced realizability construction yields a realizability topos in which a category of modest
sets is included.

®This was already observed by Hyland [Hy182].

5By “constructive analysis” we mean analysis developed in a constructive logic.

"By “computable analysis” we mean analysis developed in a model of computation, such as recursion theory or
TTE.
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porate a notion of computational resources would be to use linear PCAs, originally defined by
Abramsky. Abramsky and Lenisa [AL00] studied PER models on linear combinatory algebras and
established their basic properties. It would be interesting to see what kind of analysis and topology
can be developed in such linear realizability models. In numerical analysis we are often interested
in fairly abstract measures of complexity. For example, in iterative methods we count the number
of iterations and take as the basic units the algebraic operations on real numbers, disregarding the
computational complexity of the operations themselves. This sort of complexity analysis can be
performed in the logic of modest sets just as well as in classical numerical analysis, but more work
needs to be done in the area of intuitionistic numerical analysis.

Overview of the Chapters

The dissertation is divided into five chapters. The first three comprise the basic theory of modest
sets. The fourth chapter deals with the two principal models of modest sets—equilogical spaces
and TTE. In the last chapter I use the logic of modest sets to develop a selection of topics in
computable topology and analysis. A detailed description of each chapter follows.

Chapter 1: Categories of Modest Sets.

We begin with the definition of partial combinatory algebra (PCA) and subalgebra, and state some
basic properties of PCAs. Then we consider examples of PCAs: the first Kleene algebra N, the
graph model P = PN and its computable subPCA Py = RE, the universal Scott domain U and its
computable part Uy, the second Kleene algebra B = NN and its computable subPCA By of total
recursive functions, and lastly a PCA over a first-order structure. We prove the Embedding and
Extension Theorems for P and B, which we use in Chapter 4 to prove that Mod(P) is equivalent to
the category of equilogical spaces, and Mod(B) is equivalent to the category of 0-equilogical spaces.

In the second section we define categories of modest sets and show that modest sets can also be
viewed as partial equivalence relations and as representations. We recall the basic constructions in
categories of modest sets, and prove that a category of modest sets has inductive and coinductive
types.

The last section of the chapter reviews the definition and basic properties of applicative mor-
phisms between PCAs. Longley’s original definition is extended to the case of relative realizability.
An applicative morphism between PCAs induces a functor between the corresponding categories
of modest sets, and an adjunction of applicative morphisms induces a functorial adjunction.

Chapter 2: A Logic for Modest Sets.

The internal logic of modest sets is presented by an informal and rigorous axiomatic method. The
logic of modest sets is an intuitionistic first-order logic with ——-stable equality. The following
simple types are axiomatized: function spaces, products, disjoint sums, the empty and the unit
spaces, subspaces, and quotient spaces. We examine the basic properties of maps and prove that
every map factors uniquely (up to isomorphism) into a quotient map, bijection, and an embedding.

Next, we present dependent sums and products, and axiomatize inductive and coinductive types
as initial algebras and final coalgebras, respectively. We prove that the Axiom of Inductive Types
implies an induction principle, and that the Axiom of Coinductive Types implies a coinduction
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principle. Natural numbers and finite lists are presented as examples of inductive spaces, and
infinite streams and spreads are presented as examples of coinductive spaces.

In the last section we introduce the computability predicate #, the Axiom of Computability,
and deduce basic facts about computability of maps and natural numbers. We relate decidable
predicates on a space with the space of maps into 2, define decidable spaces, and show that the
natural numbers are a decidable space. Finally, we postulate Markov’s principle, define projective
spaces and relate them to the axiom of choice, and state the Axioms of Projective Spaces and
Number Choice.

Chapter 3: The Realizability Interpretation of the Logic of Modest Sets.

We explain how the logic of modest sets is interpreted in a category of modest sets Mod(A, Ay). We
adopt the realizability interpretation of first-order logic. A space A is interpreted as a modest set [A]
and a dependent type is interpreted as a uniform family of modest sets. The simple and complex
types are interpreted by the corresponding category-theoretic constructions: function spaces are
interpreted as exponentials, products and disjoint sums as categorical products and coproducts, the
empty space as the initial object, the unit space as the terminal object, subspaces as subobjects,
quotient spaces as coequalizers. Dependent types, inductive and coinductive spaces are interpreted
as the corresponding categorical versions. The computability predicate # 4 on space A is interpreted
as the subobject #[A] — [A], where #[A] is the computable part of [A].

We show that Markov’s Principle, the Axiom of Projective Spaces, and Number Choice are
valid in the realizability interpretation. Lastly, we internalize the realizability interpretation by
introducing the realizability operator into the logic of modest sets.

Chapter 4: Equilogical Spaces and Related Categories.

Our principal realizability model is the category of equilogical spaces Equ.® The following cate-
gories are equivalent formulations of equilogical spaces: equivalence relations on countably based
To-spaces, partial equivalence relations on countably based algebraic lattices, partial equivalence
relations on the graph model P, modest sets over the graph model P, and dense partial equivalence
relations on Scott domains. We state and prove the basic properties of Equ.

We define the category of effective Tp-spaces Top.s and show that the category of effective
equilogical spaces Equ.g, formed by equivalence relations on effective Tp-spaces, is equivalent to
Mod(P,IP4). The embedding of Top.g into Equeg preserves limits, coproducts and all exponentials
that exist in Top.gs. The category of effectively presented continuous domains is a full subcategory
of Topg, and the embedding preserves products and exponentials.

We prove that dense and codense totalities on Scott domains embed into Equ and that the
embedding preserves the cartesian closed structure. We extend this result to dependent types
and show that dependent sums and products on dense, codense, consistent and natural dependent
totalities agree with those in equilogical spaces. It follows that Kleene-Kreisel countable function-
als of finite and dependent types are formed by repeated exponentiation and dependent product
formation, starting with the natural numbers object.

The category of partial equivalence relations on effective Scott domains PER(Domesf), also
known as the category of domain representations, is equivalent to Mod(U,Uy), where U is the

8We only consider countably based equilogical spaces.



16

universal Scott domain and Uy is its computable part. The category Equeg is a full subcategory
of PER(Domesr) because it is equivalent to the category of dense partial equivalence relations on
effective Scott domains. The inclusion functor is induced by an applicative inclusion between (P, Py)
and (U, Uy), therefore it has a left adjoint, which means that Equg is a reflective subcategory of
PER(Domesr). This is also the case for the relationship between the non-effective versions of these
categories, Equ and PER(wDom). Moreover, the inclusion of Equ into PER(wDom) has both a left
and a right adjoint. The category Equ is equivalent to the category of partial equivalence relations
on Scott domains and partial maps between them. We also show that Equ and PER(wDom) are
not equivalent.

In the second section we compare equilogical spaces and Type Two Effectivity, which is the
study of computable analysis and topology in Mod(B,By). The category Mod(BB, B;) embeds fully
and faithfully into Equ.s. The inclusion has a right adjoint, and the adjointness is induced by an
applicative retraction between (P,P;) and (B,B;). The category Mod(B,B;) is equivalent to the
category of 0O-equilogical spaces OEqu. A 0-equilogical space is a 0-dimensional countably based
Th-spaces with an equivalence relation. Let wTop, be the category of countably based Ty-spaces
and continuous maps, and let Seq be the category of sequential spaces. Menni and Simpson [MS00]
defined a category PQq, which is the largest common cartesian closed subcategory of Equ and Seq.
Similarly, Schroder [Sch00] defined the category AdmSeq which is a common cartesian closed sub-
category of Mod(B) and Seq. Both categories contain wTop, as a full subcategory. We prove
that PQy and AdmSeq coincide. This result tells us that Equ and Mod(BB) are equivalent as far as
the cartesian closed structure over wTop is concerned.

In the last section we use topos-theoretic tools to further compare modest sets over different
PCAs. The motivating example is the comparison of Equ and Mod(B). We build a category of
sheaves on a PCA and apply the theory of localic local maps between toposes [ABS99] to obtain a
logical transfer principle between Mod(P) and Mod(BB). This principle says that the so called local
sentences are valid in one category if, and only if, they are valid in the other one.

Chapter 5: Computable Topology and Analysis.

In this chapter we developed a selection of topics in computable topology and analysis in the logic
of modest sets. We compute the interpretations of a number of examples in order to show that
topology and analysis developed in the logic of modest sets correspond to the usual computable
topology and analysis in various categories of modest sets.

First we consider the intuitionistic theory of countable sets, prove a Minimization Principle for
decidable predicates on N, and show that countable sets in Mod(N) are, up to effective isomorphism,
those numbered sets who numbering is a total function.

In the second section we look at the generic convergent sequence NT. Classically this is the
one-point compactification of the natural numbers. In the logic of modest sets NT is defined as a
coinductive type.

The third section is devoted to semidecidable predicates and dominances. We study the “stan-
dard” dominance ¥, obtained as a suitable quotient of the Cantor space. The standard dominance
satisfies Phoa’s principle if, and only if, a weak continuity principle is satisfied in the logic of mod-
est sets. It is also related to non-existence of discontinuous functions on real numbers. From a
dominance ¥ we obtain a notion of ¥-partial maps and a lifting functor. The standard dominance
also serves for classifying the intrinsically open subspaces of a space—for any space A the space
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¥4 acts as an intrinsic topology on A.

The sections on countable sets, convergent sequences, and semidecidable predicates are brought
together in the fourth section, in which a theory of countably based spaces in the logic of modest
sets is introduced. There are two formulations of countably based spaces and continuous maps—a
pointwise one and a point-free one. The point-free version has better properties. It turns out
that the interpretation of pointwise countably based spaces in Mod(N) gives exactly Spreen’s T-
spaces [Spr98|, whereas the interpretation of the point-free version in Mod(N) corresponds exactly
to the theory of RE-Ty-spaces, which are the regular projectives in Mod(RE). We also show that the
point-wise and the point-free version are not equivalent by giving an example of a Spreen Ty-space
which is not an RE-Tj-space.

The fifth section discusses the real numbers. We construct the reals using the usual Cauchy
completion of the rational numbers. We show that this construction is isomorphic to the signed
binary digit representation of the reals that is often used in exact real arithmetic. We focus on
the algebraic structure of the space of real numbers. We review the intuitionistic theory of ordered
fields, and prove that up to isomorphism there is only one Cauchy complete Archimedean field. As
expected, the Cauchy reals form such a field. It follows from Markov’s principle that the apartness
relation and inequality coincide in an Archimedean field. In the last part of the section we prove that
the non-existence of discontinuous real functions is equivalent to Phoa’s principle for the standard
dominance.

Intuitionistic theory of metric spaces is presented in the sixth section. As is well known, uniform
continuity plays the role of continuity in an intuitionistic setting. We compute a representation
for the space of uniformly continuous maps between metric spaces. Then we prove Banach’s Fixed
Point Theorem for contracting maps on a complete metric space, and conclude the section with
the definition and examples of complete totally bounded metric spaces, which are the intuitionistic
analogue of compact metric spaces.

In the last section we investigate computability of subspaces. In the logic of modest sets the
full powersets are not available, and only spaces of restricted kinds of subspaces exist. Such spaces
are called hyperspaces. We compute representations of the following hyperspaces: the hyperspace
of open subspaces of a countably based space, the hyperspace of formal balls of a metric space,
the hyperspace of complete located subspaces of an inhabited metric space,” the upper space of a
complete metric space, and the hyperspace of solids.

Contributions and Related Work

The idea of realizability originated in 1945 with Kleene’s number realizability [Kle45]. Since then
realizability has become a subject in itself, with numerous applications in logic, mathematics,
and computer science. See [BvORS99] for a comprehensive bibliography on realizability. In this
dissertation I use the tools of realizability to study computability in topology and analysis. The
idea of applying realizability in this way is not original—already in 1959 Kreisel [Kre59] formulated
an interpretation of analysis by means of functionals of finite type. What is perhaps original is
the realization that many well known and widely studied approaches to computable topology and
analysis can be treated uniformly by relative realizability in categories of modest sets. In late
1996 Scott [Sco96, BBS98] defined equilogical spaces and proved that they form a cartesian closed
category. It was soon realized that equilogical spaces were closely related to realizability. Birkedal

9The complete located subspaces are the intuitionistic version of closed subspaces.
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investigated a general notion of relative realizability in his dissertation [Bir99], which served as a
foundation for much of my work. Parts of this dissertation are not original, some are joint work,
and some are original results. More specifically, the contributions are as follows.

Chapter 1: The overview of partial combinatory algebras is based on Longley [Lon94]; the PCA
structure of continuous reflexive posets is not original; Subsection 1.1.3 on the graph model is
based on Dana Scott’s 1996 lectures in domain theory; Subsection 1.1.4 on the universal domain
is based on Gunter and Scott [GS90]; Subsection 1.1.5 about the partial universal domain is new,
as far as [ know, and was discovered jointly with Dana Scott; Subsection 1.1.6 about the second
Kleene algebra does not contain any new material; in Subsection 1.1.7 1 define a PCA over a
first-order structure, and to the best of my knowledge this is a new construction. Section 1.2
and the construction of modest sets is folklore by now. Section 1.3 is an exercise in category
theory, but finding the proof that modest sets have inductive and coinductive types was not all
that easy, and should count as original work, done jointly with Lars Birkedal. Dana Scott first
had the idea for the computability operator #, and the notion was then developed by the Logic
of Types and Computation group at Carnegie Mellon University. Section 1.4 is about applicative
morphisms and is based on Longley [Lon94] who also first defined and proved the basic properties
of applicative morphisms; I have adapted the definition to relative realizability; I first learned about
the applicative adjunction between P and B from Peter Lietz, but I am quite certain it had been
known to other people before that; the applicative inclusion between P and U, the applicative
equivalence of P and V, and the applicative equivalence of reflexive continuous lattices are original
work.

Chapter 2: My presentation of the logic of modest sets is based on Birkedal [Bir99, Appendix A],
where the details of the interpretation of the logic of equilogical spaces have been worked out. The
axioms pretty much just mirror the categorical structure of modest sets. The proof of Theo-
rem 2.1.28 on the canonical factorization of maps, the proof of Theorem 2.2.2 about the induction
principle for inductive types, and the proof of Theorem 2.2.6 about the coinduction principle are
worth noticing and marking as my original work. The formulation of the Axiom of Computability
is original, and therefore so are the derivations of the basic facts about computability in the logic
of modest sets.

Chapter 3: The realizability interpretation of the logic of modest sets is based on Birkedal [Bir99,
Appendix A]. The original part of this chapter is the presentation of the realizability operator in
the form given in Section 3.6.

Chapter 4: Equilogical spaces were defined by Dana Scott in 1996. The Logic of Types and
Computation group at Carnegie Mellon University jointly explored equilogical spaces. While oth-
ers studied more general aspects of realizability and equilogical spaces, I focused on the relationship
between equilogical spaces and other frameworks for computable topology. I formulated the notion
of effective equilogical spaces as presented in Subsection 4.1.2. In Subsections 4.1.3 and 4.1.4 1
present my original work on the relation between equilogical spaces and effectively presented do-
mains, and on equilogical spaces and domains with totality—except for the part about totalities
with dependent types which is joint work with Lars Birkedal. I thank Ulrich Berger, Dag Nor-
mann, and Alex Simpson for discussing totality on domains with me. The comparison of domain
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representations and equilogical spaces is original; I gratefully acknowledge stimulating discussions
about domain representations with Jens Blanck . In Section 4.2 I examine the relationship between
equilogical spaces and TTE. I originally learned about an applicative retraction between Mod(P)
and Mod(B) from Peter Lietz, with whom I also worked out the idea that Mod(B) is the category of
0-equilogical spaces. The results from Subsection 4.2.4 are mine, unless a reference for the original
source is given. I believe that Theorem 4.2.25 deserves special notice. I thank Matthias Schroder
and Alex Simpson for discussing it with me. Section 4.3 is joint work with Steve Awodey.

Chapter 5: Much of this chapter is based on standard presentations of constructive mathemat-
ics, in particular Troelstra and van Dalen [TvD88a, TvD88b] and Bishop and Bridges [BB85].
Section 5.1 is based on McCarty’s work [McC84| on set theory in the effective topos. Section 5.2
is original. Section 5.3 is based on [Ros86, vOS98, Hyl92, Lon94]; I selected and reformulated the
axioms for the dominance to make them better suited for the logic of modest sets. As far as I know,
Theorem 5.3.20 about the standard dominance is original, and so is the equivalence of Phoa’s prin-
ciple to various other statements, such as the weak continuity principle, the decidability of 2V, and
the non-existence of discontinuous maps. Section 5.4 on countably based spaces is original and was
inspired by Dieter Spreen’s Ty-spaces [Spr98]. His work guided me in finding the correct formula-
tion of countably based spaces. I thank Douglas Cenzer and Dieter Spreen for helpfully discussing
the proof of Theorem 5.4.22 with me. Sections 5.5 and 5.6 are based on standard presentations of
real numbers and metric spaces [TvD88a, TvD88b, BB85|. The original part of these sections are
the relationship between metric and (intrinsic) topology, and the statements about computability.
The idea of hyperspaces is not new, and the hyperspaces considered in Section 5.7 are all standard
ones, but they are rarely treated within an intuitionistic logic, like in this section.

Having listed quite specifically all the bits and pieces that are and are not original in my
dissertation, I would like to point out that a considerable amount of creative work was put into
organizing and collecting the material, whether it be original or not.

Apart from the new technical results presented in this dissertation, I believe and hope that
I have demonstrated two main points. First, that relative realizability and categories of modest
sets are an outstandingly natural, general, and useful framework for computable topology and
analysis that unifies many existing approaches to this subject. Second, that it is advantageous
to use constructive logic—in particular, the logic of modest sets—because it helps us choose the
correct definitions, makes the reasoning more abstract, closer to the usual mathematical practice,
and independent of the details of the underlying computational model.
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Chapter 1

Categories of Modest Sets

1.1 Partial Combinatory Algebras

The study of computability starts with a notion of computation. We take partial combinatory
algebras (PCA) as our models of computation.! A partial function f: A — B is a function that
is defined on a subset dom(f) C A, called the domain of f. Sometimes there is confusion between
the domain dom(f) and the set A, which is also called the domain. In such cases we call dom(f)
the support of f. If f: A — B is a partial function and z € A, we write fx | to indicate that fx is
defined. For an expression e, we also write e | to indicate that e and all of its subexpressions are
defined. The symbol | is sometimes inserted into larger expressions, for example, fx | = y means
that fx is defined and is equal to y. If e; and es are two expressions whose values are possibly
undefined, we write e; ~ eo to indicate that either e; and ey are both undefined, or they are both
defined and equal.

Definition 1.1.1 A partial combinatory algebra (PCA) (A,-,K,S) is a set A with a partial binary
operation [J-[J: A x A — A and two distinguished elements K,S € A. We usually write xy instead
of x -y, and assume that application associates to the left. A PCA is required to satisfy, for all
T,Y,z € Aa

Kry ~ x| Szyz ~ (x2)(yz) , Sxy | .

When application is total A is a (total) combinatory algebra (CA). A subPCA A’ of a PCA (A, -, K,S)
is a subset A’ C A that contains K and S, and is closed under application.

It may seem that PCAs are not much of a model of computation, since we only require two
distinguished elements, the combinators S and K. However, we can build up the identity function,
pairs, conditionals, natural numbers, and recursion just by combining the two basic combinators. In
order to do this, we follow Longley [Lon94] and introduce the notation A*z.e where z is a variable
and e is an expression involving variables, elements of A, and application. The meaning of A\*z.e
is defined inductively: Ax.x =1 = SKK; A\*z.y = Ky if y is a constant or a variable other than ;
Nx.ejeg = S(A*x.eq)(A\*z. e2). We abbreviate \*z. \*y. e as A\*zy. e, and similarly for more than

'PCAs are untyped models of computation. Longley [Lon99] generalized the definition of PCAs to that of typed
PCAs, which he called “typed partial combinatory systems”. We are not concerned with the typed models because
all of our examples are untyped.
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two variables. The notation A*x.e is meta-notation for an expression involving K, S, variables,
and elements of A. It suggests a relation to the untyped A-calculus, but we must be careful as
B-reduction is only valid in restricted cases.? The notation A*z.e saves a lot of space and makes
expressions much more comprehensible, as even the translation of a simple term like N*zyz. (zzy)
is quite unwieldy,?

S(S(KS)(S(S(KS)(S(KK)(KS

)
(KK))))(S(KK)(KK)))

Nayz. (zxy) =

)
)

(
(S(S(KS)(S(S(KS)(S(KK)(KS)))(S(KK)(KK) )
(S(S(KS)(S(KK)(KK)))(S(KK)(SKK))))))(S(S(KS)(S(KK)(KK)))
(S(S(KS)(KK))(KK)))-

We review from [Lon94, Chapter 1] how to encode some basic programming constructs in a
PCA. A pairing for A is a triple of elements pair,fst,snd € A such that, for all z,y € A,

pairzy | , fst (pairzy) =z, snd (pairzy) =y .

Every PCA has a pairing pair = A zyz. zzy, fst = A*z. z(A*zy. z), snd = X\*z. z(\*zy. y). We write
(x,y) instead of pair zy.
Similarly, every PCA has Booleans if, true, false € A that satisfy, for all z,y, z € A,

ifzyl, iftruey z =y, if falsey z =z .

For example, we can take true = \*yz.y, false = A*yz. z, and if = \*zyz. xyz.
The Curry numerals are defined for each n € N by 0 = | = SKK and n + 1 = (false,n). There
exist elements succ, pred, iszero € A such that, for all n € N,

n
o 0 ifn=0

pred n =
n—1 ifn>0

. _ true ifn=20
iszerom = )
false ifn>0

To see this, take succ = A\*x. (false, z), iszero = fst, and pred = \*z. if (iszero z)0(snd ).
In a PCA we can define functions by recursion by using the fized point combinators Y and Z,
defined by

W = XNay.y(zzy) , Y=WW,
X = Nuzyz. y(zxy)z, /=XX.

2See [Lon94, Chapter 1] for further details about the notation \*z.e.
3The following Mathematica program was used to translate terms:

lam[x_Symbol, x_Symbol] := s[k] [k]

lam([x_Symbol, y_Symbol] := k[y]

lam[x_Symbol, f_[g_1] := s[lam[x,f]][lam[x,g]]
lam[vars_List, f_] := Fold[lam[#2,#1]&, f, Reverselvars]]
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These combinators satisfy, for all f € A,
YE~ PR, ZfL, (Zf)e~ fZf)e.
Finally, let us see how to define functions by primitive recursion. The element
rec = Nz fm. ((ZR)xfml) ,
where R = Xrx fm.if(iszerom)(Kz)(A*y. f(pred m)(ra f(pred m)l)), satisfies
recr fO=ux, recx fn+1~fn(recx fn).

It turns out that every partial recursive function can be encoded in a PCA, and so PCAs are Turing
complete [Bee85, VI.2.8]. Let us now consider some examples of PCAs.

1.1.1 The First Kleene Algebra N

Let P(M) be the set of partial recursive functions, and let ¢: N — P() be a standard enumeration
of partial recursive functions.* Define the Kleene application {0} 0: N x N — N by

{m}n = pmn.
The existence of the combinators K and S is a consequence of the s-m-n theorem. We call this PCA

the first Kleene algebra. It should always be clear from the context whether N denotes the first
Kleene algebra or the set of natural numbers.

1.1.2 Reflexive Continuous Posets

A poset (P, <), or a partially ordered set, is a set with a reflexive, transitive, antisymmetric relation.
A directed set of a poset is a non-empty subset S C P such that for all z,y € S there exists z € S
so that x < z and y < z. A complete poset (CPO) is a poset in which suprema of directed subsets
exist. A continuous function between CPOs is a function that preserves directed suprema. Given
CPOs D and E, the set of continuous functions E” with the pointwise ordering is again a CPO.
A CPO D is reflexive when DP is a retract of D, which means that there are a section s: DP —
D and a retraction r: D — DP such that r o s = 1p. Apart from the trivial one-point reflexive
CPO there also exist non-trivial reflexive CPOs, as was shown by Scott [Sco72]. A non-trivial
reflexive CPO D is a model for the untyped A-calculus.® Suppose M is a term in the untyped
M-calculus whose freely occurring variables are among x4, ..., z,. An environment for M is a map
n: {x1,...,xn} — D. If 2,41 is a variable, and t € D, then ' = (, 2,41 := t) is the environment
that extends 1 by mapping x,+1 to t. The empty environment n: {} — D is denoted by (). For
every term M we define inductively [M] to be a map from environments for M to D as follows:

[«]n = nz,
[MN]n = (r(IM]n)(INTn) ,
[Ae. M]n = s(Ate D.([M]{n,z :=1t))) .

Every model of the untyped A-calculus is a total combinatory algebra where application in the
algebra is the same as application in the A-calculus model, and the combinators are

K=M\zy.x, S = Azyz. ((z2)(yz)) .

“For background on recursion theory see [Soa87]
SFor background on M-calculus see [Bar85] and [AC98]
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1.1.3 The Graph Model P

The graph model P = PN is an example of a reflexive CPO. We study it closely, as we are going to
build our principal example of modest sets out of it. The PCA is called the graph model because
the section I': (P — P) — P encodes a continuous function by its graph. For further material on
the graph model see [Sco76].

Let P = PN be the powerset of natural numbers ordered by inclusion. It is an algebraic lattice
whose compact elements are the finite subsets of N.°® We denote with Py the set of all compact
elements of P. The lattice P is also a topological space for the Scott topology, whose basic open
sets are the upper sets of finite sets

T{no,...,nk}:{xEIP’| {no,...,nk}gx} .

We write Tn instead of T {n}. It is clear that P is a countably based Tp-space.
An enumeration operator is a map f: P — P with the property

fe=J{fv]y<a},

for all x € P. Here y < x means that y is a finite subset of z. The enumeration operators are
exactly the continuous maps P — P for the Scott topology on P. They form an algebraic lattice
PP under the pointwise ordering, i.e., f < g exactly when fz C gx for all z € P. We show that PF
is a retract of P. To do this, we first need to look at coding of pairs and sequences with natural
numbers. Define the coding function (J,0): N x N — N as

(m,n)y=2"12n+1).

Every natural number except zero is the code of a unique pair.

There is an effective bijection finset: N — Py between natural numbers and finite sets of natural
numbers. By ‘effective’ we mean that there is a recursive function which takes an index n € N
and computes the code of a list [mq,...,m| such that finsetn = {mq,...,my}. It can be further
assumed that m; < --- < myg. For example, we could use the following coding function finset,

defined by its inverse:
finset ! (z) = Z ok
kex

Next we consider coding functions in P. Define a pairing function (J,00): P x P — P by
() ={2n|nezfUu{2m+1|mey} .

The map ((J,) is an isomorphism of lattices P x P and P. Let 7y, 71: P — P be the compositions
of the inverse isomorphism ((J,[0) " with the two canonical projections P x P — P.
The lattice of continuous maps PF is a retract of P. It is embedded into P by a map I': P¥ — P
defined by
Lf={(m,n) } n € Nand m € f(finsetn)}.

The set I'f is called the graph of f. Note that I'f is defined whenever the values of f are defined
on Py. For a continuous map f: P — P the graph I'f uniquely determines f because the value of

5See Subsection 1.1.4 on page 27 for the definitions of domain-theoretic terms used here.
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f at any element = € PP is the union of values of f at finite subsets of . The retraction A: P — PF
is defined by
Az:y— {meN|3IneN.((m,n) €z and finsetn C y)} .

We can use the pairing function ((J,[0) and the section-retraction pair I', A to define a model of
the untyped A-calculus with surjective pairing. As described in Subsection 1.1.2, the interpretation
of a term in an environment 7, which is a mapping from variables to elements of P, is defined as
follows:

[v]n = n(v)
[\v. M]n =T Az eP. ([M][n, v~ zl))
[MN]n = (A([M]n))(IN]n)
[(M, N)]n = ([M]n, [N]n)
[fst M]n = mo([M]n)
[snd M]n = w1 ([M]n)

Hence P is a combinatory algebra. Recall that K = Azy.x and S = Azyz. (z2)(yz).

We now turn to the topological properties of P. We have already mentioned that P is a countably
based Ty-space. In fact, it is the universal space of this kind—every countably based Ty-space can
be embedded in P.

Theorem 1.1.2 (Embedding Theorem) FEvery countably based Ty-space X can be embedded
i P. There is a bijective correspondence between embeddings e: X — P and enumerations of
countable subbases S;: N — O(X). The subbase corresponding to an embedding e: X — P is

S = (1) (1.1)
and the embedding determined by an enumeration S: N — O(X) of a subbase is
et={neN|teS,} . (1.2)

Proof. It is obvious that a topological space which is homeomorphic to a subspace of P is
countably based and Ty. Conversely, suppose X is a Ty-space with countable subbase S: N — O(X).
The map e: X < P defined by (1.2) is injective because X is a Tp-space. It is continuous because
the inverse image e*(Tn) of a subbasic open set Tn is open:

cf(n)={teX|etecn}={tecX |necet}={teX|[teS,}=5n.
The map e is an embedding because it maps a basic open set U = S, N --- N .Sy, to
ex(U)=e(X)NT{ny,...,nx}.
Indeed, if x = e(t) € e,(U) then t € S,, N--- N Sy, , hence
zeniN---NTng=7T{ny,...,nx}.

On the other hand, if z = et € e,(X) and = € T {ny,...,ni}, then n; € et for every i = 1,...,k,
which means that t € S,,, N---NS,, =U.
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Now suppose that e: X < P is an embedding. Let S: N — O(X) be the map defined by (1.1).
The family Sp, S1, ... is a subbase for X because e is an embedding. All that remains to be shown
is that et = {n € N ’ tee(In)} forall t € X:

et:{nEN’nEet}:{nGN‘etETn}:{nEN’tee*(Tn)}.

We conclude this subsection with a theorem that complements the Embedding Theorem because
it says that a continuous map from a subspace of P can be extended to P.

Theorem 1.1.3 (Extension Theorem) FEvery continuous map f: X — Y between subspaces X
and Y of P has a continuous extension F: P — P, which means that Fx = fx for all z € X.

Proof. Suppose X and Y are subspaces of P and f: X — Y is a continuous map between them.
A continuous extension F': P — P is explicitly defined as

Fm:U{ﬂ{fz‘zEXﬂTy} }y<<x}.

Clearly, F' is continuous because the inner intersection defines a monotone map, so that Fzx is
defined as a directed supremum over the compact elements below z of monotonically increasing
values. We show that Fx = fx for all x € X. If x € X then for every y < z it is the case that
xz € X N Ty, hence

ﬂ{fz!zeXﬁTy}gfx.

This shows that Fz C fzr when z € X. On the other hand, suppose n € fx. Then fxr € Tn and
x € f*(In), and because f is continuous there exists y < x such that z € Ty C f*(In). Now for
every z € X N Ty it is the case that

zeXNTycXnfi(n) € f(In),

so fz € Tn and n € fz. This shows that n € ) {fz | ze XN Ty}, from which it follows that
n € Fx, and finally fo C Fx. ]

The R.E. Graph Model P

The recursively enumerable graph model Py is like P except that we take only the recursively
enumerable subsets of N. We denote the PCA (RE, -, K,S) by P; to indicate that it is a computable
subPCA of P, and to distinguish the PCA from its underlying set RE.
Recall that a set © € P is recursively enumerable (r.e.) if there exists a recursive function
e: N — N such that
r={neN|ImeN.e(m)=n+1} .

The family of all recursively enumerable sets is denoted by RE. It is easily checked that the pairing
function (J,0) defined on P restricts to a bijection from RE x RE to RE. An enumeration operator
f: RE — RE is computable when its graph

I'f={(m,n)|neNandme f(finsetn)}
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is an r.e. set. We denote the set of all computable enumeration operators by #(PF). It is not hard
to see that I" and A restrict to maps I': #(PF) — RE and A: RE — #(PF). Similarly, the pairing
(0,0) and the projections my, m restrict to a bijection (J,0): RE x RE — RE and projections
mo, 71 : RE X RE — RE, respectively. This means that RE is a model for the untyped A-calculus
because the interpretation for IP restricts to one for RE.

1.1.4 The Universal Domain U

First we review the basic definitions, terminology, and notation from domain theory. For further
material on domain theory see [AC98]. The present subsection is based on [GS90], where proofs
and missing details can be found.

Let (P, <) be a partially ordered set. A directed set S C P is a non-empty subset such that for
all z,y € S there exists z € S such that =,y < z. A partially ordered set is directed complete if
every directed subset has a supremum. The supremum of a directed set S is denoted by \/ S.

A subset S C P is bounded, or consistent, when it has an upper bound, which means that there
exists © € P such that y < z for all y € S. We write x T y when {x,y} is bounded. A partially
ordered set is bounded complete when every bounded subset has a least upper bound.

Suppose P is directed complete. An element a € P is compact, or finite, when for every directed
subsets S C P, if a < \/ S then there exists x € P such that a < z. The set of compact elements
of P is denoted by K(P). The notation a < = means that a < z and a € X(P). A partially ordered
set is algebraic when every element is the supremum of the compact elements below it, i.e., for all
xe P, z=\ {a e K(P) ‘ a < x} We say that an algebraic poset is countably based when there
exists a countable set B C K(P) such that every element is the supremum of elements of B that
are below it.

A Scott domain, or just a domain, is a bounded complete, directed complete, countably based,
algebraic, partially ordered non-empty set (D,<). The Scott topology on D is defined by the
topological basis consisting of the basic open sets Ta = {m eD ’ a < x}, where a € K(D). The
least element of D exists, as it is the least upper bound of the empty set, and is denoted by 1 p.

An effective domain is a domain D with an enumeration b: N — X(D) of its compact elements
such that the relation b, T by, is decidable in (m,n) € N x N, the relation b,, < by, is r.e. in
(m,n) € N x N, and the join operation by, V b, is a recursive function N> — N. A continuous map
f:(C,c) — (D,d) between effective domains is computable when the relation d,, < fe, is r.e. in
(m,n) € N x N. The category of effective domains and computable maps is denoted by Dome.
An embedding-projection pair is a pair (i,p) of continuous maps between domains, i: D — E,
p: E — D, such that poi =1p and 70 p < 1g, where i is the embedding and p is the projection.

Definition 1.1.4 A wuniversal domain is a domain U such that for every domain D there exists an
embedding-projection pair

LD

PD

D U .

There exists a universal domain, see [GS90, SHLG94]. In particular, the lattice of open subsets
of the Cantor space 2 with the top element removed,

U=002"\{2"},
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is a universal domain.” The lattice of clopen subsets of 2 is a countable Boolean algebra, and is
exactly the set of compact elements of O(2"). Hence, K(U) is the set of clopen subsets of 2V with
2N itself excluded. The elements of K(U) can be effectively enumerated in such a way that the
Boolean operations on them are computable, and equality and inclusion are decidable relations.
Let (Bp)nen be such an enumeration. It follows that U is an effective algebraic domain. In fact, it
can be shown that U is a universal effective domain.® For every effective domain D there exists a
computable embedding-projection pair (i,p) from D to U.

A point z € U is said to be computable when the set of clopens that are contained in x is r.e. The
computable part Uy of U is the set of all computable points of U. The domain U — U of continuous
endomaps is an effective domain, therefore there exists a computable embedding-projection pair

WU

(U—-1) U .

bu—u

This means that U is a reflexive CPO and thus a model of the untyped A-calculus, as explained
in Section 1.1.2. Thus, U is a combinatory algebra with the application operation defined by, for
z,y € U,

z -y = (pu—ux)y .

The combinators are defined like in any model of the untyped A-calculus,
K= \y.x, S = Azyz. (zy)(yz) .
Application, K, and S are computable, therefore Uy is a subPCA of U.

1.1.5 The Partial Universal Domain V

The universal domain U can be equipped with another PCA structure, which is different from the
one described in the previous section. In order to avoid confusion, we denote this PCA by V. So
let V.=U and Vy = Uy.

The lattice (‘)(2N) of open subsets of the Cantor space 2V has a compact top element because
the Cantor space is compact. Hence, if we add the compact top element to V = O(2) \ {2V}, we
recover O(2Y) = VT. The space V — VT of continuous maps from V to V' is an effective domain.
Therefore, there exists a computable embedding-projection pair

ZlvﬂvT

V-V V.

Py_yT

Define a binary operation Ox0: V xV — VT for 2,y € V by

xx T =Try=T*xT =T, rxy = (py_yTT)Y .
Suppose M is a term in the untyped A-calculus whose freely occurring variables are among x1, . . ., T.
An environment for M is a map n: {z1,...,2,} — V. If 2,41 is a variable, and t € V, then

7' = (1, Tps1 ;= t) is the environment defined by

, t ifi=n+1,
nTy= . .

ne, ifl1<i<n.
7 Alternatively we can view U as the upper space of 2.
8See [SHLGI4, Chapter 7].
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The empty environment n: {} — V is denoted by (). For every term M we define inductively [M]
to be a map from environments for M to V' as follows:

[«]n = nz,
[MNTn = ([M]n) = (INn) ,
[Ae. Mn =iy_yt (A eV . ([M](n,xz:=1))).

Note that [Az. M]n is never equal to T. Finally, we define the partial combinatory structure on V.
Partial application (I-: V x V — V is defined for z,y € V by

TxYy ifxxy#T,
Ty =
Y undefined otherwise .

The combinators K and S are
K=Day.2] (), S=[eyz (22)(y2)] () -
For all u,v € V,
(Kxu)*xv = ([Ay.z{z :=w)) xv = [z]{z :==u,y :=v) =u.
Since K x u = [Ay. z]{(x := u), K% u # T. Therefore, K- u-v = u. For all u,v € V,
(Sxu)xv=[Az. (z2)(y2)][(z == u,y :==v) ,

hence Sxu # T and (Sxu)xv # T. Therefore S - u - v is always defined and is equal to (S *u) % v.
Suppose that for w € V, (u-w) - (v - w) is defined. Then both u - w and v - w are defined, hence

(u-w) - (v-w)=(uxw)*(Vrxw)=
[(z2)(y2)[{x :=u,y := v,z := w) = ([Az. (x2)(yz)[{x = u,y :=v)) *
(([Ayz. (z2)(y2) (2 := u) x v) x w = (([Azyz. (22)(y2)[ () *u) x v)
(Sxu)*xv)rxw)=(S-u-v) w.

w
w

Conversely, if (S-u-v)-w is defined, then read the above derivation backwards to see that (u-w)-(v-w)
is defined and equal to (S-u-v) - w.

The computable part Vy is a subPCA of V because application, K and S are all defined in terms
of computable maps iy_,y7 and py_,yT, therefore they are computable.

The realized partial maps V — V are exactly those partial continuous maps that are defined on
a closed subset of V. Indeed, let u € V and fv = u-v. Let g: V — V' be defined by gv = u * v.
Then fv is defined and equals gv if, and only if, gv # T. Because T is a compact element of VT,
g*{T} is an open subset of V. Therefore, f is defined on a closed subset of V. Conversely, suppose
D C V is a closed subset and f: D — V a continuous map. By Lemma 4.1.25 we can extend f to
a continuous map g: V— V' by

fv if fov is defined ,
v =
g T  otherwise .

The partial map f is realized by iy_,yTg.
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1.1.6 The Second Kleene Algebra B

The second Kleene algebra B has as its underlying set the Baire space. Before defining the PCA
structure of B, we consider some basic topological properties of the Baire space.

The Baire space B = NN is the set of all infinite sequences of natural numbers, equipped with
the product topology. Let N* be the set of all finite sequences of natural numbers. If a,b € N* we
write a C b when a is a prefix of b. The length of a finite sequence a is denoted by |a|. Similarly,
we write a C « when a is a prefix of an infinite sequence o € B.

A countable topological base for B consists of the basic open sets

[ao,...,ak]::]ﬁi:{[ag,...,ak_l]::ﬂ|ﬁ€E}:{a€B | [ag, ..., ak_1] Ea} .

The expression a::0 denotes the concatenation of the finite sequence a € N* with the infinite
sequence (3 € B. Sometimes we abuse notation and write n::3 instead of [n]::3 for n € N and 3 € B.
The base { a:B | a € N*} is a clopen countable base for the topology of B, which means that B is
a countably based 0-dimensional Tp-space. Recall that a space is 0-dimensional when its clopen
subsets form a base for its topology.

Theorem 1.1.5 (Embedding Theorem for B) A topological space is a 0-dimensional countably
based Ty-space if, and only if, it embeds into B.

Proof. Clearly, every subspace of B is a countably based 0-dimensional Ty-space. Suppose X is
a countably based 0-dimensional Ty-space. Let {Uk ‘ keN } be a countable base for X consisting
of clopen sets. We define an embedding e: X — B by

ex = neN.(if z € U, then 1 else 0) .
The map e is injective because X is a Ty-space. It is continuous because
e*([ag, ... ,an]:B) = m{Uk |1<k<nanda,=1} .

It is an open map because e, (U,) = {a e NN ‘ an = 1} is an open set. [

Given a finite sequence of numbers a = [ag, . .., ax_1], let seqa be the encoding of a as a natural
number, for example

k—1
_ 1+a;
S€q [GOa-'-yak—l]—sz’ ¢ )
=0

where p; is the i-th prime number. For o € B let @n = seq [0, ...,a(n—1)]. For a, 5 € B let a* 3
be defined by

axff=n < ElmEN.(a(Bm):n+1/\Vk<m.a(Bk):O) )

If there is no m € N that satisfies the above condition, then o x § is undefined. Thus, x is a partial
function B x B — N. It is continuous because the value of ax (3 depends only on finite prefixes of «
and 3. The continuous function application 0 |O: B x B — N — N is defined by

(a|B)n = ax(n:p);.
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The Baire space B together with | is a PCA, where « | § is considered to be undefined when « | 3 is
not a total function. Instead of specifically defining the combinators K and S we characterize those
partial functions B — B that are represented by elements of B.° Every a € B represents a partial
function n,,: B — B defined by

nNB=alpf,

We say that a partial function f: B — B is realized when there exists a € B such that f = n,.
Such an « is called a realizer for f. A partial function f: X — Y is said to be continuous when it is
continuous as a total map f: dom(f) — Y. Note that there is no restriction on the domain dom(f).

Theorem 1.1.6 (Extension Theorem for B) FEvery partial continuous map f: B — B can be
extended to a realized one.

Proof. Suppose f: B — B is a partial continuous map. Consider the set A C N* x N? defined
by

A= {{a,i,j) € N* x N* | a::B N dom(f) # 0 and V o € (a::B N dom(f)) . ((fr)i = 5)}

If (a,i,7) € A, (d,i,j') € Aand a C o then j = j’ because there exists a € a'::B N dom(f) C a:B N
dom(f) such that j = (fa)i = j'. We define a sequence ¢ € B as follows. For every (a,i,j) € A let
¢(seq (i::a)) = 7 + 1, and for all other arguments let ¢n = 0. Suppose that ¢(seq (i::a)) = j + 1 for
some i,j € N and a € N*. Then for every prefix a’ C a, ¢(seq (i::a’)) = 0 or ¢(seq (i:a’)) = j + 1.
Thus, if (a,4,j) € A and a C « then ¢x(i::a) = j. We show that (n,a)i = (fa)i for all a € dom(f)
and all 7 € N. Because f is continuous, for all & € dom(f) and i € N there exists (a, 1, j) € A such
that a C a and (fa)i = j. Now we get (ny,a)i = (¢ | )i = ¢x (ina) = j = (fa)i. ]

Recall that a Gg-set is a countable intersection of open sets.

Proposition 1.1.7 If U C B is a Gs-set then the function u: B — B defined by

An. 1 aelU,
u =
undefined otherwise

1s realized.

Proof. The set U is a countable intersection of countable unions of basic open sets
U= ﬂ U a; ;B .
iEN jEN
Define a sequence v € B for all 7,5 € N by wv(seq(i::a;)) = 2, and set vn = 0 for all other
arguments n. Clearly, if n, « is total then its value is An. 1, so we only need to verify that dom(n,,) =

U. If a € dom(n,,) then v * (i::) is defined for every i € N, therefore there exists ci € N such that
v(seq (i:[a0, ..., a(ci)])) = 2, which implies that « € a; ;. Hence

o< m ai7CiZ:B cUu.
€N
Conversely, if « € U then for every i« € N there exists some ci € N such that o € a; ;. For every
i € N, v(seq (i::[a0, ..., a(ci)])) = 2, therefore (n,a)i = v« (i::a) = 1. Hence o € dom(n,,). ]

9See [KV65] for details about the partial combinatory structure of B.
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Corollary 1.1.8 Suppose o« € B and U C B is a Gs-set. Then there exists § € B such that
MY = Mgy for all v € dom(n,) N U and dom(ngz) = U N dom(n,,).

Proof. By Proposition 1.1.7 there exists v € B such that for all 3 € B

nvﬁz{ml BeU,

undefined otherwise .

It suffices to show that the function f: B — B defined by

(fﬁ)n - ((%5)”) ’ ((Uaﬂ)”)

is realized. This is so because coordinate-wise multiplication of sequences is realized, and so are
pairing and composition. m

Theorem 1.1.9 A partial function f: B — B is realized if, and only if, f is continuous and its
domain is a Gg-set.

Proof. First we show that m, is a continuous map whose domain is a Gs-set. It is continuous
because the value of (n,06)n depends only on n and finite prefixes of a and . The domain of 7,
is the Gg-set

dom(n,) = {8 €B|VneN.((«|B)n defined)}
= [ {B€B|(a]|B)n defined} = (| |J {BeB|axn:p)=m} .

neN neNmeN

Each of the sets {ﬂ eB ! ax(n:f) = m} is open because x and :: are continuous operations.
Now let f: B — B be a partial continuous function whose domain is a G§-set. By Theorem 1.1.6

there exists ¢ € B such that fa = n,a for all a € dom(f). By Corollary 1.1.8 there exists ¢ € B

such that dom(n,,) = dom(f) and n,a = n,a for every a € dom(f). ]

The Effective Second Kleene Algebra By

As we have seen the second Kleene algebra B enjoys its own versions of the Embedding and
Extension Theorems. In this respect it is similar to the graph model P, and just like the graph
model, it also has a natural notion of computable elements, namely the total recursive functions.
In fact, the set of recursive functions by By is a subPCA of B. We omit the details of the proof,
suffice it to say that the continuous function application | was given by an effective procedure, and
that the combinators K and S are also constructed explicitly.

1.1.7 PCA over a First-order Structure

A many-sorted first-order structure is a structure
8= (Bi,..., Bk, f1,- s fms R1,..., Ryp)

where
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(1) B, i =1,...,k, is a non-empty set. The sets B; are called the basic sorts. We require that
the basic sorts are pairwise disjoint. A sort is finite cartesian product of the basic sorts. We
use letters S and T to denote sorts. The empty cartesian product is a sort; it is the singleton
set 1 = {x}.

(2) fj, § = 1,...,m, is a partial function f;: S; — B;, from a sort S; to a basic sort B;;.
A function that maps from the singleton set 1 — T is just a constant element of T. The
functions f; are called the basic operations and basic constants.

(3) Rk, k = 1,...,n, is a partial relation on a sort Sk, i.e., a partial function Rg: S, —
{false, true}. The relations Ry, are called the basic relations.

We do not assume that equality is always available as a basic relation.

Example 1.1.10 The structure of the ordered field of real numbers
R= (R70717+7_7 X7/7:7<)

consists of the set of real numbers R, the basic constants 0 and 1, the basic arithmetic operations
of addition +, subtraction —, multiplication x, division /, and the basic relations of equality = and
comparison <.

Example 1.1.11 In the previous example the basic relations = and < are discontinuous when
viewed as boolean functions from R? to the discrete space B = {false,true}. We can change this
by omitting the equality relation and replacing < with the partial comparison

true if x is strictly smaller than y ,
(x < y) = ( false if y is strictly smaller than x ,
1L ifxe=y.

Here L stands for “undefined”, and the topology on B = {undefined, false, true} is determined by
the basic open sets B, , {false}, {true}. This way we get the topological algebra of the real numbers

Re = (R,0,1,4,—, %x,/,<) .

We now describe a Turing machine over a first-order structure 8, or shortly an 8-TM, which is
an ordinary TM enhanced with the basic sorts, operations, and relations from 8. It has one input
tape, a fixed finite number of working tapes, and one output tape. The tapes are infinite and it is
not important whether we take them to be infinite only in one direction or both. Each tape has a
read/write head associated with it. When we say “read from tape T” or “write onto tape T” we
always mean to read from the current position of the head on that tape. Tape cells may contain
the following values:

(1) €, which indicates the empty tape cell,
(2) the symbols 0 and 1,

(3) for each basic sort B;, and for each element x € B;, the value x can be written onto a cell.
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Instead of the symbols 0 and 1, we could have chosen any other finite alphabet with at least two
elements. Apart from the usual instructions, the program for an §-TM may contain the following
special instructions:

(1) For every x € B;, and every tape 7, an instruction that writes x onto 7. Every such element z
that appears in a program is called a machine constant. Since the program for a S-TM machine
is finite, it contains finitely many machine constants.

(2) For every two tapes 7, 7/, an instruction that copies the value from tape T onto tape 7’.

(3) For every two tapes 7, 7/ and every basic operation f;, an instruction that computes the value
of fj, taking as the arguments the values written immediately to the right of head 7. If the
value is defined, it is written onto tape 7/, otherwise the machine diverges.

(4) For every tape 7 and every basic relation Ry, an instruction that computes the value of Ry,
taking as the arguments the values written immediately to the right of head 7. If the value
is true the machine goes to state P, if the value is false the machine goes to state @), and if
the value is undefined, the machine diverges.

An ordinary Turing machine can be encoded as a single natural number. When this is done in
a reasonable way, we obtain the first Kleene algebra N, by interpreting natural numbers as codes
for Turing machines. We would like to do the same for Turing machines over 8. However, since an
8-TM may contain a finite number of machine constants, it cannot be encoded by a single natural
number. Instead, it can be encoded as a pair (p,x) where p € N is a natural number that describes
the program, except for the machine constants, and x = (z1, ..., zy,) is the list of machine constants
that appear in the program.

We define a PCA TM(S8), called the first Kleene algebra over §. We omit a formal definition of
all the coding tricks required to define the PCA. The underlying set of TM(S) is

[TM(8)| = Nx (B1+---+ Bn)",

where (B1+-- -+ By,)* is the set of all finite sequences of elements of the disjoint union By +- - -+ B,.
If (p, ), {q,y) € |TM(8)| then the application

{(p,2)} (@), (1.3)

is defined as follows. Interpret the pair (p,z) as the code of an §-TM T'. Write the number ¢ and
the list y = (y1,...,yr) onto the input tape of T', using a suitable encoding to write down ¢ and
to indicate where the input starts and ends. Run the machine T'. If T' terminates successfully, and
immediately to the left of the output head a pair (r,z) € [TM(8)| is written, of course suitably
encoded, then the value of (1.3) is defined to be (r, z). Otherwise, the value is undefined.

Example 1.1.12 A Turing machine over the structure R of the ordered field of reals corresponds to
a BSS Real RAM machine by Blum, Shub, and Smale.'® The original definition is in terms of flow-
chart diagrams and random-access memory. The two definitions are equivalent up to polynomial
time speed-up. In this model of computation a real number can be written in constant space, a
single tape cell even. Furthermore, the basic arithmetic operations require a single step to compute,
there are discontinuous computable functions, and equality on R is decidable.

'9References on BSS [BCSS97].
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Example 1.1.13 The PCA TM(R;) corresponds to the while* programs [TZ99]. Briefly, the while*
programs over a partial topological algebra are simple imperative programs with simple control
structures, such as while and if-then-else, and unlimited amount of random access memory. The
programs also use the basic constants, functions and relations from the partial topological algebra
as primitive operations. In fact, any partial topological algebra, as defined by Tucker and Zucker,
can be viewed as a first-order structure. Computability by while* programs is then equivalent to
computability by Turing machines over the first-order structure.

1.2 Modest Sets

In order to study computability of classical mathematical structures, such as the real numbers and
spaces of smooth functions, we first need to link them up with models of computability. Classical
mathematics is developed within the realm of set theory. We refine the usual notion of a set by
keeping track of how the elements of a set are represented in a model of computation. Thus, every
set S comes equipped with a realizability relation |-g which relates the elements of a PCA A with
the elements of S. A set together with its realizability relation is called a modest set. If x € S
and a € A, the meaning of a IFg = is “the element z is realized by a”. We think of a as the
implementation, or the realizer, of the element x. For example, the number x = 42 might be
implemented by the binary string a = 101010, which we would express as 101010 IFy 42. We
require that every element is realized by at least one program and that every program realizes at
most one element of a given set. An element of a set may be realized by several programs. It is
important to allow this because some sets may not have canonical realizers. For example, a partial
recursive function N — N can be implemented by many different programs, and all of them should
be allowed as valid realizers for the function.

We also need to keep track of how functions are implemented in the computational model. We
say that a function f: S — T is tracked by a € A in case that b I-g x implies a-b -7 fz. Of course,
there may be functions that are not tracked by any element of A. This is well known in recursion
theory where only a subset of all the number-theoretic functions can be implemented by a Turing
machine. When a function is tracked by a program we say that it is a realized function. We now
give a formal definition.

Definition 1.2.1 Let A be a PCA and Ay C A a subPCA. A modest set (S,IFg) over A is a set S
with a realizability relation IFg C A x S such that, for all z,y € S,

r=y < JacA.(alFgszNalFsy) . (1.4)

An Ay-realizable function f: (S,lFg) — (T,lF7) between modest sets is a function f: S — T
between the underlying sets that is tracked by some a € Ay, which means that, for all z € S, b € A,

blFsz=(a-b)| Na-blFr fx.

The category of modest sets over A and Ay-realizable functions is denoted by Mod(A, Ay). We
abbreviate Mod(A, A) by Mod(A).

The ezistence predicate for S is the function Eg: S — PA defined by Egz = {a €A ‘ alkg CL‘}
Condition (1.4) is equivalent to the requirement that, for every x € S, Egx # () and that, for all
T,y €8,

r#y=—EsrNEgy=10.
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A modest set is determined by its existence predicate. When no confusion can arise we drop the
subscripts in IFg and Eg, and refer to a modest set (S,lFg) simply as S. Sometimes we denote
the underlying set of a modest set (S5,lFg) by |S| instead of S. To see that Mod(A,Ay) is a
category, observe that the identity function 1g: .S — S is realized by the combinator |, and that
the composition of f: S — T and g: T — U is realized by A\*z.a(bz) = S(Ka)(S(Kb)(SKK)),
where a and b are realizers for f and g, respectively.

Let us explain the motivation for taking modest sets over A but restricting the realizers for
functions to a subPCA Ay. We can think of modest sets as data structures. There is no need to
restrict the model so that only the computable data are representable. Indeed, a realistic model
of computation presumably should not assume that all data from the real world, such as the stock
market index, or the results of a quantum mechanics experiment, are always computable. On the
other hand, morphisms between modest sets can be viewed as programs, and clearly they should be
restricted to those functions that can actually be realized in a model of computation. These ideas
can be summarized by the slogan

“Topological objects, computable morphisms!”

The slogan calls for “topological” objects to remind us that in realistic examples information flow is
finite, i.e., it is only possible to communicate a finite amount of information about the data in finite
time. This restriction induces a natural topology on the data, if we take as subbasic open sets those
properties of data that can be communicated in finite time. With this topology all computable
maps turn out to be continuous, which happens because a finite result of a computable process only
depends on a finite amount of input. Since we view objects as data structures, they are naturally
equipped with a topology.!! In the abstract case, an arbitrary PCA A might of course violate the
assumption of finite information flow, but most models of computation that are considered to be
realistic, such as domain theory and Type Two Effectivity, reflect the idea of finite information
flow.

The slogan is demonstrated by the difference between the internal and external function spaces.
For example, in Mod(P,P;) the exponential object NN, where N is the natural numbers object,
turns out to be the Baire space which consists of all infinite sequences of natural numbers, but the
homset Hom(N, N) is the set R() of total recursive functions.

Modest sets can also be described as partial equivalence relations, and as representations. We
shall use these alternative descriptions when convenient.

1.2.1 Modest Sets as Partial Equivalence Relations

A partial equivalence relation (per) is a symmetric and transitive relation. We use capital letters A,
B, C, ...to denote partial equivalence relations, but we write =4 y instead of A y. The category
of partial equivalence relations PER(A, Ay) has as objects partial equivalence relations on A, and as
morphisms equivalence classes of equivalence preserving elements of Ay. More precisely, suppose A
and B are partial equivalence relations on A. We say that f € A; is equivalence preserving when,
for all a,b € A,

a=ab=(f-a)l =B (f-D)].

11n Section 5.3 such an intrinsic topology is formalized.
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Two equivalence preserving elements f, g € Ay are considered to be equivalent when, for all a,b € A,

a=ab=>(f-a)l=p(g-)L.

A morphism A — B is an equivalence class of equivalence preserving elements of Ay. Composition
of morphisms [f]: A — B and [g]: B — C is the morphism [A*z.g(fz)]: A — C.

Proposition 1.2.2 The categories Mod(A, Ay) and PER(A, Ay) are equivalent.

Proof. The existence predicate E of a modest set S over a PCA A satisfies, for all z,y € S,
Ex #0, r#y=ExnNEy=10.

Hence, the family {Ex } reS } consists of non-empty pairwise disjoint subsets of A. When these
sets are viewed as equivalence classes, they determine a partial equivalence relation S on A, defined
by

a=gb < JzeS.(alFzAblFz).

A partial equivalence relation A on A determines a modest set as follows. Let [a]4 denote the
equivalence class of a € A, assuming a =4 a. The modest set determined by A is the set of

equivalence classes
|A] = {[a]a ‘ ac€ANa~a}

with the existence predicate being simply the identity, Eal[a]a = [a]a.

A morphism f: S — T between modest sets corresponds to a morphism [a]: S — T of pers,
where a € Ay is a realizer for f. Clearly, all realizers for f determine the same morphism between
pers. In the other direction, a morphism [a]: A — B between pers corresponds to the morphism
|A| — |B| defined by [bJa +— [a - b]p. It is evident that these correspondences constitute an
equivalence of categories. [

1.2.2 Modest Sets as Representations

Let A be a PCA and Ay C A a subPCA. A representation of a set S over a PCA A is a partial
surjection dg: A — S. A morphism f: (S,ds) — (T,0r) between representations is a function
f: 8 — T that is tracked by some a € Ay, which means that, for all b € dom(dg),

f(ésb) =dr(a-bl).

The category of representations and morphisms over Ay C A is clearly equivalent to the cate-
gory Mod(A, Ay), since a modest set (S,IF) corresponds to the representation (.5,0), defined by

da=x < alFz, (1.5)

and vice versa, a representation (S, ¢) corresponds to the modest set (5,1F), again defined by (1.5).

1.3 Properties of Modest Sets

This section contains a brief review of the basic categorical constructions on modest sets. Many
proofs are omitted since they are easy and readily available elsewhere [Lon94, Bir99, Pho92].
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1.3.1 Finite Limits and Colimits
Monos and Epis

A realizable map f: S — T is a mono if, and only if, it is injective. It is an epi if, and only if, it
is surjective. Indeed, this follows easily from the fact that morphisms are just functions between
sets, and that equality and composition of functions are the usual set-theoretic ones.

Equalizers and coequalizers
The equalizer of two maps f,g: S — T is the modest set
K:{xeS‘fa::gw}

whose existence predicate is inherited from S, Exx = Egx. The equalizer map k: K — S is the
subset inclusion K C S, and is realized by I.

The coequalizer of maps f,g: S — T is constructed as follows. Let ~ be the smallest equivalence
relation on |T| that satisfies fo ~ g for all x € |S|. The coequalizer of f and g is the modest set
@ whose underlying set is |T'|/~, the set of ~-equivalence classes, and the existence predicate is

Eglz] = U Ery .
y€lz]

The coequalizer map ¢: T'— @ is the canonical quotient map gz = [z], and is realized by |.

The Initial and the Terminal Object

A modest set is an initial object if, and only if, its underlying set is empty. We denote the initial
object by 0.

A modest set is a terminal object if, and only if, its underlying set is a singleton, and the single
element has a realizer from Ay. Specifically, we define the terminal object 1 to be the singleton set
{*} with existence predicate E;x = {K}.

Binary Products and Coproducts

The product of modest sets S and T is the usual cartesian product S x T with the realizability
relation defined by
(a,b) lFgxr (x,y) <= alFsxzAblFpy,

where a,b € A, and (a,b) is the pairing of a and b, as described in Section 1.1. The projections
fst: SxT — S and snd: S xT — T are the usual set-theoretic projections, which are realized by
the combinators fst and snd, respectively.

The coproduct of modest sets S and 7T is the usual disjoint sum

S+T:{inlx‘xES}U{inry‘yET},

where inl: S — S+ T and inr: T'— S + T are the canonical inclusions. The realizability relation
on S + T is defined by

(false,a) Fsirinlz < alFgz, (true,b) lFsirinry <= blFgy.

The inclusion maps inl and inr are realized by A*u. (false, u) and A*u. (true, v), respectively.
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Pullbacks and Pushouts
A pullback

P2 f

is constructed as follows. The modest set P is the set
Pz{(x,y>€SXT|fx:gy}
with the realizability relation inherited from S x T,
(a,b) IFp (z,y) <= alFgzAblFry.

The maps p; and ps are the first and the second projection, respectively. They are realized by fst
and snd.

A pushout
S f T
g q1
r
U q2 @

is constructed as follows. Let ~ be the smallest equivalence relation on |T' + U| that satisfies
inr(fz) ~inl(gx) for all x € |S|. The modest set ) is the set |T'+ U|/~ with the existence predicate

Eglz] = U {(false, a) ’ a€Erz} U U {(true, a) ’ a€Epy} .

inlz~z inru~z

The maps ¢; and g2 are the canonical injections |S| — |S + T'| and |T| — |S + T'|, and they are
realized by A*u. (false, u) and A\*u. (true, v), respectively.

Regular Monos and Epis

Recall that a morphism is a regular mono if, and only if, it is an equalizer of a pair of maps. The
dual notions is that of a regular epi, which is an arrow that is a coequalizer.

A canonical inclusion is a morphism ¢: S — T where |S| C |T'|, ¢ is the canonical set-theoretic
inclusion map, and Eg is the restriction of E to |S|. The canonical inclusion map is realized by
the combinator I.

A realized map f: S — T is a regular mono if, and only if, it is isomorphic to a canonical
inclusion. This means that there is an embedding i: S’ — T” and a pair of isomorphisms s: S — S’,
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t: T — T’ such that the following diagram commutes:

S / T
S t
S’ T

i

It is easy to check that a canonical inclusion is indeed a regular mono, and thus every morphisms
that is isomorphic to an embedding is a regular mono as well. The converse follows from the earlier
construction of equalizers, where an equalizer was seen to be a canonical inclusion.

A quotient map is a morphism of the form ¢: S — S/~ that maps an element x to its equivalence
class gz = [z] under the equivalence relation ~ on |S|. Here the existence predicate on S/~ is defined
by

Eg/nlz] = U Esy .
y€lz]

A morphism f: S — T is a regular epi if, and only if, it is equivalent to a quotient map. Again,
this equivalence is evident from the construction of coequalizers as quotient maps.

1.3.2 The Locally Cartesian Closed Structure
The exponential T of modest sets S and T is the modest set
T5 = {f:|S| = |T|| f is A-realized} .
The realizability relation on T is defined by
albps f < VeeS.VbeA.(blrgax = (a-b) | IFp fz) .

Note that T contains those functions from |S| to |T| that are realized by elements of A, and not
just Ay. The evaluation map e: T 9 x 8§ — T is the usual set-theoretic one, e(f,z) = fx, and is
realized by A\*u. (fstu)(sndu). Let us recall what universal property T with e satisfies. For every
modest set U and every morphism f: U x S — T there exists exactly one morphism f~: U—T5
such that the following diagram commutes:

75 x S
fx1g

UxS

7 T

The maps f and f are transposes of each other. In modest sets the transpose f is like in sets,
fr = XyeS. f(z,y). It is realized by \*uv.a(u,v), where a is a realizer for f. Sometimes we
denote the exponential T° by S — T.
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A dependent type is a family of objects, indexed by an object.'? More precisely, if I is a modest
set and for each i € I we have a modest set S(i), then {S(i) | i € I} is a dependent type.'* We
indicate the fact that S is a dependent type indexed by i € I by writing S(i: ) or {S(z) ‘ i€ I}.

Suppose S(i:I) and T'(j:J) are dependent types. A morphism f = (rs,(fi)ier): S — T
between dependent types consists of a reindexing morphism ry: I — J, which is just an ordinary
morphism of modest sets, together with a family of functions

fi: T(i) — S(ryi)

one for each ¢ € I, such that the family (f;);cr is uniformly realized, which means: there exists
a € Ay such that, for all i € I and all b IF; 4, a - b realizes f;. Morphisms between dependent types
are composed in the obvious way, and together with dependent types form a category.

As an example of a dependent type, we consider the inverse image of a morphism f: A — B.
For every y € B, we can define a modest set

fy={zecAl|fz=y},

with the existence predicate Ep«,x = Ex. This makes f* into a dependent type, indexed by y € B.
Another, trivial example of a dependent type is the constant dependent type T'(i) = T, i € I.
It is isomorphic to the dependent type fst® for the first projection fst: I x T — 1.
Suppose T'(i:I) is a dependent type. The dependent sum ), ;T(i) is the modest set

ST ={{i,x) |[ie Inz eT(i)}
with the realizability relation
(a,0) Ibs~ ) (i) <= albpiand blbpg o .
There are two projection morphisms fst: > . ;T(i) — I and snd;: ) .. ;T(i) — T(i), defined by
fst (i,z) =1, snd (i,z) = x .

Whereas fst is an ordinary morphism of modest sets, snd is a morphism of dependent types, where
the dependent sum ) .., 7'(i) is viewed as the dependent type

fst*i = {pairj,x € 3,/ T(i) |i=j} . (iel)

Dependent sums are at once a generalization of products and coproducts. If A and B are modest
sets, then the binary product A x B is isomorphic to the dependent sum of the constant dependent

type,
AxB=>_,B.

12The usual way to handle dependent types in category theory is with slice categories, i.e., a dependent type
indexed by I corresponds to a morphism 7" — [I. The presentation of dependent types as uniform families given
here is equivalent to the usual approach with slice categories, in a precise way—they are equivalent as fibrations, see
[Bir99, BBS98] for details. We chose uniform families because they correspond more directly to the intuition that a
dependent type is just a family of types.

1311 mathematical practice dependent types are commonplace. For example, whenever we speak of an n-dimensional
Fuclidean space R", that is a dependent type indexed by n € N. In computer science a common dependent type is
array[n], the type of arrays of length n.
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The binary coproduct A+ B is isomorphic to the coproduct of the dependent type 7o = A, T = B
over 2,
ZZ‘62Ti2T0+T1 :A+B.
The dependent product [];.;T(i) of a dependent type T'(i:I) is the modest set
[L./TG) ={f:I—1Lic;T()| fis realized and Vi€ I. fi € T(i)}
with the realizability relation
a ”_Hi:IT(i) f < Viel . VbekEri. (a -b H_T('i) fZ) .

Here [[;c; 7'(¢) is a disjoint union of the sets T'(i). A function f: I — [[;.; T'(¢) such that fi € T'(3)
for all + € I is called a choice function because it chooses an element of 7'(7) for each i € I. With
the dependent product is associated the evaluation morphism

e ([T, T(@) x I —T(i)
defined by €e(f,i) = fi. It is realized by the combinator A\*ab. ab.

Dependent products are a generalization of exponentials. Indeed, it is not hard to see that the
exponential B4 can be written as a dependent product of the constant dependent types, BA =

H[L’:AB'

1.3.3 The Regular Structure

A category is regular when every arrow has a kernel pair, every kernel pair has a coequalizer,
and the pullback of a regular epimorphism along any morphism exists and is again a regular
epimorphism [Bor94, Definition 2.1.1]. It is often required that a regular category have all finite
limits. In the case of modest sets this is the case. In a regular category every morphism can be
decomposed in a unique way into an epimorphism followed by a regular monomorphism.

We already know that Mod(A, Ay) has all finite limits and colimits, so in order to see that it is a
regular category it only remains to be shown that regular epimorphisms are stable under pullbacks.
In fact, pullbacks preserve coequalizer diagrams. Suppose we pull back a coequalizer diagram as in
the diagram below.

D

We want to show that the left-hand column forms a coequalizer diagram if the right-hand one does.
This can be verified by writing down the explicit construction of the pullbacks and comparing it to
the construction of coequalizers. For a proof see [Lon94, Subsection 1.2.2].

The regular structure together with the locally cartesian closed structure and disjoint, stable
coproduct suffices for an interpretation of intuitionistic first-order logic in Mod(A, Ay). For details
see [BBS98, Bir99).
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1.3.4 Projective Modest Sets

Definition 1.3.1 A modest set P is projective when for every regular epi f: A — B and every
morphism g: P — B, there exists a (not necessarily unique) morphism g: P — A such that the
following diagram commutes:

P

Q|

9

A

7 B

Note: what we call projective modest set is usually called regular projective modest set. But
since regular projectives are the only kind we ever consider we call them simply projective.

Definition 1.3.2 A modest set S is canonically separated when every element of S has exactly
one realizer. A modest set is separated when it is isomorphic to a canonically separated modest
set.

We say that the modest set S is covered by the modest set T' via ¢ when ¢: T — S is a regular
epi. We also say that T is a cover of S.

Proposition 1.3.3 FEvery modest set is covered by a canonically separated modest set.

Proof. Let S be a modest set. Define the modest set Sy to be the set

So = U Egx

€S

with the existence predicate Eg,a = {a}. For every a € Sy there exists a unique x € S such that
alFg z. Let gg: Sop — S be the function

gsa = (the x € S such that a IFg x) .
It is realized by the identity combinator I. It is obvious that ¢g is a regular epi. =
The cover Sy in the previous proof is called the canonical cover of Sy.
Theorem 1.3.4 The following are equivalent for a modest set P:
(1) P is projective.
(2) P is separated.
(8) The canonical cover qp: Py — P is a retraction.

(4) Hom(P, f): Hom(P, A) — Hom(P, B) is a surjective map, for every regular epi f: A — B.
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Proof. Recall that the definition of Hom(P, f): the function Hom(P, f) maps a morphism
h: P — A to the morphism f o h: P — B. The equivalence of (1) and (4) is obvious because (4)
is just the definition of projective objects, phrased in terms of Hom-sets.

Let us prove that (1) implies (2). Suppose P is projective. Let gp: Py — P be the canonical
cover of P. Because P is projective and qp is regular epi, there exists s: P — Py such that
gpos = 1p. Let R be the image of s, i.e., the modest set |R| = {sx ‘ T € P} with the existence
predicate Era = Epja. Clearly, R is canonically separated. The map s: S — R and the restriction
grlp: R — P are inverses of each other, as is easily checked. Therefore P is separated because it
is isomorphic to R.

It suffices to prove that (2) implies (1) just for canonically separated modest sets. Furthermore,
every regular epi is isomorphic to one that is realized by the identity combinator I. It is enough to
prove the claim for such regular epis. So suppose P is canonically separated, f: A — B is a regular
epi that is realized by the identity combinator |, and g: P — B is an arbitrary morphism. Let b
be a realizer for g. We claim that b tracks a morphism from P to A. Indeed, suppose a IFp  and
a’ l-p x. Then a = a’ because P is canonically separated. Because b tracks g, b - a is defined, and
because | realizes f, b - a realizes some element of A. Therefore, b tracks some function g: P — A.
It is obvious that f o g = g because f is realized by | while both g and g are realized by the same
realizer .

Next we prove that (1) implies (3). Suppose P is projective. Since the cover gp: Py — P is a
regular epi there exists a map s: P — Py such that gp o s = 1p, hence gp is a retraction.

Lastly, we prove that (3) implies (1). Suppose the canonical cover gg: Sy — S is a retraction,
and let s: S — Sy be a section, i.e., gsos = 1g. Let f: A - B be a regular epi and g: S — B
a morphism. Since (2) implies (1) the canonical cover Sy is projective. Therefore there exists a
morphism g: Sg — A such that the following square commutes:

S

St g

gs
g g

A—— —>B

f

The morphism g o s satisfies fo (gos) =g. ]

Proposition 1.3.5 A dependent sum and a product of projective spaces is projective. A reqular
subobject of a projective space is projective.

Proof. Tt suffices to prove the proposition for canonically separated modest sets. If A and B are
canonically separated modest sets then their product is canonically separated because the existence
predicate on A x B is

Eaxp{z,y) = (Eaz) X (Epz) ,
and a cartesian product of two singleton sets E 4z and Epz is a singleton. A similar argument works

for dependent sums. A regular subobject B of a canonically separated modest set A is canonically
separated because its existence predicate is just the restriction of E4 to B. [
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1.3.5 Factorization of Morphisms

Let f: S — T be an arbitrary morphism. As is well known, the set-theoretic function f: |S| — |T|
can be decomposed into a quotient, bijection, and a canonical inclusion as follows. Let ~ be the
equivalence relation on |S| defined by

r~y = fr=fy,
and let ¢: |S| — |S|/~ be the canonical quotient map. Let |T'| be the image of f,
7| = {fz |2 €S|} C|T],

and let i: |T'| — |T| be the subset inclusion. The function f factors as

q f/ .
S| ——— 51/~ 7| —— T

where f’ is defined by f’[z] = fx. This factorization can be realized in modest sets. Let S/~ be
the modest set whose underlying set is |S|/~ and the existence predicate is

Es/~le] = | Es(y) -

y~x

Let T be the modest set whose underlying set is |7”| and the existence predicate is the restriction
on Ep to |T’|. The quotient map ¢: S — S/~ and the inclusion i: 7" — T are both realized by I.
The function f’ has the same realizers as f, hence it is a morphism f’: S/~ — T’'. We obtain a
factorization
q f/ .
S S/~ T —T.

where ¢ is a quotient map, f’ is mono and epi, and 7 is an embedding. Note that even though f’
is mono and epi, it need not be an isomorphism. This factorization is unique up to isomorphism.
The embedding i: 77 — T is called the image of f. The modest set T" is denoted by im(f).

1.3.6 Inductive and Coinductive Types

In this section we study inductive types, also known as well-founded types or W-types, which are a
generalization of common inductive data types, such as natural numbers, binary trees, and finite
lists. We also study coinductive types, which are the dual notion.

Inductive Types

Let f: B — A be a morphism. The polynomial functor P; associated with f, maps a modest set
C to
Pfc = ZxEACf*m

and a morphism g: C'— D to Prg with

(Pfg)<x7u> - (x,g Ou> :
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A Pg-algebra is a morphism c: PyC' — C. A morphism of Ps-algebras is a map g: C' — D such
that the following diagram commutes:

PfC ¢ C
Prg g
pD—4 . p

Algebras for Py and morphisms between them form a category. An inductive type with signature f
is an initial algebra for P;. If it exists, it is denoted by Wy and its structure map is denoted by
wp: PPWy — W,

The initial algebra W/ is the initial object in the category of P;-algebras and so it has the follow-
ing universal property: for every algebra c: PyC — C there exists a unique morphism r: Wy — C
such that the following diagram commutes:

PrWy

Wy

Prr T

PfC’ ¢ C

We say that r is defined by recursion on Wy. By Lambek’s Theorem for initial algebras, the
structure map wy: PfW; — Wy of an initial algebra is an isomorphism, hence W/ satisfies the
recursive equation

W; = PWp =3 W, e
Example 1.3.6 Let A be a modest set and define f =inl: A — A+ 1. Then
Pfc = ZzeA-&-le*x = Cf** + ZreACinl*x = CO + ZxéACl =1+AxC.
For g: C — D, we have Prg = 11 +14 x g. We denote the inductive type Wy, if it exists, by List(A).
The structure map wy: 1 4+ A x List(A) — List(A) can be seen as two maps nil: 1 — List(A) and
cons: A x List(A) — List(A). The inductive type List(A) satisfies the equation'4

List(A) =1+ A x List(A) .

Suppose [cg, ¢1]: 1+ AxC — C'is an algebra for Py. Then the recursive definition of h: List(A) — C
from [cp, c1] can be written in the familiar form

hnil = ¢ , h(cons(x,l)) = c1(z, hl) .

14The analogy with definition of the list data type in a programming language, say in SML, is obvious:

datatype « list =nil | cons of a * o list .
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Example 1.3.7 Let 2 =1+ 1 = {0,1} and consider the map f: 2 — 2 defined by fx = 1. The
corresponding polynomial functor is

PiC =Y ,conCl"=C"+C?=1+0C.

The inductive type Wy, if it exists, is denoted by Tree. It is the type of finite binary trees and it
satisfies the recursive equation
Tree =1+ Tree x Tree .

Theorem 1.3.8 In modest sets all inductive types exists.

Proof. For the purposes of this proof we view modest sets as partial equivalence relations on A.
Recall that a partial equivalence relation (per) on A is a subset of A x A that is symmetric and
transitive. Let PER(A) be the family of all pers on A. The set PER(A) ordered by set-theoretic
inclusion C is a complete lattice because an arbitrary intersections of pers is a per. We denote the
elements of PER(A) with capital letters R, P, @, ..., but write them as =g, =p, =@ when they
play the role of a per in an expression.

Let f: B — A be a morphism in Mod(A, Ay) and let fy € Ay be a realizer for it. The polynomial
functor Py can be viewed as an operator Pr: PER(A) — PER(A), characterized by

(a,c) =pr (d',dy <= a=4d A
Vo, eA. (b=pb Afob=aa=cb| =V ]) .

Strictly speaking, the above definition of Py depends on the choice of the realizer fo. However, we
do not have to worry about this. We are going to construct a per and prove that it is the initial
algebra for Py. The construction depends on the choice of fy, but as long as we show that the
resulting per has the required universal property, this does not matter. A different choice of the
realizer for f would give us an isomorphic copy of Wy because there is only one initial algebra, up
to isomorphism.

The operator Py: PER(A) — PER(A) is monotone, which is easily checked. By Tarski’s Fixed
Point Theorem every monotone operator on a complete lattice has a least fixed point. So let W be
the least fixed point of Pr. The per W is computed explicitly as the supremum of the increasing
chain

BC P CPHC P C - C U, PRo C Py (U PPO) € P2 (U PRO) € -

In general, the chain may have to be iterated into large transfinite ordinal numbers.

We defined Py on pers but we can equally well apply it to any binary relation on A. If R is a
binary relation on A, let o R be its symmetric closure, and let 7R be its transitive closure. It is not
hard to check that Py satisfies

o(PfR) C Pt(oR) , T(PtR) C Pf(TR) .

and thus also 7(0(PfR)) C Ps(7(cR)). This observation is useful when we have a per R = 7(cRy)
which is the transitive symmetric closure of a binary relation Ry, and we want to show that
R C PrR, as it suffices to check that Ry C PyRy.
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Since PyW = W it is easy to get a candidate for the structure morphism on W-—we simply take
the identity w = 1y = [I]: PpW — W. It remains to show that w: PyI/W — W has the desired
universal property.

First we show uniqueness of morphisms defined by recursion on W. Suppose [v]: PV — V is
an algebra for Py and that [s], [t]: W — V are morphism of algebras. Let @ be the per defined as

follows: (a,c) =¢ (a’, ) if, and only if, the following four conditions hold:
1) (a,s0¢) =p;v (a,s0C),

3) (a,s0¢) =p,v (a',toc),

a,soc)=pyy (atoc) .

(1
(2) (a,toc) =pyv (a',tod),
3) (
(4) (

4

Here we used the abbreviation g o h = Xz. g(hz). If (a,¢) =¢ (d’,) then by the first and the
second condition

s{a,c) =y vi{a,soc) =y v{d,soc) =y s{d, ),

t{a,c) =y v{a,toc) =y v{d tod) =y t{d, ),

which means that ¢ and s represent morphisms Q — V. Similarly, using the third condition, it
follows from (a,c) =¢ (a’, ) that

s{a,c) =y vi{a,soc) =y v{d,tocd) =y t{d, ).

To show that [t] =w_v [s], we demonstrate that W C @ by proving that @ is a prefixed point
of Py. Suppose (a,c) =p,;q (a/,c/). Then a =4 d', and for all b,b’ € A such that b =p b and
fo-b =4 a it is the case that ¢-b =g ¢ - b/. Because s and ¢ represent the same morphism Q — V
we get:

soc)b =y s(cb) =y s(V) =y (sod)b,
toc)b =y t(ch) =y t(dV) =y (tod)b,

soc)b =y s(cb) =y t(dV) =y (to )V,
sod )b =y s(dt) =y t(cb) =y (toc)b.

It now follows that (a,c) =¢ (¢, ).
Lastly, we show the existence of morphisms defined by recursion. Let [v]: PfV — V be an
algebra for P;. A morphism of algebras [r]: W — V must satisfy the recursive equation

r{a,c) =y v{a,roc)

for all a,c € A such that (a,c) =w (a,c). We use the fixed point combinator Z to find such an r.
Define

h = Xsp.v{fstp,s o (sndp)), r=172h.
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Since Z € Ay and v € Ay, it is clear that r € Ay. Because (Zh)z ~ h(Zh)z for all z € A, we get
r{a,c) ~ hr{a,c) ~ v(fst{a,c),r o (snd{a,c))) ~v{a,roc) .

To establish that r represents an algebra morphism [r]: W — V we need to show that if (a,c) =W
(a',c) then r{a,c) =y r(a’,’). This is proved by a straightforward transfinite induction on the
stage of the construction of W, at which (a,¢) and (d’, ¢’) enter into the least fixed point W. =

Coinductive Types

Coinductive types are the dual of inductive types. Let P; be the polynomial functor associated with
f: B — A. A Pr-coalgebra is a morphism c: C' — P;C. A Pj-coalgebra morphism is a morphism
g: C — D such that the following diagram commutes:

C ¢ PfC
g Prg
P:D
D d ¥

Coalgebras for Py and morphisms between them form a category. A coinductive type with signa-
ture f is a final coalgebra for Py. If it exists, it is denoted by My and its structure map is denotes
by mg: My — PrMy.

The final coalgebra M/ is the terminal object in the category of Pf-coalgebras and so it has
the following universal property: for every coalgebra c: C' — PyC' there exists a unique morphism
r: C'— My such that the following diagram commutes:

C ¢ PfC
r Pyr

My

m; PiMy
We say that r is defined by corecursion on My. By Lambek’s Theorem for final coalgebras, the
structure map my: My — PyMy of a final coalgebra is an isomorphism, hence My satisfies the

corecursive equation
My = PrMy =3, aMy 0

Example 1.3.9 Consider the morphism f = 14: A — A. The corresponding polynomial func-
tor Py is

PYC = 5pea O = SyenC = AX O
The coinductive type My ,, if it exists, is denoted by Stream 4. It is the modest set of infinite streams
on A, and it satisfies the recursive equation

Streamy = A x Streamy4 .
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The structure map for Stream, is a pair of morphisms hd: Streamy — A and tl: Stream,y —
Streamy.

Theorem 1.3.10 In modest sets all coinductive types exists.

Proof. The proof goes much along the lines of the proof of Theorem 1.3.8, except that we take
the greatest fixed point of the operator Py, instead of the least one.

We adopt the same setup and notation as in the proof of Theorem 1.3.8. Let M be the greatest
fixed point of P¢. As a structure map we take the identity morphism 17 = [I]: M — PyM. Let us
prove that 1;,: M — M has the desired universal property.

In order to prove uniqueness of morphisms defined by corecursion, assume we have a coalgebra
[n]: N — P¢N and coalgebra morphisms [s], [t]: N — M. Let Ry be the relation on A defined by

(a’ u) ~Ro (alv u/>
if and only if
o, 7' €A (z =y o' Aa,u) =y sz A (d W) =y tx)
and let R be the least per that contains Ry, i.e., R is the transitive closure of the symmetric closure
of Ry. We show that R is a postfixed point of Py, that is R C PyR, from which it follows that
R C M because M is the greatest postfixed point of P;. Then [s| = [t] holds because R is defined
so that =y 2/ implies sx =g ta’.

In order to show that R C PrR, we only need to check that Ry C PrRy. Suppose that for some
x,x’ € A it is the case that x =y 2/, (a,u) =y sz and (a’,u’) =)ps tz. Taking into account that [s]
and [t] are Py-coalgebra morphisms, we see that

(a,u) =pr sz =pr (N1, s o (nax)) ,
(a' uy =p ta’ =pr (na’ t o (nea'))
where n; = fst on and ng = snd on. Since M is a fixed point of Py, it follows that

a=gnmz =4z =4d . (1.6)

Also, if b =p V/, and fob =4 a then naxb =N noz'b', ub =) s(noxd), and Wb =) t(nez’t’). By
definition of Ry, ub =g, u'b’ which together with (1.6) gives (a,u) =p;r, (a’,u) as required.
Lastly, we show the existence of morphisms defined by corecursion in much the same way as
we showed existence of morphisms defined by recursion. Let [n]: N — PyN be a Pj-coalgebra. A
morphism of coalgebras [r]: N — M must satisfy the corecursive equation, for all ¢ € N,

rc=p (nic,r o (ngc)) .
We use the fixed point combinator Z to find such an r. Let
h = Xsc. (nic, s o (nac)) , r==72h.
Since Z € Ay and n € Ay, it is clear that r € Ay. Because (Zh)z = h(Zh)z for all z € A, we get
re >~ hre ~ (nye,r o (ngc)) | .

Therefore, r represents a coalgebra morphism [r]: N — M. [
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1.3.7 The Computability Operator

We can formalize the idea that Ay represents the computable part of A by defining a functor
#: Mod(A, Ay) — Mod(A, Ay), called the computability operator, or the operator “sharp”. If S is a
modest set, let #S be the modest set whose underlying set is

#S={z eS| (Esz)NAy#0}

and the existence predicate is Exgx = (Egxz) N Ay. The modest set #5S is called the computable
part of S, since its elements are those elements of S that have computable realizers. The functor #
acts trivially on morphisms. If f: § — T is a map realized by a € Ay then let #f = f: #S5 — #T.
The map #f is realized by a because if b IFug x then b € Ay, hence ab | € Ay and ab IFr fx.

The computable part #5S is a subobject of S via the subset inclusion ig: |#S| C |S| which is
realized by the identity combinator I.

Because intersecting with Ay is an idempotent operation # is an idempotent functor. Therefore,
# is a comonad whose comultiplication is the identity natural transformation 1: # = # o #, and
the counit is the canonical subspace inclusion iq: 1 = #.

1.4 Applicative Morphisms

In Chapter 4 we are going to compare categories of modest sets on various PCAs. This is done
most easily by using John Longley’s theory of applicative morphisms between PCAs. We extend
his definition to applicative morphisms between PCAs with subPCAs. We also recall the basic
results about applicative morphisms and the induced functors between categories of modest sets.
See [Lon94, Chapter 2| for further material on this topic. Let us first state the original definition.

Definition 1.4.1 (John Longley) [Lon94, Definition 2.1.1] Let E and IF be PCAs. An applicative
morphism p: E L4, Fis a total’® relation p C E x F for which there exists » € F such that, for
all u,v € E, z,y € F, (a) if p(u,x) then r -z |, and (b) if p(u,z) and p(u,y) and u - v | then
r-z-y| and p(u-v,r-z-y).

We write p(u) = {z € F| p(u,x)}. We say that r realizes the morphism p. When p is an

PCA

applicative morphism we write p: E —— F.

One might expect that a morphism of PCAs ought to be a map f: E — F such that fKg = K,
fSr = Sr, and f(x -y) ~ (fx)- (fy). This is how an algebraist would define a morphism of
PCAs. However, we are interested in computational aspects of PCAs, not the algebraic ones. An
applicative morphism E A, Fis best viewed as an implementation of E within F. Then p(u, x) is
understood as “z is a p-implementation of v”. The realizer r € I in the above definition implements
the application of E in F. An applicative morphism is allowed to be a relation rather than a function
because there might be many implementations of u € E, and there might be no canonical way of
choosing one of them.

For the purposes of studying computability, we need a notion of applicative morphisms between
PCAs with subPCAs. We extend Longley’s notion of applicative morphisms as follows.

15 A relation p is total when Vz.3y. p(z,y).
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Deﬁnition 1 4.2 Let Ey C E and Fy C F be PCAs with subPCAs. An applicative morphism

p: (E, Eﬁ) (IF,IFy) is a total relation p C E x F such that: (a) for all u € Ey there exists x € Fy
such that p(u,z), and (b) there exists r € Fy such that, for all u,v € E, z,y € F, if p(u,x) then
r-x |, and ifp(u,a;), p(u,y) and u - v | then p(u-v,r‘x'yl).

If p: (E, Eﬁ) (IF,Fy) is an applicative morphism, then p is an applicative morphism from E
to F'F' in the sense of Definition 1.4.1, and also the restriction of p to Ey x 4 is an applicative
morphism from Es to Fy in the sense of Definition 1.4.1.

Applicative morphisms can be composed in the usual way as relations. If p: (E, Eﬂ) (IF, IFy)
and o: (F,Fy) — (G, Gy) then oo p: (E, Eﬁ) (G, Gy) is defined, for u € E, s € G, by

cop(u,s) <= FxeF.(p(u,x) No(z,s)) .

The identity applicative morphism 1 g,): (E,E4) — (E,Ey) is the identity relation on E.
If we take PCAs with subPCAs as objects and applicative morphisms as morphisms, we obtain a

category that can be preorder-enriched as follows [Lon94, Proposition 2.1.6]. There is a preorder <

on applicative morphisms (E,E;) —— LASEN (F,Fy). If p and o are such applicative morphisms, we

define p < o to hold if, and only if, there exists ¢ € Fy such that, for all w € E, € F, p(u,x)
implies o(u,t - x |). We think of ¢ as a translation of p-implementations into o-implementations.
We write p ~ 0 when p < 0 and 0 < p. We say that (E,E;) and (F,F;) are equivalent when there
exist applicative morphisms

5: (B, By) — (F,Fy), i (F,Fy) = (E,Ey),
such that yod ~ 1g and d oy ~ 1.
Definition 1.4.3 Let p: (E,E;) — (F,F;) be an applicative morphism:
(1) pis discrete when, for all u,v € E, z € F, if p(u,z) and p(v,z) then u = v.
(2) p is projective when there is a single-valued applicative morphism'® o’ such that p’ ~ p.

(3) pis decidable when there is d € Fy, called the decider for p, such that, for all z € F,

p(trueg,z) => d - © = truey , p(falseg, z) = d - © = falsep .

Proposition 1.4.4 A discrete applicative morphism p: (E, ]Eﬁ) (F,Fy) induces a functor
p: Mod(E,E4) — Mod(F,Fy) ,

defined as follows. For S € Mod(E,Ey), let

|pS| = 1S/, Esst = U p(u) .

u€Egt

A realized function f: S — T is mapped to pf = f: |pS| — |pT|.

1 /! . .
5In other words, p’ is a function.
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Proof. Because p is discrete pS is indeed a modest set. Let r be a realizer for p. The function
pf:pS — pI' is realized because if u IFs_7 f then there exists + € Fy such that p(u,z), and
r-x 5957 f [

All applicative morphism that we are going to consider are discrete.
Proposition 1.4.5 Let v: (E, Eﬁ) (F,Fy) be a discrete applicative morphism.

(1) The induced functor 7: Mod(E,Ey) — Mod(F,Fy) is faithful, and it preserves finite limits,
and coequalizers of kernel pairs.

(2) If 7y is projective then 7 preserves projective objects.
(3) If v is decidable then 4 preserves finite colimits and the natural numbers object.

Proof. (1) 7 preserves finite limits by [Lon94, Proposition 2.2.2], and coequalizers of kernel pairs
by [Lon94, Proposition 2.2.3]. It is faithful because it acts trivially on morphisms. (2) See [Lon94,
Theorem 2.4.12]. (3) See [Lon94, Theorem 2.4.19]. (]

Definition 1.4.6 [Lon94, Definition 2.5.1] An adjoint pair of applicative morphisms
(vH40): (E,Ey) — (F,Fy)
consists of a pair of applicative morphisms
5: (E,By) — (F,Fy), v (F,Fy) = (B, Ey),

such that 1p < d o~ and vod =X 1g. We say that ~ is left adjoint to d, or that J is right adjoint
to 7.

Definition 1.4.7 [Lon94, Definition 2.5.2] Suppose (y 4 0): (E,E;) —— (F,F) is an adjoint
pair. We say that (,0) is an applicative inclusion when o ~ 1g, and an applicative retraction
when § oy ~ 1.

PCA PCA

Theorem 1.4.8 [Lon94, Theorem 2.5.3] Suppose §: (E,Ey) —— (F,Fy) and ~v: (F,F;) ——
(E,E4) are applicative morphisms.

(1) If yo o < 1g then § is discrete and ~y is decidable.
(2) If v 46 then v is also projective.

Proof. The proof of [Lon94, Theorem 2.5.3] is stated for applicative morphisms, as defined by
Definition 1.4.1, but it works just as well with Definition 1.4.2. [
Corollary 1.4.9 If (v 1 6) is a retraction then both 6 and ~ are discrete and decidable, and 7 is
projective.

Proof. Immediate. This is [Lon94, Corollary 2.5.4]. L]
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Corollary 1.4.10 If (E,E;) and (F,Fy) are equivalent PCAs, then the there exist an equivalence
5: (E,By) = (F,Fy), y: (F,Fy) = (B,Ey),
such that v and § are single-valued.
Proof. Both é and  are projective by Theorem 1.4.8. ]
Theorem 1.4.11 If (E,E4) and (F,Fy) are equivalent via discrete applicative morphisms
5: (B, Ey) =2 (F,Fy) i (F,Fy) — (B,Ey),

then Mod(E, Ey) and Mod(IF,IFy) are equivalent via the induced functors

5
Mod(E, E) Mod(F, F;)

=)

Proof. By Corollary 1.4.10, there exist functions y: E — F and 6: F — E which are applicative
morphisms. It is straightforward to check that 7 and ¢ constitute an equivalence of Mod(E, E;) and
Mod(F,[Fy). See also [Lon94, Theorem 2.5.6]. (]

Theorem 1.4.12 Suppose we have discrete applicative morphisms

51 (B, Ey) — (F,Fy) , v (F,Fy) = (E,Ey) .

(1) If v -6 is an adjoint pair, then 5 - S is an adjunction. In addition, 5 preserves finite limits,
and & preserves regular epis.

(2) If v -6 is an inclusion then the counit 7 o = IMod(E.E,) iS5 a natural isomorphism.

(8) If v -6 is a retraction then the unit lmoy(rr,) = 5o 5 is a natural isomorphism.

Proof. This is the easy part of [Lon94, Proposition 2.5.9], except that we are using the extended
notion of applicative morphism. Also, we are restricting attention to categories of modest sets,
whereas [Lon94, Proposition 2.5.9] is stated for functors between realizability toposes. This is not
a problem because by Corollary 1.4.9 the applicative morphisms v and ¢ are discrete, therefore the
induced functors between toposes restrict to functors between modest sets. ]

Proposition 1.4.13 [Lon94, Proposition 2.5.11] For discrete applicative morphisms ~v: E AL
and §: F 225 E:
(1) If (v F 6) is an applicative inclusion then 5 is full and faithful and preserves exponentials.

(2) If (v F ) is an applicative retraction then 5 preserves finite colimits, and 5 reflects isomor-
phisms.

Proof. See [Lon94, Proposition 2.5.11]. n
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Let us now look at examples of applicative morphisms between PCAs.

1.4.1 Applicative Adjunction between N and P,

There is an applicative retraction (6 4 ): Py %, N. The inclusion §: N — P4 is defined by
on = {n} |
and the retraction v: Py L2, N is defined by
WUn) <= U=im(pn) ,

where ¢ is a standard enumeration of partial recursive functions. See [Lon94, Proposition 3.3.7]
for details.

1.4.2 Applicative Retraction from (P,[P;) to (B, By)

Lietz [Lie99] compared realizability models over P and over B and observed that there is an ap-

plicative retraction (¢ - §): PP P, BB. In this subsection we describe it explicitly and show

that it is in fact a retraction from (P,P;) to (B, By),
(tH4): (P,Py) — (B,By) .

Given a finite sequence of natural numbers a = [ag, ..., ai_1], let seqa be the encoding of a as a
natural number, as defined in Section 1.1.6. Define the embedding ¢: B — P by

La:{seqa‘aeN*/\aEa} )
Observe that if o € By then v € Py. Let B’ = im(¢) and define p: B’ x B’ — P by

a|pB) if al|p defined

0 otherwise .

plea,1B) = {

The map p is continuous and it can be extended to an r.e. enumeration operator p: P x P — P.
Thus, p realizes ¢, which is therefore an applicative morphism.
PCA

Let §: P —— B be the applicative morphism defined, for z € P, a € B, by
z,0) <= x = {nGN’EIkGN.ak:n—l—l} .

In words, « is a d-implementation of x when it enumerates x. We added 1 to n in the above
definition so that the empty set is enumerated as well. Clearly, if o € By then x € P;. In order
for 6 to be an applicative morphism, it must have a realizer p € By such that

§(z, ) No(y, B) = 6(x -y, p || B) .

Equivalently, we may require that 6(z - y,p | (o, 3)). Such a p can be obtained as follows. To
determine the value (p|{a, 8))((()m,n)), let A ={ag,...,m-1}and B ={fo,...,Bm—1}. If there
exists k € B such that k = 1+ (()n,j) and finsetj C A then the value is n + 1, otherwise it is 0.



56 Categories of Modest Sets

Clearly, this is an effective procedure, therefore it is continuous and realized by an element p € By.
If we compare the definition of p to the definition of application in [P, we see that they match.

Let us show that ¢ - § is an applicative retraction. Suppose a € B, x = ¢(«), and 6(x, 3). We
can effectively reconstruct a from [, because  enumerates the initial segments of «. This shows
that § ot < 1. Also, given a we can easily construct a sequence 3 which enumerates the initial
segments of «, therefore 1z < § o+, and we conclude that § ot ~ 1.

To see that ¢ o0 < 1p, consider z,y € P and a € B such that 6(x,«) and y = ¢(«). The
sequence « enumerates x, and y consists of the initial segments of «. Hence, we can effectively
reconstruct = from y, by

mex < dncy.(n=1+seqaAIi<l|al.m=a;) .

1.4.3 Applicative Inclusion from (P,[P;) to (U, Uy)

We construct an applicative inclusion
(1=4¢): (B.P) —— (U, Uy) ,

with the additional property that n is discrete. The applicative morphism ( is discrete by Theo-
rem 1.4.8(1). By the Effective Embedding Theorem 4.1.12 there exists a computable embedding
n: U — P. Specifically, n is defined by

nS:{n€N|Bn§S},

where (B,,)nen is an effective enumeration of the compact elements of U. For every n € N, let C),
be the clopen set

Cn:{a€N|a():--~:an:0/\a(n+1):1}.

Note that whenever n # m then C),, and C,, are disjoint. The family {C’n ‘ n € N} is a discrete
subspace of U. Because U is an effective universal domain and P is an effective domain, there exists
a computable embedding-projection pair ((,{”): U — P. In particular, we define (: P — U and
(T:U—-Phby

¢e=JCn, ¢S={neN|C,CS}.

nex

It is obvious that (= o ( = 1p. Let us verify that n is an applicative morphism. Because it is
computable, it is the case that nr € Py whenever x € U;. The application on U is a computable map,
therefore by the Effective Extension Theorem 4.1.13 there exists a computable map ¢: Px P — P
such that, for all S,T € U,

n(S-T)=¢nsS,nT) .

There exists f € Py such that ¢(nS,nT) = f-(nS) - (nT) for all S,T € U. Therefore, n is an
applicative morphism. We show next that ( is an applicative morphism. Since it is computable,
¢a € Uy whenever a € Uy. Let v: U x U — U be defined by

VS, T) =¢((¢79) - (¢°T)) .
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Because + is a composition of computable maps, it is computable. There exists g € Uy such that
(S, T)y=¢g-S-T for all S,T € U. For all z,y € P,

Clz-y) = (¢ (Cx)) - (€ (C2))) = (¢, Cy) = g - (Cx) - (Cy) -

Therefore, ¢ is an applicative morphism.

The relations no ¢ < 1p and ( on =X 1y hold because no( and  on are computable and realized
in P and U, respectively. Lastly, we need to verify that 1p < 1o (, which amounts to checking that
there exists a computable map p: P — P such that pono( = 1p. We define the graph of p to be

m € p({ni,...,ng}) <= Bp, CCpV---V B, CCp.

The relation on the right-hand side is r.e. in m,ny,...,ng, hence p is computable. The map p is
the left inverse of n o ( because, for any x € P,

m € p(n(Cz)) <= Inen((z).(Bn € Cn) <
dkex.dneN. (B, CCyANB, CCp) < mecx.

Here we used the property that 3n e N. (B,, C Cy A B,, C C};,) is equivalent to Cy N Cyy, # B, which
is equivalent to Cy = C,,, which is equivalent to & = m.

1.4.4 Equivalence of (P,P;) and (V,V;)

Recall that the PCAs U and V are both the universal domain, but with different applications.
We show that when we replace U with V, the applicative inclusion n 4 ¢ from Subsection 1.4.3
becomes an applicative equivalence. The embedding n: V — P extends to a computable embedding
n: VI — P, where the extended version is defined by the same expression as the original one. To
see that 1: V — P is an applicative morphism, observe that application on V is the restriction of a
computable map
Ox0: VI x VI - vT

hence by the Effective Extension Theorem 4.1.13, there exists a computable extension P x P — P.
Therefore, n is an applicative morphism. The embedding (: P — V is an applicative morphism,
too, which is proved exactly the same way as in Subsection 1.4.3.

It remains to show that no{ ~ 1p and (on ~ ly. The proof of no{ ~ 1p and 1y < (o7 is the
same as the corresponding proof in Subsection 1.4.3. To prove ( on =< ly, we need to find s € V}
such that, for all S € V, s-((nS) = S. This is equivalent to finding a computable map o: V — VT
such that c o (on = 1y. Let

oS=|J{Bn|neNAC,C S},
where (), was defined in Subsection 1.4.3 as
Chn={aeN|a0=---=an=0Aa(n+1)=1} .
The map o is computable because the relation B, C o(B,,) is equivalent to
Jki,...,kieN.((Cr, U---UCk, € By) A (Bm € Bg, U---UBy,)) ,

which is r.e. in (m,n) € N x N. Note also that ¢ (|, Cn) = T, which is why this proof would

have failed if we replaced V with U. Finally, ¢ is a left inverse of ( o 5 because, for all S € V,
o(¢nS) = o (J{Cn | neNAB, CS}) = J{Ba | BaC S} =5,
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1.4.5 Equivalence of Reflexive Continuous Lattices

In Subsection 1.1.2 we saw that a reflexive CPO is a model of the untyped A-calculus, hence a
combinatory algebra. So far we have considered two reflexive CPOs, the graph model P and the
universal domain U. In this subsection we show that every countably based reflexive continuous
lattice is equivalent to P. Thus, as far as categories of modest sets on countably based reflexive
continuous lattices are concerned, we do not lose any generality by considering only the graph
model P.

We only consider countably based continuous lattices. A continuous lattice L is reflexive if it
contains at least two elements and its continuous function space L* is a retract of L.

Proposition 1.4.14 The graph model is a continuous retract of every reflexive continuous lattice.
Proof. Let L be a reflexive continuous lattice. Then we have a section-retraction pair
P —/——=L.
A

The lattice L is a model of the untyped A-calculus. The product L x L is a retract of L. The
section p™: L x L — L and the retraction p—: L — L x L can be most conveniently expressed as
the untyped A-terms as

pT{z,y) = \z. (z29) | p z=(fstz,sndz) ,

where fst 2 = z(Azy.z) and snd z = z(Azy.y). Let p=pTop™.
Let R(L) be the continuous lattice of retractions on L. There is a continuous pairing operation
on R(L), defined by
Ax B=XeL.pt(A(fst (pz)), B(snd (pz))) .

The Sierpinski space ¥ is a retract of L, with the corresponding retraction S: L — L

1 ifx=1
St =
T ifrx# L

Let P be the least retraction on L satisfying the recursive equation
P=SxP.
The retraction P is the directed supremum of the chain of retractions Py < P; < ---, defined by
Py=1, P =5SxP;.

We abuse notation slightly and denote a retraction and its lattice of fixed points with the same
letter. Clearly P, = ¥* for every k € N. Thus, P is isomorphic to the limit /colimit of the chain

L Y ZQ z3

where the pairs of arrows between the stages are the canonical section-retraction pairs between ¥*
and Y**!. The limit /colimit is the lattice YN which is isomorphic to P. u
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Corollary 1.4.15 FEwvery two countably based reflexive continuous lattices are retracts of each other,
hence they are equivalent as combinatory algebras.

Proof. If L and M are reflexive continuous lattices, then they are retracts of each other because
each is a retract of P, and P is a retract of each of them by Proposition 1.4.14. There are section-

retraction pairs

At pt
L————M , M<———L
AT W

The applicative equivalence L ~ M is witnessed by the sections AT and p*. We omit the details.
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Chapter 2

A Logic for Modest Sets

In Chapter 1 we presented categories of modest sets, which provide a framework for the study
of computable analysis and topology. We could now proceed with the construction of various
mathematical structures, such as metric spaces and continuous functions, in categories of modest
sets and study their computational content. This is the common path taken by various schools of
computability.! However, there is an alternative, and quite often overlooked, approach to developing
computable analysis and topology—we can use the internal logic of the categories of modest sets.
The main advantage of using the internal logic is that we can avoid talking all the time in terms of
realizability relations, partial equivalence relations, or representations of sets. As a result, we obtain
an exposition of computable mathematics that parallels much more closely the usual presentations
of classical mathematics.

The purpose of this chapter is to present the internal logic of modest sets. Since we intend to
actually use the logic later on to develop analysis and topology, rather than to study the internal
logic itself, we do not give formal inference rules and rules for derivations of types.? We now proceed
with a rigorous axiomatic exposition of the internal logic of modest sets, skipping over some details
about formation of dependent types, because those are best presented by formal inference rules,
as in [Bir99, Appendix A]. In Chapter 3 we give an interpretation of the logic presented here in
categories of modest sets.

"Weihrauch and coworkers [Weil00, Wei95, Wei85, Wei87, BW99, KW85] built a theory of computable analysis in
the setting of Mod(B, B;) by working directly with modest sets as representations. Spreen [Spr98] formulated a version
of effective topology in the setting of numbered sets, which correspond to the category Mod(N). See Subsection 5.4.1
for details. Blanck [Bla97a, Bla97b, Bla99] studied computability on topological spaces via domain representations,
which correspond to Mod(U, Uy) and Mod(P, Py), see Subsection 4.1.5. Edalat and coworkers [Eda97, PEE97, ES99b,
ES99a, EHI98, EK99] worked with effectively presented continuous domains, which fit into Mod(P, Py), as explained
in Subsection 4.1.3.

2This is not to say that formal logic is not important. In fact, without a thorough formal study of the internal
logic of modest sets it would hardly be possible to come up with an informal one. This chapter is an informal version
of the logic studied by Birkedal [Bir99, Appendix A].
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2.1 The Logic of Simple Types

2.1.1 First-order Predicate Logic

The objects of discourse are points and spaces, also called types. Generally, spaces are denoted by
capital letters A, B, C, ..., and points are denoted by lower case letters x, y, z, ...

A space contains points, and a point belongs to a space,® which we write as © € A or z: A.
Every point is contained in exactly one space, which we call the type of the point. We say that
a space A is inhabited when there exists a point x € A. We abuse notation and use the same
symbol for different points, e.g., 0 € N, 0 € R, and 0 € C. If a variable x ranges over points, we
must explicitly mention its type, unless it is clear from the context. The type of a variable can be
mentioned inside an expression like this,

(z:N)2—2—-1=0,

or somewhat less confusingly like this,

2?4yt =22 (z,y,2:N)
A space may depend on points. For example, we might consider the n-dimensional FEuclidean
space R™, where n is a point of the space of natural numbers N.

The internal logic of modest sets is first-order intuitionistic logic with equality, satisfying some
additional axioms. We do not repeat the exact definition and rules of inference here. They are read-
ily available, see for example [TvD88a]. The logical connectives are conjunction A, disjunction V,
and implication —. Bi-implication «— is defined by

pe—1 = (¢ —Y)A{W —9).
Truth true and falsehood false are truth values.? Negation — is defined by

The logical quantifiers are the universal quantification V and the existential quantification .

Every space A has an equality relation =4. We usually omit the subscript and write just =.
It only makes sense to write x =4 y when = and y belong to A. If x € A and y € B, and A and
B are not the same space, the formula x = y is not false—it is meaningless. Inequality x # y is
an abbreviation for =(z = y).> Equality satisfies all the usual axioms. It is reflexive, symmetric,
and transitive, and the law of substitution of equals for equals is valid. In addition, in the logic of
modest sets equality is a stable relation, which is expressed by the Axiom of Stability.

Axiom 2.1.1 (Axiom of Stability) If not x # y then x = y.

3We purposely avoid saying that a point is an element of a space, or that a space consists of points, in order to
make it clear that we are not thinking of ordinary sets.

4We are not saying that truth and falsehood are the only truth values!

°In intuitionistic mathematics there is also a “positive” version of inequality, called the apartness relation <,
cf. Definition 5.5.4, which we denote by <. Bishop [BB85] denotes the apartness relation by #. In the presence of
Markov’s Principle, cf. Axiom 2.3.2, the apartness relation and inequality often coincide.
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We emphasize that the Axiom of Stability is a special feature of the logic of modest sets, and
is not accepted in general intuitionistic logic.

The expression 3!z € A. ¢(z) is read as “there exists a unique = € A such that ¢(x)”, and is an
abbreviation for

(FzeA.¢(x)) NVr,ye A (d(x) ANd(y) — z=1y) .

If we prove 3!z € A.¢(x) then we can denote the unique x € A for which ¢(z) holds with the
description operator:
thexe A.¢(z) .

The expression thex € A. ¢(z) is undefined if 3!z € A. ¢(x) has not been proved.

Whenever a predicate or a relation is given, we must specify the types of all the variables that
occur freely in it. For example, we may write z: A,y : B } ¢(x,y) or ¢p(x: A,y: B) to indicate that z
and y may occur freely in ¢, and belong to spaces A and B, respectively. Unless we specifically
state that the indicated variables are the only ones occurring freely, we allow for the possibility
that there are additional parameters which are not mentioned explicitly.

We explain briefly how intuitionistic logic differs from classical logic. In order to prove a
disjunction ¢ V ¢ we must explicitly state which one of the disjuncts we are going to prove, and
then prove it. The Law of Excluded Middle is not generally valid in intuitionistic logic, although it
may happen that ¢V —¢ holds for a particular predicate ¢. In this case we say that ¢ is a decidable
predicate.

It is not generally the case that ——¢ implies ¢. When this is the case, we say that ¢ is a stable
predicate. The converse ¢ — ——¢ is always valid.

Some common valid rules of first-order intuitionistic logic are summarized by the following
list [TvD88a, Introduction]:

¢ — 9,

¢ — g,

“(PVY) — P A,

(PAY) — (¢ — ) «— (¥ — 9) ,
(¢ — ) = (0 — ) — (¢ — o) —— (9 V Y)
(P AY) — mmp A,

(¢ — 1Y) —— (o V),

(¢ — ) — (¥ — —9),
—JrxeA.p(x) — Ve eA.~¢(x),
——VaxeA.p(x) —VaeeA. -—¢(x),
——Jzx€A.p(x) «— VxeA.-¢(x) .

We now postulate ways of making new spaces out of the old ones. Whenever we define a new
space, we must specify when two points in the space are considered equal.

2.1.2 Maps and Function Spaces
A graph is a relation y(z: A, y: B) that satisfies Ve € A. 3y € B.~(z,y).
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Axiom 2.1.2 (Function Spaces) For any two spaces A and B there exists the function space B4
of maps from A to B. If f € B4 and x € A, then fx, the application of f to x, is a point of B.
For every graph y(x: A,y : B) there exists a unique map f € B4 such that Vx € A.~y(x, fx).

A function space is also called the exponential space of A and B. Another way to write B4
is A — B. If f € B4 is a map, the space A is the domain of f and B is the codomain of f.
Application fx of a map f to an argument x is also called evaluation of f at z. Application
associates to the left, i.e., fxy is interpreted as (fz)y. The arrow notation A — B associates to
the right, i.e., A - B — C is interpreted as A — (B — C).

The Axiom of Function Spaces states that a graph determines a unique map. This principle is
known as Unique Choice:

Theorem 2.1.1 (Unique Choice) Every graph determines a unique map.

More precisely, the principle of Unique Choice states that
(VeeA.NyeB . y(z,y) — NfecAP Vec A y(z, fz).
The following theorem characterizes equality of maps.

Theorem 2.1.2 (Extensionality) Maps f,g: A — B are equal if, and only if, fx = gz for all
x e A

Proof. Suppose fx = gz for all x € A. Since equality is transitive, it follows that, for all z € A
and y € B,
fr=ye—gr=y.

But this means that f and g are determined by equivalent graphs, hence they are both choice maps
for both graphs fx = y and gx = y. Therefore they are the same map. The converse follows
immediately from the law of substitution of equals for equals. m

Most frequently, when we define a map by Unique Choice, the graph p(x,y) has the form of an
equality y = t(x) where ¢(z) is an expression that may depend on z, but does not depend on y. In
such cases we denote the map by

Az A t(x)

instead of the f € BA.Vx € A.(fx = t(z)). For every y € A we have
(Ax:A.t(x))y =t(y) .

This construction of maps is called A-abstraction, and the equation above is called the §-rule of
M-calculus. It follows immediately from extensionality that, for any map f: A — B,

e A fe=f.

This is known as the n-rule of A-calculus. We demonstrate how A-abstraction can be used to define
some important maps.

The map given by the graph x =z is 14 = Ax: A . x, called the identity on A, with the property
that 142 = x for all x € A.
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Suppose f: A — B and g: B — C. Then for every x € A, g(fx) is a point of C. By A
abstraction we obtain a map go f = Az:A.g(fz), called the composition of f and g, with the
property that (go f)x = g(fx) for all x € A. This property uniquely determines go f, which follows
from extensionality.

For y € B we obtain by A-abstraction the map K, = Az : A.y, called the constant map y.

An inverse of amap f: A— Bisamap f~!: B— Asuchthat fof ! =1gand f~lof =14.
Not every map has an inverse, and one that does is called an isomorphism. Two spaces are
isomorphic if there exists an isomorphism between them. Normally, we study properties of spaces
that are preserved by isomorphisms. We habitually switch between isomorphic versions of a space

and use the one that is most convenient. If A and B are isomorphic we write A = B, or often just
A=B.

2.1.3 Products

Axiom 2.1.3 (Products) For every pair of spaces A and B there exists the product space A x B.
For any x € A and y € B the ordered pair (z,y) is a point of A X B, and every point p € A x B
is equal to an ordered pair p = (x,y) for unique x € A and y € B.

By Unique Choice, there exist two canonical projection maps fst: Ax B — Aandsnd: AxB —
B which satisfy, for all p € A x B,

p = (fstp,snd p) .
It also follows that, for all x € A and y € B,

fst (z,y) =« snd (z,y) =y .
The Axiom of Products characterizes equality on A x B.
Theorem 2.1.3 Ordered pairs p,q € A X B are equal if, and only if, fst p = fstq and sndp = snd q.
Proof. If fstp = fst g and snd p = snd ¢ then
p = (fstp,sndp) = (fstg,sndq) = ¢ .

The converse is even more obvious. ]

For any two maps f: C' — A and g: C — B, we define the map (f,g): C — A x B by
(f,9) =Az: A (fx,gz) .
For any two maps f: A — C, g: B— D we define the map f xg: Ax B— C x D by
fxg=2Ap:AxB.(f(fstp),g(sndp)).

Often we encounter A-abstraction over a product type Ax B. In such cases we write A\(z,y) : AX B ..
For example, the definition of f x g can be written more simply as f X g = ANz, y): Ax B.(fz, gx).

Proposition 2.1.4 The spaces A x B and B x A are isomorphic. The spaces (A x B) x C and
A x (B x C) are isomorphic.
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Proof. We provide the isomorphism and leave the verification that they are inverses of each
other as an exercise. For the first claim, take the maps

Mz,y): Ax B.(y,x) , My,z): B x A.(z,y),
and for the second claim take

A(x,y),2): (A x B) x C.(z,{y, 2)), Mz, (y,2)) : Ax (B xC).{{(z,y),z) .

The following two propositions relate product spaces and function spaces.

Proposition 2.1.5 The spaces CA*B and (C)B are isomorphic.

Proof. Suppose f € CA*B. Then for all x € A and y € B, f(z,y) is a point of C. Now if we
M-abstract three times in a row, over z, y, and f, we obtain a map, called the Currying operation,

curry = \f:CB Ny:B. dx:A. fla,y) : OB = (B .
We claim that curry is an isomorphism. To see this, consider the map
uncurry = Af: (CA)B N, y): AX B. fay .
Now an easy calculation shows that, for all f € C4*B 2 € A, and y € B,
(uncurry(curry f)) (w,y) = (curryf)ay = flz,y)

hence uncurry o curry = 1oaxs. A similar calculation shows that curry o uncurry = Lcays. We

usually denote the map curry f by f The map fis called the transpose of f. =

Proposition 2.1.6 The spaces (A x B)¢ and A® x B® are isomorphic.
Proof. The proof goes along the same lines as the previous one. The isomorphism are
A :(Ax B)Y . (\x:C .fst(fz), \x:C.snd(fz))

and
g1, g2) : AY x BC Xz :C . (g1, go) .

We leave the easy verification that these two maps are inverses of each other as an exercise. =

2.1.4 Disjoint Sums

Axiom 2.1.4 (Disjoint Sums) For every pair of spaces A and B there exists the disjoint sum
A+ B. Forallx € A andy € B, inlz and inry are points of A+ B. Every point z € A+ B is
equal to z = inlx for a unique x € A, or to z = inry for a unique y € B. For allz € A and y € B,
inlz # inry.

By Unique Choice we obtain maps inl: A — A+ B and inr: B — A+ B, called the canonical
inclusions.

Theorem 2.1.7 Points z,w € A+ B are equal if, and only if, z = w = inlx for some x € A, or
z=w =inry for somey € B.
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Proof. If z = w then by the Axiom of Disjoint Sums, z = inlz for some z € A, and hence
z=w =inlz, or z =inry for some y € A, and hence z = w = inry. The converse is equally trivial.
[

Suppose f: A — C and g: B — C are two maps. Consider any z € A+ B. Then z = inlx for
a unique x € A, or z = inry for a unique y € B. In the first case, there exists a unique w € C such
that w = fx, namely w = fz. In the second case, there exists a unique w € C such that w = gy.
So, by Unique Choice, there exists a map [f,g]: A+ B — C such that, for all x € A and y € B,

[f,gl(inlz) = fu,
[f, gl(inry) = gy.

In other words, we can define maps from A + B by cases, like this:

_Jfr ifz=inlx
[f’g]z_{gy if z=lnry.

We usually abuse notation slightly and write

frgls = fz ifze A
9 gz ifzeB

and sometimes we use the shorter notation
[f.9] = [inl (z: 4) — fa,inr (y: B) — gy] .
For any two maps f: A — C and g: B — D we denote by f +¢g: A+ B — C + D the map
f+g=|inl(z:A) —inlg (fz),inr(y:B) —inrp (gy)] .

Proposition 2.1.8 The spaces A+ B and B + A are isomorphic. The spaces (A + B) + C and
A+ (B + C) are isomorphic.

Proof. The first claim holds because the maps
[inl (x:A) — inrzx,inr(y: B) —inly| , [inl (y:B) — inry,inr(x:A) —inlx] .

are isomorphisms between A + B and B + A. The second claim is left as an exercise. [

2.1.5 The Empty and the Unit Spaces

In the previous two subsections we postulated the existence of binary products and disjoint sums.
Now we postulate that the existence of the empty and the unit spaces, which are the “neutral
elements” for disjoint sums and products, respectively.

Axiom 2.1.5 (Empty Space) There exists the empty space 0 that contains no points.

More precisely, the axiom states that =3x € 0. true, or equivalently that Vx €0. false.

Proposition 2.1.9 For every space A there exists exactly one map 04: 0 — A.
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Proof. The statement Vz €0.3ly € A.true holds trivially, therefore there exists at least one
map 04: 0 — A. If f:0 — A and ¢g: 0 — A then for all z € 0, fx = gx, hence f = g by
extensionality. [

Axiom 2.1.6 (Unit Space) There ezists the unit space 1, that contains the unit x € 1, and every
point of 1 is equal to *.

The unit space is also called the terminal space and the singleton space.

Proposition 2.1.10 For every space A there exists exactly one map '4: A — 1.

Proof. There exists at least one map, namely \z: A.x. If f: A— 1 and g: A — 1 then by the
Axiom of Singleton fx = x = gz for all © € A, therefore f = g by extensionality. n

Proposition 2.1.11 For any space A, A+ 0 is isomorphic to A, and A is isomorphic to 1.

Proof. The isomorphism between A and A + 0 is inl: A — A 4+ 0. That A is isomorphic to 1
follows from Proposition 2.1.9. m

Proposition 2.1.12 The spaces A x 1 and A' are isomorphic to A.

Proof. The isomorphism between A x 1 and A is witnessed by fst: Ax1 — Aand Az: A. (A, *).
The isomorphism between A! and A is witnessed by Af: AL, fx and Axz: A . \y:1.z. [

Since 0° 22 1, we could derive the Axiom of Singleton from the Axiom of Empty Space and the

properties of function spaces.

Example 2.1.13 (Finite Discrete Spaces) In Example 2.2.3 we will construct the space of nat-
ural numbers N. For every n € N we obtain the finite discrete space consisting of n points
M={keN|k<n}=14-+1.
——
n
The points of this space are denoted by 0, 1, ..., n—1, and the space is written as {0,1,...,n — 1}.
The space {0,1,...,n — 1} is discrete in the sense that
Vee {0,1,...,n} .(x=0Vae=1V---z=n) .

Thus we can define a map f: [n] — A by cases since it can be written uniquely as f = [fo, ..., fn—1]
where fr: 1 — A.
As a special case, we define 2 =1+ 1.

2.1.6 Subspaces

Axiom 2.1.7 (Subspaces) Let A be a space and ¢(x:A) a predicate on A. There exists the
subspace {z € A| ¢(z)}. Ify € {w € A| ¢(x)} thenizy € A and ¢(iyy) hold. For every x € A, if
¢(x) holds then there is a unique y € {x € A | ¢(z)} such that z = iyy.

Theorem 2.1.14 Points y,z € {x €A ‘ gb(:];)} are equal if, and only if, the points iy and igz are
equal.
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Proof. Suppose iy = ipz. Then ¢(izy) and igy € A, hence by the Axiom of Subspaces there
exists a unique point w € {a: €A ! <z5(x)} such that izy = ipw. But both y and 2z can be taken as w,
hence it must be the case that y = z. [

By Unique Choice, iy is a map ig: {a: eA } ¢(m)} — A. It is called the subspace inclusion.
Suppose x € A and ¢(z). Then we denote the unique y € {:L’ eA | czﬁ(az)} for which = = i4y by og.
This notation can be misleading, and it is important to keep in mind that oy is not a map but an
abbreviation for

theye {z€ A ‘ P(2)} . (x=igy).

Definition 2.1.15 An injective map, or an injection, is a map f: A — B that satisfies, for all
T,y € A,

fe=fy—ua=y.

By Axiom of Stability, this condition is equivalent to x # y — fx # fy.
A subspace inclusion is always an injection, as follows immediately from the Axiom of Subspaces.

Theorem 2.1.16 Every injection is isomorphic to a subspace inclusion.

Proof. Suppose f: A — B is an injection. Let ¢(y: B) be the predicate 3x € A. (fz = y), and
let B = {y eB ‘ ¢(y)}. For every « € A there exists a unique z € B’ such that fx = iyz, namely
z = 04(fx). Uniqueness of z holds because fr = iz’ implies iy2’ = izz, therefore z = 2/. By
Unique Choice there is a map h: A — B’ such that fz =i,(ha) for all x € A, and so f =i, 0h by
extensionality. It only remains to be seen that h is an isomorphism.

For every z € B’ there exists a unique x € A such that fz = iyz. Existence of = follows from
the definition of B’. Suppose 2’ € A also satisfies fo’ = izz. Then fr = fa’ and because f is
an injection z = /. By Unique Choice, there exists a map k: B’ — A such that f(kz) = igz for
all 2’ € B.

The maps h and k are inverses of each other. Indeed, for every x € A we have f(k(hz)) =
ig(hx) = fx, hence k(hx) = x by injectivity of f, and so ko h = 14. The other way, for every
z € B',igz = f(kz) =ig(h(kz)), therefore h o k = 15/ by injectivity of iy. (]

When e: A — B is an inclusion we say that A is a subspace of B via e, and write A C, B. Often
it is implicitly clear which embedding we have in mind. We loosely speak of A being a subspace of
B without reference to an embedding, and write A C B. It is important to remember that a space
can be a subspace of another one in many different ways. If A C, B, then A is isomorphic to the
subspace {y eB ‘ dzeA.ex = y}. We call the predicate dx € A.ex = y the defining predicate
for A. It is easy to see that defining predicates are equivalent if, and only if, they define canonically
isomorphic subspaces.

Theorem 2.1.17 Let f: A — B be a map and ¢(y: B) a predicate on B. If ¢(fx) holds for all
x € A, then there exists a unique map f: A — {y eB ‘ d)(y)} such that f =iy of.

SWhenever we talk of two maps f: A — C and g: B — D being isomorphic, we mean to say that there exist
isomorphisms h: A — B and k: C — D such that ko f = goh.
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Proof. By Unique Choice, it suffices to show that for every z € A there exists exactly one
ze{yeB ‘ #(y)} such that fz =isz. We assumed that such a z exists, namely z = o4(fz). To
see uniqueness of z, observe that fr = iyw implies igz = fz = iyw, hence z = w. [

It quickly becomes very tedious to use iy and o4 explicitly at all times. We abuse notation and
omit explicit conversions from and to a subspace. Strictly speaking, however, iy and o4 cannot
be dispensed with. It is very important to keep a clear distinction between saying that ogy €
{x €A ‘ ¢(x)} and that y € A such that ¢(y). The points ogy and y are not equal. It does not
even make sense to compare them because they belong to different spaces. It is useful to think of
0y as y together with evidence that ¢(y) holds. Similarly, ify € {z € A ‘ ¢(x)} then iyy is a point
in A, but without the evidence that ¢(y) holds. As long as we are aware of this we can omit iy and
04, and we usually do so.

If A C. B and z € B we abuse notation slightly and write z € A, or z €. A, instead of
JyeA.ey =zx.

Recall that a predicate ¢ is stable if =—¢p — ¢.

Definition 2.1.18 A subspace {:U €A | qb(ac)} is a regqular subspace of A when ¢ is a stable pred-
icate.

Definition 2.1.19 A map f: A — B is an embedding when it is isomorphic to an inclusion of a
regular subspace.

Proposition 2.1.20 A map f: A — B is an embedding if, and only if, it is an injection and the
defining predicate Ax € A. fx =y is stable, i.e., for ally € B,

(——Iz€A. fr=y) — JzcA. fr=y.

Proof. The ‘if’ part follows from Theorem 2.1.16. The ‘only if” part follows from the observation
that if two inclusions are isomorphic and one of them is an embedding, then so is the other. =

See Corollary 2.1.29 for another characterization of embeddings.

2.1.7 Quotient Spaces

Recall that an equivalence relation on a space A is a binary relation p on A that is reflexive,
symmetric, and transitive, i.e., for all z,y,z € A,

8
~—

p(z,
p(z,y) — ply,x) ,
p(z,y) A p(y,z) — p(z,2) .

I

A common way of defining an equivalence relation on a space A from a map f: A — B is by
p(x,y) <« fx = fy. Observe that such an equivalence relation is always stable.

We say that a binary relation p on A contains a relation o on A, written o C p, when o(z,y)
implies p(z,y).
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Axiom 2.1.8 (Quotient Spaces) If p is a binary relation on a space A, there exists the quotient
space A/p and the canonical quotient map q,: A — A/p such that p(z,y) implies q,x = q,y. For
every & € A/p there exists x € A such that £ = q,x. Every stable equivalence relation on A that
contains p also contains the relation q,x = q,y, where x,y € A.

We usually write [z], or just [z] instead of q,z. In effect, the Axiom of Quotient Spaces
states that any binary relation p on A generates a smallest ——-stable equivalence relation o that
contains p, and that we can quotient A by o. It also tells us that ¢ can be recovered from the
canonical quotient map q,: A — A/p by defining

o(z,y) «—— dpT =0py . (z,y: A)

Definition 2.1.21 A map f: A — B is a surjective map, or a surjection, when for every y € B
there not-not exists x € A such that fz =y.

Definition 2.1.22 A map f: A — B is a quotient map when for every y € B there exists © € A
such that fx =y.

The Axiom of Quotient Spaces states that every canonical quotient map is indeed a quotient
map.

Theorem 2.1.23 Let p be a binary relation on A and f: A — B a map such that, for all z,y € A,
p(x,y) implies fx = fy. Then there exists a unique map f: A/p — B such that f = foq,.

Proof. By Unique Choice, it suffices to show that for every £ € A/p there exists a unique y € B
for which there exists € A such that fr =y and [z] = £.

For every £ € A/p there exists © € A such that & = [z]. Hence, there exists y € B such that
fxr =y and £ = [z], namely y = fz. We claim that this is the unique such y. Indeed, suppose
that 4/ € B and there exists 2’ € A such that ¢ = f2’ and & = [2/]. Then [z] = [2/] hence
y = fx = fx’ =y by the Axiom of Quotient Spaces. n

The points of A/p are called the equivalence classes and are denoted with Greek letters &, ¢, ... If
¢ € A/p and [z] = £ then we say that x is a representative of the equivalence class . Equivalence
classes € and ( are equal if, and only if, for all x € A,

[z] =& — 2] = ¢.

The quotient spaces described here are the stable quotients, because the equivalence relation
[x], = [ylp, z,y € A, is the smallest stable equivalence relation generated by p. If we wanted
more general equivalence relations we would have to proceed to the larger categories of realizability
toposes. It turns out that most equivalence relations needed for analysis are stable anyway, so we
do not need the topos-theoretic machinery.

Proposition 2.1.24 A map f: A — B is a quotient map if, and only if, there is an isomorphism
h: A/p — B such that f = hoq,, where q,: A — A/p is the canonical quotient map for the
relation p defined by

p(x,y)<—>f33=fy (x7y:A)
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Proof. Suppose there exists an isomorphism h: A/p — B such that f = hoq,. For every y € B
there exists x € A such that q,z = h~1ly because d, is a quotient map. Apply h on both sides to
get fr = h(q,z) = h(h™ly) = y. We showed that for every y € B there exists z € A such that
fx =y, therefore f is a quotient map.

Conversely, suppose f is a quotient map. By Theorem 2.1.23 there exists a unique map
h: A/p — B such that f = hoq, We show that h is an injective quotient map. By Propo-
sition 2.1.27, which we are going to prove without relying on this proposition, it follows that h is an
isomorphism. If hiz], = h[y], then fxz = fy, therefore p(z,y) and [z], = [y],. Hence h is injective.
Because f is a quotient map for any y € B there exists € A such that fo =y, but then hfz], = v,
therefore h is a quotient map. u

2.1.8 Factorization of Maps

Definition 2.1.25 A bijective map, or a bijection, is a map that is injective and surjective.

Note that a bijection need not be an isomorphism.

Proposition 2.1.26 For any map f: A — B:
(1) f is an isomorphism if, and only if, Vye B. Iz € A. fx =y,
(2) f is a bijection if, and only if, Vye B.-—3Ixc A. fr =y.

Proof. First we prove (1). If f is an isomorphism, then for every y € B there exists x € A such
that fx = y because f is surjective, and the choice of x is unique because f is injective.

Conversely, suppose that for every y € B there exists a unique z € A such that fzr = y. By
Unique Choice there exists a map g: B — A such that f(gy) = y for all y € B. To see that
g(fz) = z for all z € A, note that f is injective, hence from f(g(fx)) = fx we may conclude
g(fz) ==

Now we prove (2). Suppose f is a bijection. Because it is surjective, for every y € B there
not-not exists € A such that fo = y. Suppose that for some 2’ € A, fo’ =y. Then fx =y = fa'
and since f is injective, x = x’. Hence the choice of x is unique.

Conversely, suppose that for every y € B there not-not exists a unique x € A such that fo = y.
Clearly, f is surjective. To see that it is injective, suppose fx = fa'. Then ——(z = 2’), and by the
Axiom of Stability, z = z'. n

Proposition 2.1.27 For a map f: A — B the following are equivalent:
(1) f is an isomorphism,

(2) f is a surjective embedding,

(3) f is an injective quotient map.
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Proof. Tt is obvious that (1) implies (2) and (3).

Suppose f is a surjective embedding. For every y € B there not-not exists x € A such that
fx =1y. But since f is also an embedding, it follows by Proposition 2.1.20 that there exists z € A
such that fx = y. This x is unique, for if fz’ = y for some 2’ € A then fzr = fx’ and since f
is injective z = 2/. By Unique Choice there exists a map g: B — A such that f(gy) = y for all
y € B. Tt is also the case that g(fz) = x for all z € A because f(g(fz)) = fx for all x € A and f
is injective. This proves that (2) implies (1).

Suppose f is an injective quotient map. For every y € B there exists z € A such that fz =y.
The choice of z is unique, since fx’ = y implies fo’ = fz, and so ' = x because f is injective.
By Unique Choice there exists a map g: B — A such that f(gy) = y for all y € B. Because f is
injective, it follows like before that x = g(fx) for all x € A. Thus (3) implies (1). ]

Theorem 2.1.28 Every map f: A — B can be factored uniquely up to isomorphism as

A / B

A B’

b

such that q is a quotient map, b is a bijection, and i is an embedding. The space B’ is called the
image of f and is denoted by im(f).

Proof. Let ~ be the equivalence relation on A defined by
x~a — fr=fa

Let A" = A/~ and let B' = {y € B ’ ~—Jz € A. fr =y}. Define ¢: A — A’ to be the canonical
quotient map, and i: B’ — B to be the canonical subspace inclusion.

By Theorem 2.1.23, there exists a unique map f: A’ — B such that f = f o¢. Observe that f
is injective. Because 3£ € A’. f€ = y implies =——3& € A", f€ = y, it follows by Theorem 2.1.17 that
there exists a unique b: A’ — B’ such that f =iob. We check that b is a bijection. If b[y] = b[z]
then there not-not exists x € A such that f[y] = i(b[y]) = fr = i(b[2]) = f[z]. Thus, ==([y] = [z])
and by the Axiom of Stability, [y] = [z]. This proves that b is injective. To see that b is surjective,
suppose y € B’. Then there not-not exists € A such that fz = iy, hence b[z] = y.

We now prove that the factorization f = i o b o ¢ is unique up to isomorphism. Suppose that
q: A — A" is a quotient map, v': A” — B” is a bijection, i: B” — B is an embedding, and
f=10oboq. It is sufficient to find isomorphisms h: A” — A’ and k: B” — B’ such that ¢ = ho¢
and ¢ = 70 k. Since ¢ is surjective and 7’ is injective it then follows easily that bo h = ko l/, as
required.

For any z,y € A, fr = fy implies ¢’z = ¢’y because (i’ o ¥') is injective. By Theorem 2.1.23,
there exists a map h: A’ — A” such that ¢’ = hoq. We show that h is an isomorphism by proving
that for every z € A” there exists a unique £ € A’ such that hé = 2. Because ¢’ is a quotient map,
for any 2z € A” there exist x € A such that ¢’z = 2, so we can take £ = [z]. If ¢’ = 2z as well, then
fo' = fx and so [2'] = [x] = £, hence the choice of & is unique.
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To show that i: B’ — B andi': B” — B are isomorphic, it is sufficient to show that the defining
predicates for B’ and B” are equivalent, i.e., for all y € B,

(—3z€eA. fr=y)+—F2zeB".i'2=y.

Suppose there exists z € B” such that y = i’2. Because I’ o ¢’ is surjective, there not-not exists
x € A such that ¥/(¢'z) = z, hence y = i’z = i/(V/(¢'x)) = fz. Conversely, suppose there not-not
exists © € A such that fr = y. Then there not-not exists z € B”, namely z = V/(¢'z), such that
1’z = y. Since 7' is an embedding it follows by Proposition 2.1.20 that there exists z € B” such that
'z =y. n

Corollary 2.1.29 A map f: A — B is an embedding if, and only if, f: A — im(f) is an isomor-
phism.

Proof. More precisely, f: A — im(f) is the map bo ¢ in the canonical factorization f =boqoi,
but we do not bother to use different notation for it. The corollary holds because it is equivalent
to the statement that b o ¢ is an isomorphism. =

2.2 The Logic of Complex Types

The axioms presented in Section 2.1 provide us with enough structure to construct many important
spaces, such as real numbers, but they are not sufficient for everything that we would like to talk
about. We need types that are parametrized by other spaces, which leads to dependent types. We
also want to be able to handle recursive constructions of types, which leads to inductive types, and
their corecursive version, the coinductive types. Categories of modest sets also support parametric
polymorphism [Rey83, Rey98], but we do not consider that here.

2.2.1 Dependent Sums and Products

A dependent type is a space that depends on one or more parameters.” When we want to emphasize
that a space A depends on parameter x € B we indicate this by writing A(z).

Dependent types are common in everyday mathematics. For example, we might consider the
closed interval [—a, a] where a > 0 is a parameter. Another common example is the inverse image
space f*y defined by

f*y:{xEA‘fx:y}. (f:BA,y:B)

Axiom 2.2.1 (Dependent Sums) If A(z: B) is a dependent type, then there exists the depen-
dent sum ) . zA(x). For every u € A(x), the dependent pair (x,u) is a point of Y .. gA(x).
Every point p € Y. gA(x) is equal to a dependent pair p = (x,u) for unique x € B and unique
u € A(z).

Just like with product spaces, there are two projections

fst: >, . gA(x) — B, snd: ) . pA(x) — B,

"This discussion of dependent types is not very rigorous. The precise formal rules for formation of dependent
types can readily be found in Birkedal [Bir99, Appendix A].
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which satisfy, for all z € B, u € A(x),
fst (z,u) =z, snd (z,u) = u , p = (fstp,sndp) .

From this it follows that points p,q € >, . gA(x) are equal, if and only if, fstp = fstq and sndp =
snd q.

Proposition 2.2.1 For every map f: A — B, the space A is isomorphic to Zy:Bf*y.

Proof. Let g: A — Zy:Bf*y be the map defined by

gz = (fz,z) .

Clearly, this is well defined because = € f*(fx) for every x € A. Define a map h: Zy:Bf*y — A
by
h(y,z) =z .

Then we have, for every z € A, h(gz) = h{fz,x) = z, and for every (y,x) € Zy:Bf*y, g(h(y,z)) =
gr = (fr,z) = (y,z) since x € f*y means that fx = y. Thus g and h are inverses of each other. m

Suppose A(z: B) is a dependent type. A dependent graph on A(z) is a relation p C Y. 5 A(x)
such that

VeeB.ueA(x).p(z,u) .
Axiom 2.2.2 (Dependent Products) If A(z: B) is a dependent type, then there exists the de-
pendent product [[..zA(x). The points of [],. gA(x) are called maps. If v € B and f €
[L..gA(x) then fx € A(x). For every dependent graph p on A(x) there exists a unique map
fell.. gA(x) such that, for all x € B,
VeeB.p(x, fr).

Just like in the case of function spaces, we introduce A-abstraction to define maps that are
elements of dependent products. Dependent maps are extensional: for f,g € [[,. gA(z),

f=g9g«—VzxeB.fr=gz.
2.2.2 Inductive Spaces
Let f: B — A be a map. For a space X, let PyX be the space
PfX = Zx:AXf*x :

Every point of P;X is a dependent pair (x,u) where z € A and u: f*z — X. If g: X - Y is a
map, let Prg: PfX — PyY be the map

(Prg)(w,u) = (z,gou) .
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Axiom 2.2.3 (Inductive Spaces) Let f: B — A be a map. There exists the inductive space Wy
and a structure map wy: PfWjy — W; such that, for any space C' and a map c: PyC — C, there
exists a unique map h: Wy — C' satisfying the recursive equation

hlwy (o, ) = ¢ (2, ho w)
for all (x,u) € Pr. We say that h is defined by recursion on Wy.

Theorem 2.2.2 (Induction Principle) For any relation p on an inductive space Wy, the fol-
lowing induction principle holds:

(V{(z,u) e PAWy. (Yy € f*z. pluy)) — p(wp(z,u))) — VEEWy.p(t) .
Proof. Suppose p is a relation in Wy that satisfies
V(z,u) e PPWy. (Vy e frz.p(uy)) — p(wp(z,u)) . (2.1)

Let C = {t € Wy | p(t)}. It is sufficient to show that the inclusion i,: C'— Wy is an isomorphism.
Define a map c: PyC — C by

c(x,u) =op(wp(z,i,ou)) .

For ¢ to be well defined, we must show that p(ws(x,i, o u)) for every (x,u) € P¢C. Since u: f*zr —
C, it follows that, for all y € f*x, uy € C, therefore p(i,(uy)) and by (2.1) we get p(ws(x,i, o u)),
as required.
By the Axiom of Inductive Spaces there exists a unique map h: Wy — C such that, for all
(z,u) € Wy,
h(wg(x,u)) = op(ws(x,i,0ohou)) .

The maps iy o h and 1y, are equal because they both satisfy the same recursive equation, namely,

(ip 0 h)(wy(z,u)) = w(z, (i, 0 h) o u)
lw, (wp(z,u)) = wp(z, lw, ou) .

That hoi, = 1¢ follows immediately from injectivity of i,. n

Example 2.2.3 (Natural Numbers) Consider the map f: 1 — 2, defined by f*x = 1. It is not
hard to see that
IZ2E DS Ch =D Chl G P ¢

Let N be the inductive space W¢. The structure map wy: 1+ N — N has the form wy = [z,s]: 1 +
N — N where z: 1 - N and s: N — N.

The induction principle for N simplifies as follows. The outermost universal quantifier in the
antecedent of the induction principle breaks up into two cases, one for each summand in the
disjoint sum 1 + N = P;N. The first case simplifies to p(zx) and the second case simplifies to
VneN.(p(n) — p(sn)). By putting this all together and writing 0 = zx, we get the induction
principle

(p(0) AVneN.(p(n) — p(sn))) — VneN.p(n) .
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This is the well known induction principle for natural numbers. The space N is the space of natural
numbers, 0 is the first natural number, and s is the successor map.

Definition by recursion reduces to the usual definition of maps on N by simple recursion: if
¢p € C and ¢: C — C, then there exists a unique map h: N — C such that h(0) = ¢y and
h(sn) = c¢(hn) for all n € N.

Example 2.2.4 For a space A consider the canonical inclusion inr: A — 1+ A. It is not hard
to see that P, X = 1+ A x X. The space of finite sequences over A is the inductive type
List(A) = Winr: 4—1+4. Every point [ € List(A) is either the empty sequence [ ], or it can be written
uniquely in the form [ = h::t where h € A and ¢ € List(A). We say that h is the head and t is the
tail of [.

The space List*(A) of finite non-empty sequences over A can be defined similarly as the inductive
type for the canonical inclusion inr: A — A + A.

Proposition 2.2.5 The structure map of an inductive space is an isomorphism.

Proof. Define h: Wy — PyWg, by recursion on Wy, to be the map for which
hlw; (@, u)) = (o, wy o hou) .
Observe that both 1p,w, and wy o h satisfy the same recursive definition, namely

Lppw, (We(z,u)) = wg(z, 1pw, ou) ,
(wyoh)(wy(z,u)) =wp{z, (wpoh)ou).
This means that they must be the same map, wy o h = 1p,w,. Now it also follows that
h(wg(z,u)) = (z,(wgoh)ou) = (z,u)

therefore h owy = 1yw,. The structure map wy is an isomorphism because h is its inverse. =

By Proposition 2.2.5, every point t € Wy can be written as t = wy(z,u) for a unique (z,u) €
PrWy. Thus, in W/ equality is characterized by

wr(z,u) =wp(y,v) «——r=yAu="1v.

2.2.3 Coinductive Spaces

Recall that PpX = Y _,X/"® thus a map h: X — P;X can be decomposed as h = (hg, h1)
where hg = fst o h and hy = snd o h.

Axiom 2.2.4 (Coinductive Spaces) Let f: B — A be a map. There exists the coinductive
space My and a structure map myg: My — PyMy such that for every map (co,c1): C — P;C there
exists a unique map h: C' — My satisfying the corecursive equation

my(hx) = (cox, h(c1z))

for all x € C. We say that h is defined by corecursion on My.
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Theorem 2.2.6 (Coinduction Principle) For any relation p on a coinductive space My, the
following coinduction principle holds:

(Va,yeMys. (p(x,y) — mpogx =mpoy AVze f"(meox). p((mp1 )z, (Mp1y)2))) —
Vz,yeMy. (p(z,y) — z=y) .

Proof. Suppose p is a relation on My such that
Vo,yeMy. (p(z,y) — mpox =mpoy AVzE fr(mpox). p((mp12)z, (Mf1y)2)) - (2.2)
Let C = Mg/p. Let c¢: C'— P;C be the map
c[t] = (myot,qo0 (myit)) .
Let o(u,v) be the binary relation on My, defined by
o(u,v) — (myou=mysovAdpo(mysiu) =qgo0(ms1v)).

For ¢ to be well defined we must show that [u] = [v] implies o (u, v). Because o is a stable equivalence
relation, we only need to check that p(u, v) implies o(u,v). So, if p(u, v) then it follows from by (2.2)
that myou = myov. Furthermore, p((mys 1 u)z, (my1v)z) holds for all z € f*(myou), therefore

[(my1u)z] = [(my10)2]

for all z € f*(m¢ou), from which we conclude that q, o (ms;u) =q, 0 (my;v), as required.
Let h: C — My be defined from ¢ by corecursion. It satisfies the corecursive equation

my(h[t]) = (mpot,hogo(myit)) .

Both maps h o q, and 1p, satisfy the corecursive equation, for all ¢ € My,

my((hoaqp)t) = (myot, (hoq,)o (mygyit)),
my(Im,t) = (myot, Im; 0 (my1t))

therefore they must be the same map hoq, = 1yu,. It is also the case that q, o h = 1y, because
qp is a surjection. Now for any x,y € My, if p(x,y) then [z] = [y], therefore x = hlz] = hly| = y. m
Proposition 2.2.7 The structure map of a coinductive space is an isomorphism.

Proof. The proof is left as an exercise. It is dual to the proof of Proposition 2.2.5. n
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Example 2.2.8 Let A be a space and consider the identity map 14: A — A. It is easy to see that
P, X = Ax X. Let Stream(A) be the coinductive type M; . The structure map decomposes into
the head map hd: Stream(A) — A and the tail map tl: Stream(A) — Stream(A).

The coinduction principle simplifies as follows:

Va,y € Stream(A). (p(z,y) — (hdxz = hdy A p(tlz,tly))) —
Va,y € Stream(A). (p(z,y) — xz=1y) .

Definition by corecursion gives us the common way of defining maps on an infinite stream. Given
maps ¢: C — A and d: C — C there exists a unique map f: C — Stream(A) such that, for all
zeC,

hd(fz) = cz tl(fx) = f(dx) .

Let O :: O: A x Stream(A) — Stream(A) be the inverse of the structure map. The corecursive
definition of f can be written more succinctly as fx = cx :: f(dx).

Example 2.2.9 For every natural number n > 1let [n] = {keN|k<n} = {0,1,...,n— 1},
and let B = )" - [n]. The space of finitely branching spreads, or fans, is the coinductive type
Fan = Mg, where fst: B — N is the first projection. A fan can be pictured as a finitely branching
tree that keeps branching on every path, as in Figure 2.1. The space Fan satisfies the recursive
equation

Fan =) . Fan™ = List"(Fan) ,

where List*(A) is the space of non-empty finite sequences over A, as in Example 2.2.4. Thus every

Figure 2.1: A Fan

fan F' € Fan can be uniquely written as a finite non-empty sequence [Fy,..., F,| of fans, where
n + 1 is the width of F' and is denoted by wd(F'). We say that F; is the i-th subfan of F. When
i > wd(F') we define F; = Fyud(r)—1- This notation can be extended so that, for every finite sequence
[i0, - - -, in—1] € List(N), Fp;; is a fan, defined inductively by

"7in—1}

Fy=F,  Fioin) = Fi)pi,in] -

A path in F is an infinite sequence of numbers that tells which branch to choose at each level. More
precisely, p: N — N is a path in F' when pn < Wd(F[po,...7p(n—1)}) for every n € N. For any F' € Fan



80 A Logic for Modest Sets

we can define the space Path(F') of paths in F' to be
Path(F') = {p e NN ‘ VneN.pn < Wd(F[pO,m’p(n,l)])} .

The space Fan is isomorphic to NV, which can be seen as follows. The isomorphism ®: Fan — NN
can be defined by

(@F)0 = wd(F) — 1 ,
((I)F)(n + 1) = (CI)Fn mod Wd(F))(n div Wd(F)) )

where div and mod are the integer division and the remainder operations. We leave the details as
exercise.

Proposition 2.2.10 There is a unique map e: Wy — My such that, for all (x,u) € PfWy,

(¢ 0u) = my(e(wy (. u))
The map e is injective.

Proof. If we apply mj?l to both sides of (2.2.10), we see that it is simply a recursive definition
of e:
e(wy (e, u)) = m; {z,e0u),

Let us prove that e is injective by induction. Let (z,u), (z',u') € P{Wy and suppose e(wy(z,u)) =
e(wg(z’,u')). Then (z,eou) = (z/,e o u’), hence x = 2/ and eou = eow’. By induction hypothesis,
for every y € f*z, e(uy) = e(u'y) implies uy = 'y, or in other words, e o u = e o v’ implies u = u’.
Since e o u = e o v’ by assumption, it follows that v = v/, as required.

Remark: we could have defined e corecursively like this, as well:

my(et) = (fst (wi V1), e 0 (snd (w V1)) .

2.3 Computability, Decidability, and Choice

2.3.1 Computability

For every space A there is the computability predicate # 4 on A. We read the statement # 4(x) as
“r is computable” or “sharp z”. We define the computable part of A to be the subspace

#A= {l‘ €A ‘ #A(.CL‘)} .
Axiom 2.3.1 (Axiom of Computability)

(1) Every point of a computable part is computable:

HHA=#A.
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(2) A computable map applied to a computable point gives a computable point:
#pa(f) N#a(x) — #B(fz) . (f:BA,ac:A)

(3) Let ¢(x: A) be a predicate on A that does not depend on any parameters other than x. Suppose
it has been proved that 'z € A.¢(x). Then the point thex € A. ¢(x) is computable:

if NzeA.p(x) is proved then F#a(thexe A.o(x)) .

(4) The following are computable: evaluation, pairing (J,0), canonical projections fst and snd,
canonical inclusions inl and inr, subspace inclusions i,, canonical quotient maps q,, and the
structure maps wy and my.

The third clause requires an explanation. It should be read as a meta-logical statement, i.e., if we
construct a proof of a specific formula 3!z € A. ¢(x), then the point thex € A. ¢(x) is computable.
The third clause is not the internal statement®

(AazeA. (x)) — #a(thez € A.d(x)) .

It may seem that every point of every space is computable, by the following argument: if
x € A then Jlye A.x = y, therefore theye A.x = y is computable by the third clause, but
x = (they€ A.xz = y) and so x is computable. However, we cannot use the third clause because x
appears as a parameter in the formula z = y.

The spirit of the Axiom of Computability is captured by the slogan

“Definability implies computability.”

Note, however, that in general computability is a more extensive notion than definability—there
might be computable points that are not definable. The Axiom of Computability does not imply
anything about the existence of non-computable points. In fact, there are categories of modest sets
where everything is computable—those of the form Mod(A, A). The non-computable points have
the status of existing “potentially”, as we cannot explicitly construct one in the internal logic. This
is similar to the status of infinitesimals in synthetic differential geometry, where we know that there
are infinitesimals but we cannot explicitly exhibit one in the internal logic.

Proposition 2.3.1 Let p(xz: A,y: B) be a relation that does not depend on any parameters other
than x and y. Suppose we have proved thatVx € A.3y € B.p(xz,y). Then the unique map deter-
mined by p is computable.

Proof. If we have a proof of Vz€ A.3'y € B.p(x,y) then we can also prove that
N feBAVreA. pz, fx).

Now we can apply the third clause of the Axiom of Computability to conclude that the unique map
f:+ A — B that satisfies Vx € A. p(x, fz) is computable. =

8In formal logic, we would express the third clause by saying: if - 31z € A. ¢(x) then - #4(thex € A. $(z)). This
is different from claiming that - (3lz € A.¢(x)) — #a(thex € A. p(x)).
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Corollary 2.3.2 FEvery map defined by A-abstraction that does not depend on any free parameters
1s computable.

Proof. Recall that A-abstraction is derived as a special form of the Principle of Unique Choice.
The corollary follows from Proposition 2.3.1 because of the assumption that there are no additional
free parameters involved. m

For example, the map Ax:A.x is computable. We cannot claim that if y € B then the map
Ax:A.{(x,y) is computable because y is a free parameter. This makes sense, because we do not
know whether y could take on a non-computable value. However, by a A-abstraction over y we
obtain a computable map A\y: B.Ax: A.(z,y).

Proposition 2.3.3 If f: A — B is computable and an isomorphism, then its inverse is computable.

Proof. By Proposition 2.1.26, for every y € B there exists a unique x € A such that fz = y.
By Proposition 2.3.1, the unique map g: B — A for which f(gy) = y for all y € B is computable.
But this map is the inverse of f. =

When A and B are isomorphic via a computable isomorphism, we say that they are computably
isomorphic. Whenever we explicitly construct an isomorphism which does not depend on any free
parameters it is automatically computable (“Definability implies computability”).

We state some basic results about computability of maps at higher types. For this purpose we
define several important maps of a higher types.

Let Wy be an inductive space for f: B — A, and let C be a space. For every ¢ € P;C — C
there exists a unique 7.: Wy — C such that r.(ws(z,u)) = c(z,r. ou) for all (x,u) € PfW;. We
obtain a map rg: (PyC — C) — (Wy — C), which is the higher-order “operation of defining a
map by recursion”. There is a similar operation of defining a map by corecursion.

There is the operation of factoring a map through a subspace, as in Theorem 2.1.17. Consider
spaces A and B, and a subspace A’ = {a: €A } gb(ac)} Define the space

F={feB—A|VyeB.o(fy)} .

By Theorem 2.1.17, for every f € F there exists a unique f: B — A’ such that f = i f. Thus,
we can define a map O: F — (B — A’) which corresponds to the operation of factoring a function
through a subspace. There is a similar map that corresponds to factoring of a function through a
quotient space, as in Theorem 2.1.23.

Let Iso(A, B) = {f e BA } JgcAB . (fog=1pAgof= 1A)} be the space of isomorphisms
between A and B. Because an isomorphism has a unique inverse there is the operation of taking
an inverse (J71: Iso(A, B) — Iso(B, A).

Proposition 2.3.4 Computability of maps:
(1) The operation of taking the inverse of an isomorphism is computable.
(2) The operation of defining a map by recursion is computable.
(8) The operation of defining a map by corecursion is computable.

(4) The operation of factoring a map through a subspace, as in Theorem 2.1.17, is computable.
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(5) The operation of factoring a map through a quotient space, as in Theorem 2.1.23, is com-
putable.

Proof. These maps are defined by Unique Choice, therefore computable by Proposition 2.3.1.

Note that Proposition 2.3.4 is not of the form “if x is computable then fz is computable”,
but rather “f is computable”. It then follows immediately that for a computable x also fx is
computable.

Theorem 2.3.5 The computable part of 1 is computably isomorphic to 1:

#1=1.

The computable part of a product is computably isomorphic to the product of computable parts:

#(AXB)=#AXH#B,  #) epAlr) = XseupAlz) .

The computable part of a disjoint sum is computably isomorphic to the disjoint sum of the com-
putable parts:

#(A+B)=#A+#B.

Proof. Every point of 1 is equal to (thex €1.(z = x)), which is computable, therefore #1 = 1.

Letig: #A — Aandip: #B — B be the canonical subspace inclusions. Define a map f: #Ax
#B — #(A x B) to be the unique factorization of the map (ia,ip) through iaxp: #(A x B) —
AXx B, ie., forall z € #A, y € #B,

iaxB(f(z,y)) = (iaz,ipy) .

The map f is well defined because i4, ip, and pairing are computable, so that (isx,ipy) is com-
putable for all x € #A, y € #B. It is easy to check that f is an isomorphism whose inverse is the
map g: #(A X B) — #A X #B, defined by

gz = (fst (iaxpz),snd (iaxpz)) .

The map f is computable by Proposition 2.3.4(4). In the case of dependent sums we proceed
similarly, except that we use the dependent projections instead.

To see that #A + #B and #(A + B) are isomorphic, note that the map ig +ip: #A+ #B —
A + B factors through ig1p: #(A+ B) — A+ B asamap f: #A+ #B — #(A + B) satistying,
for all z € #A + #B,

iaz if z € #A,

tarp(f2) = {iBz if z€ #B.

The map f is an isomorphism whose inverse is the factorization of the inclusion isyp: #(A + B) —
A + B through the injective map iy + ip. It is computable by Proposition 2.3.4(4). [
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Definition 2.3.6 A computable space is a space that is equal to its computable part.

For example, the empty space 0 is computable because the only subspace of 0 is 0 itself. More
interesting is the next proposition.

Proposition 2.3.7 The natural numbers are computable.

Proof. The natural numbers N are an inductive space W; for the map f: 1 — 2, fx = 1. Since
f is computable, the zero element z: 1 — N and the successor map s: N — N are both computable
because they comprise the structure map [z,s]: 1 + N — N, which is computable by the Axiom of
Computability. We prove by induction that #y(n) for every n € N. The base case holds because z
is computable, x is computable, and so 0 = zx is computable. The induction step is also easy: if n
is computable, then sn is computable as well, because s is computable. =

2.3.2 Decidable Spaces
Definition 2.3.8 A predicate ¢(z: A) is decidable when, for all z € A, ¢(z) or not ¢(x).

Proposition 2.3.9 The following are equivalent:

(1) ¢(x:A) is a decidable predicate.

(2) A={zecA|¢x)}+{zecA|-¢)}.
(8) There exists a map c¢: A — 2 such that, Vz € A.(¢(x) «— cx =1).

Proof. Let Ay = {z € A | ¢(x)} and Ay = {z € A ‘ —¢(x)}. Suppose ¢(z:A) is a decidable
predicate. The map f = [ig,i-¢|: A1 + A2 — A is an isomorphism. It is injective because fx = fy
implies x = y € A or ¢ = y € Ay, and it is a quotient map because ¢(x) V —¢(x) holds by
assumption. Thus f is an isomorphism, which shows that (1) implies (2).

To see that (2) implies (3), define the map ¢: A; + Ay — 2 to be ¢ = [inlz +— 1 inry — 0]. It is
obvious that, for all z € A1 + Ao, cx = 1 if, and only if, x € A;.

Finally, suppose (3) holds. Then we have, for all z € A, cx =1 «— ¢(z). But since cx # 1 is
equivalent to cz = 0, we also get cx = 0 «— —¢(x). Now (1) holds because cx = 0V cx =1 for all
x € A n

Proposition 2.3.10 The space 2 classifies decidable predicates. More precisely, there is a bijective
correspondence between decidable predicates on a space A and maps A — 2. If ¢(x: A) is a decidable
predicate, then the corresponding map f: A — 2 satisfies Ve € A.(¢(x) «— fr=1). A map
fi+ A — 2 corresponds to the decidable predicate ¢(x) = (fz =1).

Proof. Suppose ¢(x:A) is a decidable predicate. By Proposition 2.3.9, there exists a map
f+ A — 2 such that, for all x € A, ¢(x) «— fx = 1. Uniqueness of f is a consequence of the fact
that, for all g,h: A — 2,

g=he—VzeA (gr=1——hzx=1) .

Given any f: A — 2, the predicate ¢(x) = (fx = 1) is decidable because equality on 2 is decidable.
|
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Definition 2.3.11 A decidable space is a space whose equality is a decidable relation.
Corollary 2.3.12 The following are equivalent:

(1) A is a decidable space.

(2) Ax A={(z,y) e Ax Ao =y} +{(z,y) e Ax A|x #y}.

(3) Equality on A has a characteristic map eqy: A X A — 2, which satisfies

1 ifz=y,
qu(x,y>—{0 fo#y

Proof. This is Proposition 2.3.9 applied to equality on A. =

Proposition 2.3.13 The space of natural numbers is decidable.

Proof. Since the structure map [z,s]: 1 + N — N is an isomorphism, every natural number is
either equal to 0, or is a successor of a natural number.

We prove by induction on n € N that, for all n,k € N, n = k or n # k. For the base case,
consider any k € N. If k = 0 then 0 = k, and if & = sk’ for some k' € N then 0 # k. For the
induction step, assume that for all kK € N, n = k or n # k. Consider any £k € N. If £ = 0 then
clearly sn # k, and if k = sk’, then sn = sk’ if, and only if n = k¥’. By induction hypothesis we can
decide whether n = k" or n # k' ]

2.3.3 Choice Principles
Markov’s Principle

Markov’s Principle is not universally valid in intuitionistic logic. It is a rather special axiom of
constructive mathematics that is not even accepted by all constructivists. We accept Markov’s
Principle simply because its interpretation in Mod(A, Ay) is valid.

Axiom 2.3.2 (Markov’s Principle) For every f: N — 2,
—-=(3neN.fn=0)—3IneN.fn=0.
Note: the map f may depend on free parameters.
Proposition 2.3.14 The following are equivalent:
(1) Markov’s principle
(2) (-VneN.fn=1)— IneN. fn=0,
(3) If ¢(x:N) is a decidable predicate,” then (~——3n€N.¢(z)) — IneN. ¢(x).

9Note that we allow additional parameters to appear in the predicate ¢.
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Proof. The equivalence of (1) and (2) follows easily from the observation that fn = 1 is
equivalent to fn # 0. The equivalence of (1) and (3) holds because 2 classifies decidable predicates,
as explained in Proposition 2.3.10. ]

Markov’s principle simplifies several constructions in analysis. For example, the apartness
relation and inequality on the space of real numbers coincide, cf. Proposition 5.5.19.

Projective Spaces

Definition 2.3.15 A space A is projective when for every binary relation p on B and for every
map f: A — B/p there exists a map f: A — B such that fz = [fz], for all x € A.

Axiom 2.3.3 (Projective Spaces) A binary product of projective spaces is projective. A depen-
dent sum of projective spaces indexed by a projective space is projective. A reqular subspace of a
projective space 1S projective.

Proposition 2.3.16 The disjoint sum of projective spaces is a projective space.

Proof. This is very easy and is left as an exercise. =

Definition 2.3.17 For spaces A and B, the choice principle AC 4 g holds when, for every relation
p(r:Ay:B),
(VeeA.3yeB.p(x,y) — Ice BA.VaeA. p(z,cx) .

The map ¢ € BA above is called a choice map for p. The choice principle AC 4 holds when ACu B
holds for every space B.

Theorem 2.3.18 A space A is projective if, and only if, AC4 holds.

Proof. Suppose AC4 holds. Let B be a space, p a binary relation on B, and f: A — B/p a
map. For every x € A there exists y € B such that fx = [y], because q,: B — B/p is a quotient
map. By AC,4 there exists a map ¢: A — B such that fo = [cz] for all x € A. Therefore, A is
projective.

Conversely, suppose A is projective and for every x € A there exists y € B such that ¢(z,y)
holds. Define the space C' by

C={(z,y) € Ax B|d(z,y)} .

Let ~ be the equivalence relation on C', defined by

(@, y) ~ (@) ez =1
Let p: C/~ — A be the unique map for which p[{x,y)] = = for all (x,y) € C. For every z € A
there is a unique & € C/~ such that x = p&, namely £ = [(x,y)] where y is such that ¢(x,y).
Therefore, there is a map f: A — C/~ such that x = p(fx) for all z € A. Because A is projective,
there exists a map f: A — C such that z = p[fz] for all z € A. This means that for all z € A,
fst (fz) = x and ¢(fst (fx),snd (fz)). The map snd o f is a choice map for ¢. This proves AC,. =
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What projective spaces are there? Certainly the empty and the unit spaces are projective, and
so is a finite disjoint sum 1+ --- + 1 of copies of the unit space. The most important projective
space is the space of natural numbers.

Axiom 2.3.4 (Number Choice) The space of natural numbers N is projective.

By Theorem 2.3.18, Number Choice is equivalent to the statement that for every relation
p(n:Njz:A), if for all n € N there exists z € A such that p(n,z) holds, then there exists a
choice map ¢ € AN such that p(n,cn) holds for every n € N.



88

A Logic for Modest Sets




Chapter 3

The Realizability Interpretation of
the Logic in Modest Sets

3.1 The Interpretation of Logic

We present an interpretation, in a category of modest sets Mod(A, Ay), of the language and the
logic that were presented in Chapter 2. See Birkedal [Bir99, Appendix A] for a formal and detailed
specification of the interpretation.

If X is an entity in the language of modest sets, such as a space, a map, or a formula, we denote
its interpretation by [X].

A space A is interpreted as a modest set [A]. We denote the underlying set of [A] by |A].

Suppose t(z1: A1, ...,2n: Ay) € B is a point of B, where z1,...,x, are all the free parameters
that ¢t depends on. Then we interpret ¢ as a morphism between modest sets

[1]: [Ax] > - > [An] — [B] -

If t € B does not depend on any parameters then it is interpreted as a morphism [t]:1 — [B].
A dependent type A(z:B) is interpreted as a family of modest sets {[A(t)] |t € |B|}. A
point ¢(z) of a dependent type B(z: A) is interpreted as a uniformly realizable family of maps

{[tw)]:[A] = [B(w)] | w e |Al}
which means that there exists a single realizer a € Ay such that for all u € |A| and b -4 u,
ab | Fa_ ) [tu]-

We adopt the realizability interpretation of logic. An n-ary relation ¢(x1: Ay, ..., x,:Ay) is
interpreted as a function [¢]: [A1] x ---[An] — PA. In order to keep the notation simple we
only show how unary relations ¢(z: A) are interpreted. The generalization to n-ary relations is
straightforward—just replace [A] by the product [A; x --- x A,] and the variable = with a tuple
of variables (x1,...,xy).

If ¢(x: A) is a predicate on [A] then its interpretation is a function [¢]: |A| — PA. For t € |A]
we write [¢(t)] instead of [¢]t. When a € [¢(t)] we say that a realizes ¢(t) and write a Iy ¢(t), or
usually just a I ¢(¢). The function [¢] and the realizability relation Iy can be defined in terms of
each other one via the equivalence

ae[p(t)] < alkyo(t). (t€|Al,a € A))
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We prefer to specify the interpretation in terms of realizability relations.
A statement ¢(x: A) is valid in Mod(A, Ay), written Mod(A, Ay) = ¢(x), when

AnN[VeeA. o(x)] #0.

In other words, there exists a computable realizer a € Ay which realizes ¢(x) uniformly in .

The realizability interpretation is equivalent to the standard categorical interpretation where
predicates are interpreted as subobjects. To see this, we show that there is a natural bijective
correspondence between the subobjects of a modest set A and (equivalence classes of) functions
|A| — PA. Here functions ¢,1: |A| — PA are considered equivalent if there exist a,b € Ay such
that

Vze|Al. (c€ ¢(x) = acl € Y(z)) ,
Vze|Al. (c € Y(x) = bc]| € ¢(z)) .

A subobject represented by a monomorphism i: B ~— [A] corresponds to the equivalence class of
the function ¢p: |A] — PA defined by

¢pt= | Esu,

ue*t

and an equivalence class represented by a function ¢: |A| — PA corresponds to the subobject
i: By — A where By is the modest set defined by

|By| = {t € |A] | o(t) # 0} , (a,b) Ik, t < alFat AblFg @(t) .

The monomorphism i: By — A is the canonical subset inclusion. It is realized by the combina-
tor fst. We omit the verification that this establishes the desired one-one correspondence.

The interpretation of formulas is given by an inductive definition on the structure of a formula.
Let ¢(x: A) and 9(z: A) be predicates on a space A and t € |A|.

1. a lF true for every a € A.

2. a - false for no a € A.

3. {a,b) IF $(t) A(t) if, and only if, a I ¢(t) and b - 9(t).

4. alk ¢(t) — (t) if, and only if, whenever b Ik ¢(t) then ab | IF ¢ (t).

5. {(a,b) Ik ¢(t) V ¢(t) if, and only if, a = false and b IF ¢(t), or a = true and b IF (¢).

Suppose ¢(z: A,y:B) is a relation on A x B and ¢ € |A|. The realizability interpretation of the
existential and universal quantifiers is as follows:

6. (a,b) IFJye B.¢(t,y) if, and only if, there exists u € |B| such that a IFp v and b IF ¢(¢, u).
7. alFVYyeB.¢(t,y) if, and only, if for all u € |B|, whenever b IFp u then ab | IF ¢(t,u).
If Ais a space and u,t € |A| then equality =4 on A is interpreted as

8. (a,b) IFt =wif, and only if, t = u, alF4 t and b4 u.
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The above definition is given in terms of realizability relations. An equivalent interpretation in
terms of functions into PA is given below:

[true] = A,

[false] =0,
[6(1) A Y] = {{a,) € A | a € [P Ab € O]}
[6(t) — p()] = {a € A | Vb [H()]. (b € [P} .

[o(t) v o(t)] = {(false,a) € A | a € ¢(t)} U {(true,b) e A | bep(t)} ,
[ByeB.ot,y)] ={(a,b) € A|Tue|B|.(alrpurbe [ptu)])} ,
[VyeB.o(t,y)] ={acA|Vue|B|.YbeA. . (blrpu=ab| € [¢(t,u)])} ,

[t =au] ={(a,b) €A |u=tAalbst AbIFsu}

Since —¢ is defined as ¢ — false, the realizability of negation comes to the following: a IF —¢(¢)
if, and only if, whenever b |- ¢(t) then ab | I- false. We can write this more clearly in terms of a

function [—¢]: |A] — PA as
A il =0.
”¢“”_{@ it [9(1)] #0.

If ¢(x: A) is a stable predicate, then it is equivalent to = —¢(z), which means that for a fixed ¢t € |A],
@(t) is either realized by every element of A, or by none at all. This often simplifies matters.

As an example of how this works, let us verify validity of the Axiom of Stability, i.e., we must
exhibit a realizer e € Ay for the statement

V{iz,y) EAX A. (—(x=y) —z=y) .

Such a realizer e takes as an argument a pair (a, b) of realizers for (u,t) € |A| x |A|. If u=t, e(u,t)
applied to any realizer must give a realizer for u = ¢. If u # ¢, then there is no further condition
on e because in this case there are no realizers for =—(u = t). A moment’s thought shows that
e = AN*uwv.u does the job.

It is worthwhile spelling out the interpretation of unique existence. Recall that the definition
of Az e A.¢(x) is

(BreA.¢(@) AVa,yeA. (B(x) Aoly) — z=1) -
A realizer for this statement is a pair (a,b) such that
alFJzeA. . o(x), blEVz,ye A. (d(z) Nd(y) — xz=1y) .

Thus a = (a1, az) where a1 IF4 t for some t € |A| and ag I+ ¢(t). Since ¢(z) A d(y) — x =y is
a stable predicate, the realizer for b is just a dummy that witnesses uniqueness. This means that
we can think of a realizer for the statement 3!z € A.¢(z) as a triple (a1, a2,b) where ay IF4 ¢ for
some t € |A], ag IF ¢(t), and b is a dummy witness of the uniqueness of ¢. The description operator
thex € A.¢(x) is interpreted as the function ¢: 1 — [A]. It is realized by K(fsta), where a is a
realizer for 3x € A. ¢(z). If additional parameters are present, say Iz € A.¢(z,y: B) is provable,
then thex € A.¢(x,y) is interpreted as the function [B] — [A] that maps every u € |B| to the
unique ¢ € |A| for which ¢(t, u) is valid.
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Consider a realizer a € A for a V3 statement
VeeA.JyeB.o(x,y) .

Applied to any realizer b I-4 t for any t € |A|, ab is a pair (c1,c2) such that ¢; IFp u for some
u € |B| and ¢o IF ¢(t,u). We see that a is described by a pair of realizers a; = A\*b. (fst (ab)) and
a; = A*D. (fst (ab)). Then for every t € |A| and b IF4 t we get a realizer a;b - u for some u € |B|
and a realizer agb IF ¢(t, u).

A logical formula ¢ built from equality, conjunction, implication, negation and universal quan-
tification is called a megative formula. By induction on the structure of the formula we can prove
that a negative formula is stable. Indeed, if ¢ =t = u then ¢ is stable by the Axiom of Stability;
if =1 Apthen ==(p A p) — =—p A ==p — 9 A p, where we used the induction hypothe-
sis in the last implication; if ¢ = (¥» — p) the proof is similar; the case ¢ = —) is obvious; if
¢p=VreA.¢(x) then (Ve A.¢Y(x)) — Vee A.(m)(x)) — Vo€ A.¢(x) where the last
step follows by the induction hypothesis.

Now suppose ¢(z: A) is a negative formula. Then it has a realizability interpretation [¢] : |A| —
PA, and it can also be interpreted in classical logic as a statement about the underlying set |A|,
i.e., as a set-theoretic statement. For example, the formula

Ve,yeA. (fe=fy —x=y)
interpreted set-theoretically says that the function f: |A| — |B]| is injective.

Theorem 3.1.1 A negative formula is valid in the realizability interpretation if, and only if, it is
true when interpreted set-theoretically.

Proof. Suppose ¢(z:A) is a negative formula. Its realizability interpretation is a function
[9]: |A| — PA, whereas the set-theoretic interpretation can be thought of as a function S(¢): |A| —
{false, true}. In the realizability interpretation ¢ is valid when there exists a € Ay such that for all
x € |Al and b4 x,

ab € [6(@)],

and it is set-theoretically valid when
Vzel|Al. (S(¢)xr = true) .

It is generally the case that validity in Mod(A,A;) implies set-theoretic validity. We show the
converse by induction on the structure of ¢.

Suppose ¢ is the formula ¢(z) = u(z) where t(z),u(x) € B. The terms ¢ and u are interpreted
as morphisms [t], [u]: [A] — [B]. Let to,up € Ay be realizers for [t] and [u], respectively. If
S(t(x) = u(zx)) = true then [t] and [u] are the same function |A| — |B| and it is easy to see that
t(x) = u(x) is realized by A*a. (tpa, upa).

Suppose ¢ is the formula 1 (z) A p(x). If S(¢¥(x) A p(x)) = true then S(¢p(z)) = true and
S(p(x)) = true. By induction hypothesis this implies validity of ¢(z) and p(z), which in turn
implies validity of ¥ (x) A p(x).

Consider the case when ¢ is the formula ¢(x) — p(z). Suppose S(¢(x) — p(z)) = true. We
claim that == (z) — ——¢(x) is valid because it is realized by, say, a = K(KK). Any combinator
will do, as long as it has the property that abc| for all b,c € A. Indeed, suppose b IF4 = and
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¢ Ik ==(z). This implies S(—-—(z)) = true, therefore S(——p(z)) = true and ——p(x) is valid,
which means that abc realizes ——p(x), as required.

If ¢ is the formula —)(x) then we proceed as follows. Suppose S(—(¢(z))) = true. To establish
that =(¢(x)) is valid we just need to show that for any given t € A, ¢(¢) does not have any realizers.
But if it did, that would imply S(¢(¢)) = true, which contradicts S(—¢(t)) = true.

Finally, consider the case when ¢ is the formula Va € A.¢(z). Observe that Vz € A.¢(x) is
valid if, and only if, ¢ (x) is valid. Now use the induction hypothesis. m

3.2 Simple Types

3.2.1 Function Spaces

A function space B4 is interpreted by the exponential [B] 4], Suppose the map f: A — B and
the point x € A are interpreted as a pair of morphisms [f]: - — [BA] and [2]: - — [A]." The
application of f to x is interpreted by the composition

(f,z) [[B]][[A]] X[[A]] ev [[B]]>

where ev is the evaluation morphism for [B] [l
Let us verify the validity of the principle of Unique Choice,

(VeeA.3yeB.¢(z,y) — 3 feBr.VrecA. oz, fz). (3.1)

A realizer for the antecedent of (3.1) can be thought of as a pair (a1, az2) such that, for all ¢t € |A]
and b -4 ¢, a1b IF u for some u € |B| and agb I- ¢(t,u). In addition, the existence of such a realizer
also witnesses the uniqueness of u, i.e., if ' and b realize the same element of |A|, then a;b and
ap b/ realize the same element of |B|. This is exactly the condition that a; must satisfy in order to
track a function f: |A| — |B|. The function f can be recovered from a; by

ft=u < JbeEast.(a1blFpu) .

It follows that A*(a1,az2). ((a1, A*b. (a2(a1b)))) is a realizer for (3.1). It remains to be seen that
the choice function f is unique, provided that the antecedent has a realizer. We leave the easy
verification as an exercise.

3.2.2 Products

The product space A x B is interpreted as the binary product of [A] and [B],
[A x B] = [A] x [B] .

The canonical projections fst: A x B — A and snd: A x B — B are interpreted as the first
and second projection from [A] x [B], respectively. The Axiom of Products is valid because its
interpretation just states the universal properties of binary products.

!For the purposes of this argument it is not important what the domain of [f] and [z] is. In such cases we just
use a dot instead of an arbitrary letter.



94 The Realizability Interpretation of the Logic in Modest Sets

3.2.3 Disjoint Sums
The disjoint sum A + B is interpreted as the binary coproduct [A] + [B],
[A+ B] = [A] + [B] -

The canonical inclusion maps inl: A — A+ B and inr: A — A+ B are interpreted as the canonical
inclusions. The Axiom of Disjoint Sums is valid because its interpretation just states the universal
properties of binary coproducts.

3.2.4 The Empty and the Unit Spaces

The empty space 0 is interpreted as the initial object of Mod(A, Ay), which is the empty modest
set ().

The unit space 1 is interpreted as the terminal object of Mod(A, Ay), and the unit * is interpreted
as the unique morphism 1 — 1.

3.2.5 Subspaces
A subspace {:U cA | d)(x)} is interpreted as the modest set
[{zeA|o@)}|={te|A|3beA.(bIF o)},
with the realizability relation
(a,b) Fx <= alFgx AbIF ¢(x) . (3.2)
The canonical subspace inclusion iy is interpreted as the canonical subset inclusion
[{zeA|o@)}| ——|4] ,
and is realized by the first projection combinator fst.

Proposition 3.2.1 A map f: A — B is injective if, and only if, its interpretation is a mono.

Proof. The statement Vz,y€ A.(fx = fy — = = y) is a negative formula, therefore we can
interpret it set-theoretically by Theorem 3.1.1. It says that [f]: |A| — |B| is an injective function,
which is exactly what it takes for it to be monic. [

Proposition 3.2.2 A map f: A — B is an embedding if, and only if, it is interpreted as a reqular
mono.

Proof. It is sufficient to show that a canonical subspace inclusion iy is interpreted as a regular
mono if, and only if, ¢(z) is stable. If ¢(x) is stable then the realizability relation (3.2) for
! {.CE e A ‘ ¢(x)} ‘ can be replaced by one that is defined by

allbkx < alb4qx

because if any element of A realizes ¢(z) then every element of A does. This shows that [ig] is
a regular mono. For the converse, suppose [iy] is a regular mono. Then it is isomorphic to a
morphism ¢: S — T where i: |S| — |T'| is a subset inclusion and Eg is the restriction of Er to |S].
We only need to verify that the predicate 3s € S.is =t is stable. This is indeed the case, since for
every s € |S|, alkg s if, and only if, a lFp s. n
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3.2.6 Quotient Spaces

Let A be a space and p(z: A,y: A) a binary relation on A. The relation p can be interpreted as a
function [p]: |A| x |A| — PA, or as a subobject 7: R ~— [A] x [A]. The subobject R is the modest
set

R = {{z,y) € |A] x |A] | [p(z,9)] # 0}
with the realizability relation
(a,b,c) IF (z,y) <= alFaxzAblFayAclkp(z,y).
The map r: R — [A] x [4] is the canonical subset inclusion and is realized by A\*(a, b, ¢). (a,b). Let

r1 = fst or and 72 = snd or. The quotient space A/p and the canonical quotient map q,: A — A/p
are interpreted as shown in the following coequalizer diagram:

"1 [4] [[qp]]

R [A/p] .

T2

We can describe [A/p] explicitly as follows. Let ~ be the smallest equivalence relation on |A| that
satisfies, for all z,y € |A|,

[p(x, )] #0 = z~y.

Then |A/p| = |A|/~, and the existence predicate on |A/p| is

EA/p[a;} = U EAy .

y~z

The quotient map [q,]: [A| — |A/p| is the canonical quotient map x — [z]~. It is realized by the
combinator |.

Proposition 3.2.3 A map f: A — B is surjective if, and only if, its interpretation is an epi.
Proof. The statement Vy € B.~—dz € A. fxr = y is equivalent to the statement
VyeB.-VzeA.fr+#y,
which is a negative formula, therefore we can interpret it set-theoretically. It says that [f]: |A| —

|B| is a surjective function, which is exactly what it takes for it to be epi. [

Proposition 3.2.4 A map f: A — B is a quotient map if, and only if, it is interpreted as a reqular
epi.
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Proof. By Proposition 2.1.24, f is a quotient map if, and only if, it is isomorphic to a canonical
quotient map q,: A — A/p, so it suffices to check that every canonical quotient map is interpreted
as a regular epi, and that every regular epi arises as the interpretations of a canonical open map.
The first part is trivial because the interpretation of a canonical quotient map was defined to be a
coequalizer. Conversely, suppose ¢: A — B is a regular epi. Then it is the coequalizer of its kernel
pair

"1
A q

R B.

T2

By construction of pullbacks in Mod(A, Ay), as described in Section 1.3, the map (r1,72): R — Ax A
is a regular mono. In fact, the subobject (ri,r2): R — A x A is an equivalence relation, which
is not hard to see from the explicit construction of the kernel pair (ry,r3). Thus, the map ¢ is
isomorphic to the interpretation of the canonical quotient map qr: A — A/R. [

3.3 Complex Types

3.3.1 Dependent Sums and Products

Recall that a dependent type A(i: I) is interpreted as a family of modest sets {[A(i)] | i € |I|}. The
interpretation of dependent sums and products suggests itself—the dependent sums and products
are interpreted by their categorical versions:

2 1 AD] = 2 [ADT, [T 1 AG] = TLigyn [AG] -

The two lines above are of course just an outline of how the dependent types are supposed to be
interpreted. For a detailed explanation we would have to introduce quite a bit of formal type-
theoretic machinery. This would obfuscate the main idea of dependent types, namely that they
are just families of modest sets and that their interpretation really is quite natural. In case there
should be any doubts about the interpretation, we use [Bir99, Appendix A] as a reference.

3.3.2 Inductive and Coinductive Spaces

Inductive and coinductive types are interpreted by their categorical versions:

[Wy] =W, [Mf] =My -

The Axiom of Inductive Types is valid because its interpretation states that [W/] is an initial
algebra for the polynomial functor Pjsj. The Axiom of Coinductive Types is valid for the dual
reason.

In Section 1.1 we defined the Curry numerals and in Example 2.2.3 we defined the space of
natural numbers N; as an inductive type.? Let us show that N7 is isomorphic to the modest set of
Curry numerals Ngo. Here N is the modest set whose underlying set is the set of natural numbers,
INc| = N, and the existence predicate is defined by Ex.n = {n}. Recall that 7 is the n-th Curry
numeral. In order to show that [N;] is isomorphic N¢, we only need to show that N¢ is an initial
algebra for the polynomial functor P;_.»,X =1+ X.

2We are using the subscript I to denote the inductively defined natural numbers, and C' to denote the modest set
of Curry numerals.
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First of all, we need to specify the structure morphism for Ng. It is the function s: 1+ N — N
defined by

s(inlx) =0, s(inrn) =n+1.

The function s is realized by A*a. (if (fsta) (succ(snda)) 0). Now suppose [t, f]: 1 + A — A is an
algebra for P1_.>. Let a,b € Ay be realizers for ¢ and f, respectively. Because the underlying set of
N¢ is the set of natural numbers there exists a unique function g: [No| — |A| such that

g0 = tx, gn+1) = f(gn).

We only need to show that g is realized. This is a simple matter of programming—the function g
is realized by rec (aK) b, where rec was defined in Section 1.1. A proof by induction shows that
this realizer tracks g.

3.4 The Computability Predicate

The computability predicate # 4 on a space A is interpreted as
alk#a(x) <= ac Ay N(alFg ).

In words, the realizers for the statement “z is computable” are the computable realizers for z. In
terms of a function [#4(0)]: |A] — PA the computability predicate is interpreted as [#4(z)] =
(Eaz) N Ay. The subspace #A turns out to be the set

#4] = {z € |A] | (Eaz) N Ay # 0}

with the existence predicate Ey 2 = (Eax) N Ay.

Let us verify the validity of the Axiom of Computability. The first clause, ##A = #A holds
because intersecting with Ay twice is the same as intersecting with Ay once.

The second clause of the axiom states that

#pa(f) N#a(r) — #p(fx) . (3.3)

Essentially, this is valid because Ay is closed under application. More precisely, if a I- #5a(f) and
blk#4(x), then alkga f, bl-4 2, hence ab | IFp fx, and since a and b are both elements of Ay so
is ab, hence ab I+ #p(fx). Therefore, (3.3) is realized by A*uvw. (fstw)(snd w).

To show the validity of the third clause, suppose

Mod(A,Ay) 3z e A. ¢(x) .

Then there exists a realizer (a1, a2) € Ay for Ax € A.¢(x), where ay,az € Ay, ar IF4 t for some
t € |Al and ag IF ¢(t). Since ag is a computable realizer for ¢ and ¢(t) is valid, this means that

a1 l- #4(thex e A.¢(x)) ,

as required. The fourth clause of the Axiom of computability is seen to be valid by inspection: all
of the maps claimed to be computable are realized by computable realizers.
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3.5 Choice Principles

3.5.1 Markov’s Principle

To validate Markov’s Principle we use the fact that natural numbers are interpreted by Curry
numerals, as was just proved in Subsection 3.3.2. Suppose f(z:A): N — 2 is a map that depends
on a parameter x € A. Markov’s principle is the statement

—=(3neN. fan=0) — IneN. fan=0.

We need to find a realizer m € Ay such that if a realizes f, b realizes z, and c realizes the antecedent
of the above implication, then mabc | realizes the consequent. We claim that the following is such
a realizer:

m = XN*abe. ((Z(X*rn. (if (iszero(abn)) n (r(succn)))))0) .

Note that m ignores the realizer ¢ of the antecedent, as it should since the antecedent is a stable

formula. It is easier to understand what m does by looking at an equivalent program written in
the style of SML:

let mabc=
let search n = if (a b n = 0) then n else (search (n+ 1))
in
search 0

end

We see that the only issue is whether the program mabc terminates. The antecedent is equivalent to
the negative formula -Vn € N. fn = 1, therefore by Theorem 3.1.1 its set-theoretic interpretation
holds if, and only if, it is realized. But we assumed that c is a realizer for the antecedent, therefore
the classical reading of it is true: there exists n € N such that fn = 0. Therefore mabc terminates
after n recursive calls, if not before.

Strictly speaking, mabc does not realize the consequent. It realizes a natural number n such
that fn = 0 holds. The consequent is realized by the pair (mabe, 0).

3.5.2 Choice Principles

Definition 2.3.15 of projective spaces is the internal logic version of Definition 1.3.1 of projective
modest sets. The Axiom of Projective Spaces is valid if, and only if, projective modest sets are
closed under binary products, dependent sums, and regular subobjects. This is indeed the case, as
can be verified easily by using Theorem 1.3.4, which characterizes projective modest sets as those
that are separated.

Number Choice is valid because the natural numbers N are interpreted as the modest set of
Curry numerals, which is a canonically separated, therefore projective by Theorem 1.3.4.

3.6 The Realizability Operator

In this section we add to the logic of modest sets a realizability operator r which assigns to each
space and to each formula the corresponding space of realizers. This is the internal version of
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Proposition 1.3.3. This way we make it possible to talk about realizers in the language of modest
sets, which proves to be useful for computing representations of mathematical structures.

The Realizability Operator

Let A be a space. Its interpretation is a modest set [A] = (J]A[,IF4). Let Ap be the modest set
whose underlying set is

[ Aol = (] Eax
z€|A|

and the realizability relation is the identity: a -4, b if, and only if a = b. We call Ay the modest set
of realizers of A. In the logic of modest sets we postulate that for each A there is the space rA of
realizers of A. The interpretation of rA is [rA] = Ap. This definition can be extended to dependent
types in a straightforward fashion. If A(i: ) is a dependent type, then rA(i: I) is a dependent type
such that rA(i) is the space of realizers for A(i), for every i € I.

Let ¢(z:A) be a formula whose only freely occurring variable is z € A. Recall that the
realizability interpretation of ¢ is a function [¢]: |A| — PA. For each ¢t € |A|, we can view the
set [¢(t)] € A as a modest set whose realizability relation is the identity. This way, [¢(x: A)] is
construed as a dependent type, i.e., it is a family of modest sets {[¢(t)] | ¢ € |A|}. We bring this
idea into the logic of modest sets by postulating that for each formula ¢(x: A), there is a dependent
type r[¢(x: A)] of realizers of ¢. The interpretation of r[¢(z: A)] is the family of modest sets

[rlo(z: ANl ={le@®)] | t € A}

where [¢(x:A)] is viewed as the modest set, as explained before. In order for the realizability
operator r to be of any use, we need to describe its properties in the logic of modest sets. Since r
is essentially just the internal version of the interpretation function [[J], we obtain the properties
of r by following the definition of [OJ].

For any formula ¢(z: A) and for every « € A, the space of realizers r[¢(x : A)] is projective. For
any space A the space of realizers rA is projective. The realizability operator is idempotent, i.e.,

f(rd) =rA,  r(rl]) = rlg] .

There is a canonical quotient map [(],: rA — A. When we are dealing with many spaces of realizers
at once, we write [J]# to indicate which quotient map we have in mind.

The following Theorem, which really ought to be an axiom, is the internal version of Proposi-
tion 1.3.3.

Theorem 3.6.1 (Presentation Principle) For every space A there is a projective space rA,
called the canonical cover of A, and a quotient map [O],: rA — A.

We now list a number of equations that relate the realizability operator to the basic construc-
tions of spaces. The equations are just the internal version of similar equations describing the
relationships between canonical covers and the basic categorical constructions of modest sets.

The singleton space 1 and the empty spaces are their own spaces of realizers, i.e.,

rl=1 r0=0.

)
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It follows that the maps [(J]} and [(J]% are the identity maps. For any spaces A and B,
r(Ax B)=rAxrB,

and [(z,y)]A*B = ([z]4, [y]B) for all € rA, y € rB. Similarly,
r(A+B)=rA+rB,

and [inl 2]AT8 = inl [2]4, [inry]ATE =inr[y]P, for all 2 € rA, y € rB. For function spaces we have

r (BA) =r (B'A) ,
and for all f €r (BrA) and all z € rA,

For a space A and a predicate ¢(x: A),

r{zeA | ¢(x)} = X erarlo(alr)]

and [<$7a>]ixeA\¢(x)} = oy([x]) for all 2 € rA such that ¢([z],), and for all a € r[¢([z],)]. For a
space A and a binary relation p on A,

r(A/p) =rA,
and [2];"/? = [[]4], for all = € rA. For a dependent type A(i:I),
r(XCierA®) = e (AllG])
 (ierA@) = r (Ter AL -
For all j € rI and all a € r(A([j],)),
G =i D = (L, A0y

For all fer (HjGrIA([j]T)> and for all k € rI,

e gy = g laer 0y
For formulas ¢(x: A) and ¢(z: A) we have, for all z € A,
rltrue] =1 r[false] = 0
rlo(z) A ()] = rlp(x)] x rfp(2)] rlp(x) Vi (2)] = rlp(x)] + rlp(2)]

rlo(@) — v(@)] = r (rlo(@) ) o)) = {ue 1] o)}
For a formula ¢(x: A,y: B), and for all z € A, we have

rByeB.o(z,y)] =Xy prlo(z, [bl)]
VyeB.o(x.y)] = r ([ersrld(z. 1))
The realizability interpretation of equality gives, for all x,y € A,
r[m:y]:{aErA‘x:[a]r:y} .
Finally, the relationship between the realizability operator and computability is described by
((#A) = #(rA) .
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Intensional Maps and Intensional Choice

Let us look more closely at the space of realizers for a “for all-exists” formula
VeeA.JyeB.o(x,y) .

According to the equations describing r, we get

rVee A.3yeB.o(x,y)] =r ([Tocradpers rlo([alr [b]1)]) -

A point f € [[,era pern flo(z,y)] can be thought of as a pair of maps
fl: I’A - I’B 9 f2: HaerAr[(b([a]ra [fla]r)] °

The map [)Z o f; is a choice map for the statement
VaerA.Jye B.¢([al,y) .

Therefore, in the logic of modest sets a weak version of the axiom of choice is valid. We say that a
relation p(x: A, y: B) is total when for all x € A there exists y € B such that p(x,y).

Theorem 3.6.2 (Intensional Choice Principle) For any relation ¢p(x: A,y: B),
VeeA.dyeB.¢(x,y) — Ife B YaerA.é(la],, fa) .

Proof. As we have just seen, a realizer for the left-hand side realizes a pair of maps (fi, f2),
and so its first component realizes the choice map [(J]” o f; for the right-hand side. The converse
is straightforward, as well. n

This choice principle is called “intensional” because a map f: rA — B can be thought of as an
intensional map A — B, i.e., the value of f at a point z € A depends on the particular realizer
a € rA of x.

In computable analysis intensional maps are inescapable. For example, a program which com-
putes a real number to a given precision is intensional. Another important instance of an intensional
map comes up in Gaussian elimination method for solving a system of linear equations, where the
pivot needs to be chosen from a list of real number which are not all zero. This can be done, but
only with an intensional choice map.

Intensional Choice implies the so-called Dependent Choice.

Theorem 3.6.3 (Dependent Choice) Let p(z:A,y:A) be a total relation and o € A. There
exists f: N — A such that fO =z and p(fn, f(n+1)) for alln € N.

Proof. Define the relation o(z: A,b:rA) to mean p(a,[b],). Then o is a total relation because
rB covers B and p is a total relation. By Intensional Choice there exists a choice map g: rA — rA
such that, for all a € rA, p([a]r, [ga],). There exists ag € rA such that z¢p = [ag],. Define a map
h: N — rA inductively by

h0O = aq , h(n+1)=g(hn) .

Finally, let fn = [An],. Now we have f0 = [h0] = [ag] = zo. For every n € N, p(fn, f(n+ 1)) is
equivalent to p([hn], [g(hn)]), which holds since ¢ is an intensional choice map. L]
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Realizers and Subspaces

We prove three propositions that are useful for computing representations of subspaces.

Proposition 3.6.4 A subspace {z € A | ¢(x)} is isomorphic to (3, r[d(x)])/~, where ~ is
defined by

<‘T7a> ~ <yab> ——Tr=Yy.
Proof. Both spaces, {z € A ’ ¢(x)} and (3,car[o()])/~ are quotients of Y-, ., 4r[é([alr)]:
{:U € A } ¢($)} = (ZaErAr[qs([a]r)])/%l )
(PCaearlo@)])/~ = (Xaerarlé(al)]) /~2
where, for all a,a’ € rA, b € r[¢([al,)], b € r[p([d'],)],
(a,b) =1 (d', V) « [a]r = [d]r
(a,b) 2 (d', V) « ([a]r, b) ~ ([d];, V) «— [a], = [a] .

Therefore, ~1 and =~ agree. n

Proposition 3.6.5 Suppose ¢p(x:A) is a proposition and F(z:A) is a dependent type, such that
there exist two families of maps {fz: rl¢(z)] — F(z) | v € A} and {go: F(z) — r[¢(z)] | x € A}.
Then

{redlo(@)} = (CenF(@)/~,
where (x,u) ~ (y,v) if, and only if, x = y.
Proof. Define the maps f: Y ar[¢p(z)] — > caF(x) and g: Y- 4 F(x) = > carlé(x)] by
f(ac,a) = <x7f:ta’> ) g(m,u) = <33,ng> :
By Proposition 3.6.4, the subspace {:U €A ‘ qb(x)} can we written as the quotient

{zeAlo()} = (Teearld(@))/~

where
(z,0) = (y,b) =— =1y .

The maps f and g preserve ~ and =, hence they induce a pair of maps f’: {l‘ cA | gb(w)} —
(YpeaF(@)/~and ¢': (X ,caF(x))/~— {z € A| ¢(2)}, and it is easy to check that f’ and ¢’

are inverses of each other. ]

The following proposition demonstrates how we can compute representations by using the re-
alizability operator.

Proposition 3.6.6 Suppose ¢(x: A,y:B,z:C) is a predicate. The subspace
{x cA ‘ VyEB.EIzEC.<Z>(:U,y,z)}
s isomorphic to the quotient
{{(z,f): Ax (rB—C)|VberB.g(x,[b], fb)}/~,
where (z, f) ~ (y,g) if, and only if, v = y.
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Proof. Compute:

r{(z,f): Ax (rB—C) |VberB.¢(z,[b], fb)} =

Z(a,g)erAXr(rBHC) F[Vb €rB. ¢([a] ) [
ZaErAder(rBHC) F[Vb erB. (b([a] 9 [b]f? [gb]r)]
Sacra B FEC™ VoerB . ¢([a]r, b, fb)] =
(

YoacratlVyeB.3ze€C . ¢([a]r,y,c)] =

r{:vEA’VyGB.ElzeC.qb(x,y,z)}.

The second to the last step follows from the Intensional Choice. Now it only remains to show that

taking the canonical quotient [[J], of the right-hand side agrees with taking the quotient of the
left-hand side by the equivalence relation [J], ~ [d];, which is an easy exercise.

r
r
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Chapter 4

Equilogical Spaces and Related
Categories

4.1 Equilogical Spaces

Equilogical spaces were defined by Dana Scott in 1996. The motivation was to have a category
with good closure properties, say complete, cocomplete and cartesian closed, that contained many
interesting and well known subcategories, such as topological spaces, domains, and PER models.
At the same time the category was supposed to be “easy to describe to the mathematician in the
street”. Equilogical spaces and equivariant maps between them can be explained as follows:

An equilogical space is a topological space with an equivalence relation.

An equivariant map is a continuous map that preserves the equivalence relations.

The original definition requires the spaces also to be Tp, but this is inessential. In this chapter we
limit attention just to countably based equilogical spaces, which are those equilogical spaces whose
underlying topological space is countably based and Tjy. Hence, by equilogical space we always
mean a countably based one.

The category of equilogical spaces Equ is a realizability model since it is equivalent to Mod(P).
In Subsection 4.1.2 we define effective equilogical spaces Equeg, which are equivalent to Mod(IP, IPy).
Even though Equ and Mod(P) are equivalent and we have developed a general theory of modest sets,
it is illuminating to explore equilogical spaces directly, rather than just apply the theory to Mod(P).
The advantage is that in Equ we avoid the details about the underlying PCA P, and think in terms
of topological spaces and continuous maps instead.

An interesting variation is to take equivalence relations on 0-dimensional countably based Tp-
spaces. These equilogical spaces are called 0-equilogical spaces. It turns out that the 0-equilogical
spaces form a cartesian closed category 0Equ. Moreover, 0Equ is equivalent to the category Mod(B).
Thus, with 0-equilogical we can circumvent the somewhat unpleasant technicalities of the second
Kleene algebra and replace them with arguments about O-dimensional spaces. This is further
explored in Section 4.2.
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4.1.1 Equilogical Spaces

Definition 4.1.1 An equilogical space X = (|X|,=x) is a countably based Ty-space | X| together
with an equivalence relation =x on X. If X and Y are equilogical spaces, a continuous map
f1X]| — Y] is equivariant when, for all z,y € | X]|,

r=xy= fx =y fy.
Two equivariant maps f, g: |X| — |Y| are equivalent, written f =x_,y ¢, when for all z,y € | X|
T=x Y= fr=y gy .

A morphism [f]: X — Y between equilogical spaces X and Y is an equivalence class of equivariant
maps. We say that an equivariant map f represents the morphism [f]. Composition of morphisms
is defined by [g] o [f] = [g o f]. The identity morphism on X is represented by the identity on | X]|.
The category of equilogical spaces and morphisms between them is denoted by Equ.

There are several equivalent versions of the category of equilogical spaces. The category PEqu
of partial equivalence relations on algebraic lattices is one of them.

Definition 4.1.2 An object A = (|A|,~4) of the category PEqu, also called an equilogical space,
is a countably based algebraic lattice |A| with a partial equivalence relation ~4 on |A|. If A and
B are equilogical spaces, a continuous map f: |A| — |B| is equivariant when for all z,y € |A]

r~ay = fr=pfy.
Two equivariant maps f,g: |A| — |B| are equivalent, written f ~4_,p g, when for all z,y € |A|
TRAY = fr=Bgy.

A morphism [f]: A — B between equilogical spaces A and B is an equivalence class of equivariant
maps.

If A = (|A],~4) is an equilogical space, we denote the domain of ~4 by ||A|, ie., ||[A] =
{z € |4] | TRA T

Theorem 4.1.3 The categories Equ, PEqu, PER(P), Mod(P), and Mod(V) are equivalent.

Proof. We specify the equivalences functors between the categories, and leave the proof that
they really are equivalences as exercise.

First we establish an equivalence between Equ and PER(P). Given an object P = (P,~p) €
PER(P), the corresponding equilogical space is the restriction RP = (||P||,~p), where ||P|| is the
domain of ~p equipped with the subspace topology inherited from P. A morphism [f]: P — @
is mapped to the restriction R[f] = [f[|p]. This defines a functor R: PER(P) — Equ. In the
other direction, suppose X is an equilogical space. By the Embedding Theorem there exists an
embedding ey : X < P. Define I X to be the partial equivalence relation (P,~x) determined by

exXT "X exy — T =x v,
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where z,y € | X|. Suppose X and Y are objects in Equ and [f]: X — Y is a morphism between
them. Think of | X| and |Y| as subspaces of P. By the Extension Theorem there exists a continuous
extension F': P — P of the map f: |X| — |Y|. Let I[f] be the morphism [F|: IX — IY. This
defines a functor I: Equ — PER(P). It is easy to check that functors R and I form an equivalence
of categories.

The categories PEqu and PER(IP) are equivalent because every A € PEqu is isomorphic to some
object in PER(P), since by the Embedding Theorem every countably based algebraic lattice |A| can
be embedded in P.

We already know from Section 1.2.1 that PER(P) and Mod(P) are equivalent. Lastly, the
categories Mod(P) and Mod(V) are equivalent by Theorem 1.4.11, because the PCAs P and V are
equivalent, which we proved in Subsection 1.4.5. =

For another characterization of equilogical spaces, as dense partial equivalence relations on
Scott domains, see Theorem 4.1.21.

Proposition 4.1.4 The category of equilogical spaces Equ has countable limits and colimits.

Proof. We need to show that Equ has countable products, equalizers, countable coproducts,
and coequalizers. The product of a countable family (X;);er of equilogical spaces is the equilogical
space X = [],c; Xi whose underlying topological space is the topological product

x| =T 1l
el
and the equivalence relation is the product of equivalence relations
(xi)ier =x Yi)ier <= Vi€l .z =x, yi .

The equalizer of morphisms [f],[g]: U — V is an morphism [e]: E — U where

|B| = {z € |[U|| fx=v gz}

=p is the restriction of =¢; to |F|, and e: |E| — |U| is the inclusion map.
The coproduct of a countable family (Y;)icr is the equilogical space Y = [[;.; Y; whose under-
lying topological space is the topological coproduct

Y| =T il

el
and the equivalence relation is the coproduct of equivalence relations
(i,2) =y (j,y) <= i=jand z =y, y .

The coequalizer of morphisms [f], [¢g]: U — V is a morphism [¢]: V — @ where |Q| = |V, and =g
is the least equivalence relation satisfying

Jue|U].(z=y fuand y =y gu) = =9 y .

The map ¢: |V| — |Q| is the identity map. Note that this does not mean that [¢] is the identity
morphism! [
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The category of equilogical spaces is not only cartesian closed, but also locally cartesian closed.
We know this already because any category of modest sets is locally cartesian closed. In Subsec-
tion 4.1.4 we will need an explicit description of dependent products in PEqu, so we give a proof
here.

Theorem 4.1.5 The category of equilogical spaces is cartesian closed and locally cartesian closed.

Proof. This proposition is most easily proved in PEqu. By Proposition 4.1.4 the category PEqu
has finite products. For A, B € PEqu the exponential B4 is the equilogical space B4 = ([|A| —
|B|],~a—p) where [|A| — |B|] is the algebraic lattice of continuous maps from |A| to |B|, and
~4_,p is defined by

frapg <= Va,yclA|l.(r=ay = fr=~pgy) .

The evaluation map [e]: BAx A — B is represented by the evaluation map e: [|A| — |B|]x|A| — | B]
for the underlying lattices. The verification that B really is an exponential is left as exercise.

Let I € PEqu be an equilogical space. As in any slice category, the terminal object in PEqu/I is
the identity map 1;: I — I. The slice PEqu/I has binary products because they are the pullbacks
in PEqu. More explicitly, the product of objects [a]: A — I and [b]: B — I is the morphism
[a®b]: A® B — I, where the underlying lattice of A ® B is |A ® B| = |A| x |B|, the partial
equivalence relation is defined by

(x,y) magp (2',y) <= z=a2"Ny=py Naxz =1 by,

and the morphism [a ® b] is represented by the map a ® b = a o fst = b o snd.

It remains to be shown that PEqu/I has exponentials. Let [b]: B — I and [¢]: C — I be two
objects in PEqu/I. The exponential (E, [e]) = (C,[c])Z") is defined as follows. The underlying
lattice of E is |E| = [|B| — |C|] x |I|, and the partial equivalence relation ~p is defined by

i~y j and
Ve,yel|ll| . (x=jyhbr=ri= fr=pgyAc(fx)=r1i) .
The morphism [e]: E — [ is represented by the canonical projection e = snd: [|B| — |C|]x|I| — |I|.

In the following we simplify notation by writing a in place of (A,[a]: A — I), and similarly for
other objects. To complete the proof, we define natural isomorphisms

ba,b,c: Hom(a ® b, c¢) — Hom(a, cb) ,
wa,b,c: Hom(a, Cb) - Hom((l ® b, C) .

Isomorphism ¢ is defined by

bapelf] = [Pz el|Al. (yelAl. f(z,y), ax)]

and its inverse 9 is

Yapelgl = [Ma,y) € |A] < |B. ((fst (g2)y)] -
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The following calculation shows that ¥ o ¢ = 1:

(00 0) ) w,y) = (WOAwe A]. (Az € |B]. f(w, 2), aw))) {z, )
— (fst (\z€|BI. f(z,2),az))y = f(z,y) -

Similarly, ¢ o) = 1:

(@o)g)z = (¢(Mw, z) €[A] x [B]. (fst (gw))z))x
= (A\y € |A]|. (fst (gx))y, ax) = (fst (gz), ax)
= (fst(gz),snd (gz)) = gz .

The verification that ¢ and ¢ are well defined and natural is left as exercise. [

Every countably based Tp-space X can be viewed as an equilogical space IX = (X, =x) where
=x is the identity relation on X. A continuous map f: X — Y determines a morphism [f =
[f]: IX — IY. This defines a functor I: wTop, — Equ which is obviously full and faithful.

Theorem 4.1.6 The inclusion I: wTopy — Equ is full and faithful, preserves limits, coproducts,
and all exponentials that exist in wTopy.

Proof. Only the claim that I preserves exponentials is not obvious. Suppose X,Y € wTop,
and the exponential YX exists in wTopy. It is well known that the underlying set of Y¥ is the
set of continuous maps from X to Y, and that the evaluation map e: YX x X — Y is the actual
evaluation e(f,z) = fx.

We verify directly that I(YX) is the exponential of /X and IX in Equ, with the evaluation
map [e]: I(YX) x IX — IY. Let A be an equilogical space and [f]: A x IX — IY a morphism.
Because f: |A| x X — Y is a continuous map there exists a continuous map f: |[A| — Y such
that for all a € |A| and x € X

e(fa.x) = (fa)r = f(a,x) .
Taking into account equivariance of f, we see that the map fis equivariant because a =4 b implies
that for all x € X

(fa)x:f(a,x) :f(b,l’) = (}Tb)x7

This means that the functions fa and fb are equal, as required. To see that the morphism [f]
is independent of the choice of the representative f, suppose g =axx_y f and let g: |[A] — yX
be the curried form of g. If a =4 b then (ga)r = g(a,z) = f(b,z) = (fb)x for all x € X, hence
g =a—1vx) f- We have now shown that for every morphism [f]: A x IX — IV there exists a

morphism [f]: A — I(Y) such that

[e] o ([f] x [1x]) = [/]

Suppose [g]: A — I(Y*) is also a morphism such that [e] o ([g] x [Lx]) = [f]. Then [g] coincides
with [f] because a =4 b implies that for all x € X

(ga)z = (eo (9 x 1x))(a,2) = f(a,z) = f(b,x) = (fb)z ,

therefore [g] = [f], which proves uniqueness of [f]. ]
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Note that in the above proof we never used the uniqueness of f, which suggests that weak
exponentials in wTop, might be related to exponentials in Equ. A weak exponential of spaces
X,Y € wTop is a space W € wTopy with a continuous evaluation map e: W x X — Y such that
for every A € wTop, and for every continuous map f: A x X — Y there exists a (not necessarily
unique!) continuous map f: A — W such that e(fa,z) = f(a,z) for alla € A and z € X.

Proposition 4.1.7 If A and B are equilogical spaces and V' € wTopy is a weak exponential of |A|
and | B| with an evaluation map e: V x |A| — |B|, then the exponential B4 in Equ is an equilogical
space W = (|W/|,=w) whose underlying space is the subspace |W| C V, defined by

Wi={feV|i=w/},
and where =y is the relation on V, defined by
f=wg < Va,d €|A|l.(a=4d = e(f,a) =pe(g,d)) .
The evaluation morphism is [e[jy]: W x A — B.

Proof. The relation =y is clearly symmetric and transitive on V', but it is not necessarily
reflexive. That is why we need to restrict the weak exponential V' to an appropriate subspace |[W|.
Let [f]: C x A — B be a morphism in Equ. Because f: |C| x |A| — |B] is a continuous map, there
exists f: |C| — V such that e(fe,a) = f(c,a) for all ¢ € |C| and a € |A]. It is easy to check that f
maps into |[W|. The map f is equivariant because ¢ =¢ ¢ and a =4 o’ implies

e(fe,a) = fle,a) =p f(c,a') = e(f,d') .

From this it follows that ¢ =¢ ¢ implies fe =w fc, hence f is equivariant. The “morphism
[f]: C — W does not depend on the choice of the representative f or the choice of f. Indeed,
suppose g =cx4-p f and ¢ is a weak curried form of g. If ¢ =¢ ¢ and a =4 a’ then

G(gc, CL) = g(C, CL) =B f(clv a’l) = e(fcl)a/) >

which means that ge = jc’ and s0 § =c_w [ The identity [e] o ([f] x 14) = [f] is obvious
because we even have eo (f x 14) = f. Uniqueness of [f] is easily proved. Suppose [h]: C' — W is
a morphism such that [e] o ([h] x 14) = [f]. If c =¢ ¢/ and a =4 a’ then

€(hc, CL) =B f(C, a) =B f(cl7a,) = e(fclv a/) .

Therefore ¢ =¢ ¢ implies he =y fc’ , which means that h =¢c_w f [

Let [O]: Equ — Top be the “quotient” functor which maps an equilogical space A to the
topological quotient [A] = |A|/=4, and a morphism [f]: A — B to the unique continuous map
[f]: QA — @B such that [f][x] = [fz] for all z € |A|. Here [z] is the equivalence class of z. Note
that [A] does not have to be countably based or a Ty-space.

An equilogical space which is isomorphic to a topological space is called a topological object. By
Theorem 1.3.4, topological objects are exactly the projective modest sets in Mod(PP).

Proposition 4.1.8 An equilogical space A is a topological object if, and only if, there exists an
equivariant retraction r: |A| — |A].
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Proof. Suppose A is isomorphic to a topological space X. Let [f]: A — X be an isomorphism
and let [g]: X — A be its inverse. Then r = g o f is the required retraction because fog = 1x.

Conversely, if r: |A| — |A]| is an equivariant retraction, then A is isomorphic to the image of
r. The image of r is a countably based Tp-space because it is a subspace of a countably based
To-space |A|. ]

Corollary 4.1.9 An equilogical space A is a topological object if, and only if, the quotient [A] is
a countably based Ty-space and the canonical projection q: |A| — [A] represents an isomorphism

[q): A — [A].

Proof. Suppose A is a topological object. By Proposition 4.1.8 there exists an equivariant
retraction r: |A| — |A|. Let R C |A| be the image of  and let s: [A] — R be defined by s[z] = rz.
It is clear that g[pos =14 and soq[p = 1g, so only continuity of s remains to be demonstrated.
Suppose U C R is an open subset of R. Then ¢*(s*(U)) = r*(U), which is an open subset of |A]
because r is continuous. It follows that s*(U) is open since ¢ is an open map. ]

4.1.2 Effective Equilogical Spaces

Countably based equilogical spaces correspond to the modest sets Mod(IP). Since the computability
predicate in Mod(P) is trivial Equ is not a suitable category for studying computability. We refine
the notion of equilogical spaces so that the resulting category of effective equilogical spaces corre-
spond to the modest sets Mod(P, Py). We do this by first defining effective topological spaces, and
then constructing the effective equilogical spaces as equivalence relations on effective topological
spaces.

Effective Topological Spaces

Recall that an enumeration operator f: P — P is computable when its graph I'f is an r.e. set.
By the Embedding Theorem, every countably based Ty-space X can be embedded in P, and every
continuous map ¢g: X — Y can be extended to an enumeration operator g: P — P, so that the
following diagram commutes:

X g

Y

P———P

The embeddings X ~— P and Y ~— P are determined by a choice of subbases for X and Y. Once
such subbases are chosen, we can define a computable continuous map g: X — Y to be a continuous
map for which there exists a computable enumeration operator g: P — P which makes the above
diagram commute. This idea gives the following definition of effective topological spaces.

Definition 4.1.10 An effective topological space is a pair (X, Sx) where X is a countably based
To-space and Sx: N — O(X) is an enumeration of a countable subbasis for X. A computable
continuous map f: (X,Sx) — (Y,Sy) is a continuous map f: X — Y for which there exists an
r.e. relation F' C Py x N such that:



112 Equilogical Spaces and Related Categories

1. F is monotone: x C y and F(z,m) implies F(y, m).
2. F approximates f: if F({ni,...,ng},m) then Sx(n1) N--- N Sx(ng) C f*(Sy(m)).

3. F converges to f: if ft € Sy(m) then there exists {ni,...,n;} € Py such that ¢t € Sx(ni) N
- N Sx(ng) and F({ni,...,ng},m).

The relation F' is called an r.e. realizer for f. We also say that F' tracks f. The category of effective
topological spaces and computable continuous maps is denoted by Topg.

Note that in the above definition the empty set is allowed as a subbasic open set. We often
simplify notation and denote an effective topological space (X, Sx) by X. The category Topgs is
well-defined. The identity morphism 1x: (X, Sx) — (X, Sx) is the identity function 1x: X — X
which has an r.e. realizer Iy, defined by

IX({nl,...,nk},m) — me{nl,...,nk} .

The composition of computable maps f: X — Y and ¢g: Y — Z is again a computable map
go f: X — Z because it has an r.e. realizer H defined by

H(z,n) < HyGIF’O.(G(y,n)/\ /\ F(:c,m)),

mey

where F' and G are r.e. realizers for f and g, respectively.

The monotonicity condition in Definition 4.1.10 is redundant, for if F' is an r.e. relation that
satisfies the second and the third condition, then we can recover monotonicity by defining a new
relation F’ by

Fl(z,n) < \/ F(y,n),
yCuw

It is easy to see that F” satisfies all three conditions and realizes the same function as f.
The singleton space 1 = {*} is an effective space with the subbase Sin = {x}. We can use it to
define computability of points as follows.

Definition 4.1.11 A point ¢ € X of an effective space (X, Sx) is computable when the continuous
map 1 — X, defined by x — t, is computable.

This definition amounts to saying that a point ¢ € X is computable when the set of indices of
its subbasic open neighborhoods {n eN ‘ te an} isr.e.
The algebraic lattice IP is an effective space with the subbasis Sp given by

Se(n) = T{n},

where finset: N — Pj is a standard enumeration of finite elements of P. We also pick a particular
subbase for the algebraic lattice PP of enumeration operators, namely

SIP’JP(<mv TL>) = TStepfinsetm,{n} :
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The coding functions ((J,0) and finset are described in Subsection 1.1.3, and the step function
step, , is defined by

y ifzCz,
ste z) = z,y €P
pa:,y( ) {@ otherwise . @y 0)

It is easily checked that with this choice of subbases for P and P, the computable continuous
maps P — P are exactly the r.e. enumeration operators, the evaluation map e: P x P — P is
computable, and so are the pairing function ((J,00): P x P — P, the graph function I': PP — P,
and the retraction A: P — PF.

Next, we prove effective versions of the Embedding and Extension Theorems.

Theorem 4.1.12 (Effective Embedding Theorem) Every effective topological space can be ef-
fectively embedded into P.

Proof. Let (X, Sx) be an effective topological space. We show that the embedding e: X — P,
defined in the proof of the Embedding Theorem 1.1.2 by

et:{neN}tESX(n)} ,
is a computable map. It has an r.e. realizer F defined by
E({ng,...,ng},m) <= m e {ng,...,ng} .
This is obviously an r.e. relation which is monotone in the first argument. Clearly,
E({no,...,nk},m) = Sx(no) N--- N Sz(ng) C e*(Tm) = Sx(m) .

Suppose et € T{m}. Then t € Sx(m), and E({m},m). Therefore, e is a computable map because
it satisfies all three conditions from Definition 4.1.10. L]

Theorem 4.1.13 (Effective Extension Theorem) Let X and Y be effective topological spaces
and f: X — Y a computable map between them. Then there exists a computable map f: P — P
such that the following diagram commutes:

The maps ex and ey are the computable embeddings defined in the Theorem 4.1.12.
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Proof. Let F be an r.e. realizer for f. We define the map f: P — P by defining its graph to
be F, i.e., _
m € f({no,...,ni}) <= F({ng,...,nx},m).
All we have to show is that this choice of f makes the diagram commute. For any ¢t € X,

flext)
= {mEN | Hno,...,nkEN.(tESx(no) M- ﬂSX(nk)/\F({no,...,nk},m))}
={meN| fteSy(m)} =ey(ft).

The second set in the above sequence of equalities is contained in the third set because f satisfies
the third condition of Definition 4.1.10. The reverse inclusion follows from the second condition
for f. =

Theorem 4.1.14 The category of effective topological spaces has finite limits, finite coproducts,
and weak exponentials.

Proof. We need to show that Top.4 has a terminal object, binary products, equalizers, an initial
object, binary coproducts, and weak exponentials. The proof is the same as for the category of
topological spaces, except that we just have to find appropriate subbases so that the continuous
maps occurring in these constructions have r.e. realizers.

The terminal object is the one-point space 1 = ({x},S1) with the subbasis S1(n) = {x}.

The product of (X, Sx) and (Y, Sy) is the effective space (X x Y, Sxxy) with the subbasis

SXXy(<m,'I”L>) = Sx(m) X Sy(n) .

It is easily checked that the projection maps fst: X xY — X and snd: X XY — Y are computable.
Given computable maps f: Z — X and g: Z — Y, the map (f,g): Z — X x Y is computable
because it has an r.e. realizer H defined by

H(z,(m,n)) <= F(zx,m)A\G(z,n).

where F' and G are r.e. realizers for f and g, respectively.
If (Y, Sy) is an effective space and X C Y is a subspace of Y, then the induced effective subspace
(X, Sx) has the subbasis
Sx(n) = Sy(n) nx.

The equalizer of computable maps f,g: Y — Z is the effective subspace F = {t ey ‘ ft= gt}
with the inclusion map e: X — Y which is computable because it has an r.e. realizer I defined by

E(z,m) <= mecux.

Given any computable map k: X — Y with an r.e. realizer K such that f o h = g o h, the unique
map k': X — E for which k = i o k' is computable because it is realized by K.

The initial object is the empty space 0 = (), Sp) with the subbasis Sp(n) = 0.

The coproduct of (X, Sx) and (Y, Sy) is the effective space (X + Y, Sx+y) with the subbasis

Sx1v(2n) = Sx(n) ,
Sx+y(2n + 1) = Sy(n) .
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It is easily checked that the inclusion maps tg: X — X +Y and ¢1: Y — X 4+ Y are computable.
Given computable maps f: X — Z and g: Y — Z, the map f+g: X +Y — Z is computable
because it has an r.e. realizer H defined by

H(z,m) < F({n|2nez} m)AG({n|2n+1€z},m),

where F' and G are r.e. realizers for f and g, respectively.
Finally, a weak exponential (W, Sy) of effective spaces (X, Sx) and (Y,Sy) is the effective
subspace W C PP given by

W = {f e PP |Vte X . (fext) €€Y(Y))} )

where ex: X — Pand ey: Y — P are the embeddings determined by Sx and Sy, respectively, and
ey (Y) C P is the image of Y in P. In other words, W is the space of those enumeration operators
which restrict to continuous maps between the (images of) spaces X and Y. Since the evaluation
map e: PP x P — P is computable, its restriction to W x X — Y is computable as well, via the
same r.e. realizer. Similarly, if f: Z x X — Y is an computable map, it has a computable weak
curried form f : Z — W because currying is A-definable. m

Effective Equilogical Spaces

With a notion of effective topological spaces at hand, we can define the effective equilogical spaces
just like the ordinary ones, except that we replace topological spaces and continuous maps by their
effective versions.

Definition 4.1.15 An effective equilogical space A = (|A|,=4,S4) is an effective topological space
(JA|,S4) together with an equivalence relation =4 on |A|. Two computable equivariant maps
fyg: |A| — |B| are equivalent when they map related elements to related elements. A morphism
[f]: A — B between effective equilogical spaces is an equivalence class of computable equivariant
maps. The category of effective equilogical spaces and morphisms between them is denoted by

Equeg-

We check that we got the definition right by proving that Equg is equivalent to Mod (P, Py), as
we originally intended it to be.

Proposition 4.1.16 The categories Mod(IP,IP4), PER(PP,IPy), and Equeg are equivalent.

Proof. We show equivalence of PER(P,P;) and Equgg. First, we define an equivalence functor
R: PER(P,P;) — Equg as follows. Given an effective partial equivalence relation P = (P,~p) €
PER(PP,IPy), let RP = (||P||,Sp,~p) be the effective equilogical space whose underlying effective
topological space is the domain ||P|| of ~p, considered as an effective subspace of P. A morphism
[f]: P — Q is mapped by R to the morphism R[f] = [f[|p], where f[p is the restriction of f
to ||P[|. The map f[|py is obviously equivariant. Its r.e. realizer is the graph of the enumeration
operator f.

Next we define a functor I: Eques — PER(P,P;). Given an effective equilogical space A =
(|A],Sa,=4), let ea: |A| — P be the embedding from the Effective Embedding Theorem 4.1.12,
and let A be the partial equivalence relation on P defined by

rRay < JtyelA|l. (z=eatANy=esuNt=4u) .
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A computable map [f]: A — B is mapped to the morphism I[f] = [f]: IA — IB, where f: P — P
is an effective extension of f, which exists by the Effective Extension Theorem 4.1.13. It is obvious
that such an extension is equivariant, and that the morphism [f] does not depend on the choice
of f. We leave the easy proof that I and R constitute an equivalence of categories as an exercise.

The basic constructions in the category Equ., such as products, coproducts, limits, colimits,
and exponentials, are the same as those in Equ. The reason for this is that all the morphisms
needed in these constructions in Equ, such as the projection maps, are built up using A-calculus
and are thus automatically computable. It is useful to describe exponentials in Equ. directly in
terms of effective weak exponentials in Topgg.

Proposition 4.1.17 If A and B are effective equilogical spaces and V is an effective weak expo-
nential of |A| and | B| with an evaluation map e: V x |A| — | B|, then the exponential B in Equyg is
an effective equilogical space W = (|W|, Sjw|, =w ) whose underlying space is the effective subspace
wlicVv,

W={feV|f=wf},

where =y is the partial equivalence relation on V', defined by
f=wg < Va,d €|A|.(a=ad = e(f,a) =pe(g,d)) .
The evaluation morphism is [e[y]: W x A — B.

Proof. The proof is analogous to the proof of Proposition 4.1.7, just replace the topological
spaces with their effective versions. u

We conclude this section with the definition of a ‘sharp’ operator, #: Equys — Equeg. The
basic idea is that the elements of #A are the computable elements of #A.

Definition 4.1.18 The sharp operator #: PER(P,Py) — PER(IP,P;) is a functor defined as follows.
If P € Mod(P,Py) then #P is the equivalence relation ~p N (Py x Py), that is,

rRupy < r~pyandr,yelP;.

If [f]: P — R is a morphism represented by a computable enumeration operator f: P — P, then
#[f] = [f] is the morphism represented by the same operator.

The action of # on morphisms is well-defined because a computable enumeration operator
applied to an r.e. set yields an r.e set. The same functor can be defined equivalently on Equ. as
follows. If A € Equy then the underlying space |#A| is

[#A|={te|Al| {neN|teS,} P} C|A],

the subbasis Sy 4 is
Sypa(n) = Sa(n) N |#A[,

and the equivalence relation =44 is the restriction of =4 to [#A|. If [f]: A — B is a morphism
in Equeg, then #[f] is the restriction #[f] = [f[|44)]. This is well defined because f[|4 | has the
same r.e. realizer as f.

Note that #A is a subobject of A, and that # is idempotent, which means # o # = #. In
other words, # is a comonad on Equ.s whose counit e: # = 1 at A is the inclusion #A — A,
and comultiplication p: # = #2 at A is the identity map pus = 14.
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4.1.3 Effectively Presented Domains as a Subcategory of Equ

An effectively presented domain (D, b) is a countably based continuous domain D with an enumer-
ation of a countable basis by, by, b, ... such that the relation b, < by, is r.e. in (n,m) € N x N.
A continuous function f: D — E between effectively presented domains (D, b) and (F,c) is com-
putable if the relation ¢, < fb, is r.e. in (n,m) € N x N. Note that the requirement that the way
below relation < be r.e. on the basis elements is equivalent to the requirement that the identity
function on the domain be computable.

Let CDomegr be the category of effectively presented domains and computable functions between
them. Effectively presented domains have been used successfully both in denotational semantics of
programming languages and as computational models of structures from mainstream mathemat-
ics [Eda97, Eda95, Eda96, Esc97, EH98, ES99b, ES99a]. We show that computability in CDome
agrees with that of Equ.gs because CDomegr is a full subcategory of Topgg.

Lemma 4.1.19 Let f: D — E be a continuous function between continuous domains D and E.
Suppose by, by, ... is a basis for D, and cg,cq1, ... is a basis for E. If ¢, < ft for somet € D and
m € N then there exists n € N such that b, < t and ¢, < fby,.

Proof. Proof by contradiction: suppose that ¢, <« fb, for all b, < t. Then the directed set
{ fbon ‘ b, < t} is a subset of the closed set E \ {u ek ’ cm K u}, therefore also its supremum ft
is in the set, which means that ¢, < ft. =

Theorem 4.1.20 The category CDomeg embeds fully and faithfully into the category Topeg-

Proof. An effectively presented domain (D, b) can be viewed as an effective topological space
(D, Sp) where Sp is the topological basis for the Scott topology on D, defined by

Sp(n)={teD|b, <t} .

Suppose f: (D,b) — (E,c) is a computable map, in the sense of effectively presented domains. We
need to show that it has an r.e. realizer F', in the sense of effective topological spaces. Define F' by

F({no,...,ng},m) <= cm < fbpg A+ N <K fby, .

We show that F' approximates f and converges to f. Note that F' is not monotone in the first
argument, but that is not a problem, as was explained in the remark following Definition 4.1.10.
The second condition is satisfied because of the following chain of implications:

F({no,...,nk} ,m) = cm < fbpg A+ Ay <K fbp,
= fbp, € SE(m) A --- A fby, € Sp(m)
= by, € f*(Sp(m))A---ANby, € f*(Sg(m))
= Sp(no) C f*(Se(m)) A--- A Sp(ng) € f*(Se(m))
= Sp(ng) N---N Sp(ng) C f*(Se(m)) .

Suppose ft € Sg(m). Then ¢, < ft and by Lemma 4.1.19 there exists n € N such that b,, < t and
¢m < fby. This means that ¢t € Sp(n) and F({n},m), therefore the third condition is satisfied as
well. Therefore, F' is an r.e. realizer for f.
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Conversely, suppose f: D — E has an r.e. realizer, in the sense of effective topological spaces.
We need to show that the relation ¢, < fb, is r.e. in (m,n) € N x N. The statement ¢, < fb, is
equivalent to the following statements:

em K fby, <= fb, € Sp(m)
<= dng,...,ny €N. (b, € Sp(ng) N---N Sp(nk) A F({nog,...,nx},m))
< dng,...,np EN.(bp, K by A+ Aby, < by ANF({no,...,ng},m)) .

The last line is an r.e. relation in (m,n) € N x N, therefore f is a computable map, in the sense of
effectively presented domains. =

4.1.4 Domains with Totality as a Subcategory of Equilogical Spaces

In this section we study the relationship between equilogical spaces and totality for domains, as
developed and studied by Normann, Berger, and others [Ber93, Sch96, Ber97a, Nor98a, Plo98].
Berger [Ber00] can serve as motivation and overview of the topic of totality. The main result of
this section is a “goodness of fit” theorem which show that, in a precise sense, equilogical spaces
are a generalization of dense and codense totalities on domains. We prove that dense and codense
totalities on domains form a cartesian closed subcategory of Equ. An important consequence of this
result is that the Kleene-Kreisel countable functionals of finite type [Kle59] arise in Equ by repeated
exponentiation of the natural numbers object N. We then generalize these results to continuous
functionals of dependent types. As another consequence we obtain a generalization of Markov’s
principle for equilogical spaces.

For the purposes of this section it is convenient to take equilogical spaces as partial equivalence
relations on algebraic lattices. Thus, we work with the category PEqu, which was defined in
Definition 4.1.2.

Domains with Totality

A Scott domain (D, <) is a countably based, algebraic consistently-complete, directed-complete,
partially ordered set with a least element.! We may view domains as topological spaces with their
Scott topologies. Let wDom be the category of Scott domains and continuous functions. We refer
to Scott domains simply as “domains”. Domains can also be considered as topologically closed
non-empty subsets of countably based algebraic lattices. Thus wALat, the category of countably
based algebraic lattices and continuous maps, is a full subcategory of wDom. Additionally wDom
is a cartesian closed category, and wAlLat is a full cartesian closed subcategory of wDom. A domain
becomes an algebraic lattice if a “top” element is added to the poset. This construction produces
a functor which, however, is not a reflection and it does not preserve the ccc-structure.

The following definitions are taken from Berger [Ber93|. A subset M C D is dense if it is dense
in the topological sense, i.e., the closure of M is D. We write x T y when elements z,y € D are
bounded, and = ¥y when they are unbounded. A finite subset {xq,...,z;} C D is separable when
there exist open subsets Uy, ...,U, C D such that zg € Uy,...,zp € U, and Uy N --- N Uy = 0.
We say that Uy,...,Us separate xg,...,x. It is easily seen that a finite set is separable if, and

'For background material on domain theory we suggest [SHLG94] or [AC98].
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only if, it is unbounded. A family of open sets U is separating when it separates every separable
finite set, i.e., for every separable {xq,...,z;} C D there exist members of U that separate it.
The Boolean domain B is the flat domain for the Boolean values 1 and 0. A partial continuous
predicate (pcp) on a domain D is a continuous function p: D — B, . The function-space domain
D — B, is denoted by pcp(D). With each pcp p we associate two disjoint open sets by inverse
images:
pt=p7({1}) and  p~ =p '({0}).
A subset P C pep(D) is separating when the corresponding family {pJr ‘ peP } is separating.
Given a set M C D let

Ep(M) = {p e pep(D) | Vz € M.p(z) # L} .

A set M is codense in D when the family Ep(M) is separating. An element x € D is said to be
codense when the singleton {z} is codense in D. Every element of a codense set is codense, but not
every set of codense elements is codense. If M C D is a codense set then the consistency relation T
is an equivalence relation on M. Thus, a codense set M C D can be viewed as a domain D together
with a partial equivalence relation T;s, which is just the relation T restricted to M.

A totality on a domain, in the sense of Berger [Ber93], is a dense and codense subset of a
domain. Note that in the original paper by Berger [Ber93] codense sets are called total. Here we
are using the newer terminology of Berger [Ber97a]. We use the following notation for totalities on
domains. A totality on a domain is a pair D = (||D||,|D|) where |D| is a domain and ||D|| C |D|
is a totality on |D|. The consistency relation restricted to ||D|| is denoted by Tp.

Given totalities D and FE, it is easily seen that the set ||D|| x ||E] is again a totality on the
domain |D| x |E|. Similarly, by the Density Theorem in Berger [Ber93] the set

ID— Ell={feD—E|£(DI) CIEI}

is a totality on the function-space domain D — FE. This idea of totality generalizes the simple-
minded connection between total and partial functions using flat domains. If A is any set, let A
be the flat domain obtained by adding a bottom element. Then A itself is a totality on A, and the
total set-theoretic functions A — B correspond to (equivalence classes) of functions in |4 — B]|
considered as elements of A| — B].

Let PER(wDom) be the category formed just like PEqu except that domains are used instead
of algebraic lattices, i.e., an object of PER(wDom) is a pair (D,~p) where D is a domain and
~p is a partial equivalence relation on D. The category PER(wDom) is cartesian closed, and for
D, E € PER(wDom) we choose the canonical product and exponential D x E and D — E whose
underlying domains are the standard product and exponential in wDom, and the partial equivalence
relations are defined by

(z1,y1) =DxE (T2,Y2) <= x1 =p T2 AY1 RE Y2 ,
[~p_gg < Vo,ycD.(x~py = fr=Eggy) .

We say that a partial equivalence relation ~p on a domain D is dense when its support dom(xp
) = {:B eD } T ~p x} is a dense subset of D. Because every algebraic lattice is a domain, PEqu is
a full subcategory of PER(wDom). The top-adding functor

T: PER(wDom) — PEqu
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maps an object (D,~p) € PER(wDom) to the object
TD = (DU{T},~p)

where D U {T} is the algebraic lattice obtained from the underlying domain of D by attaching
a compact top element. The functor 7" maps a morphism [f]: D — FE to the morphism T'[f]
represented by the map

rpemie $22T
T ifx=T.

The top-adding functor is a product-preserving reflection, hence PEqu is an exponential ideal and
a sub-ccc of PER(wDom).

In the category wDom it is not the case that every continuous map f: D’ — E defined on an
arbitrary non-empty subset D’ C D has a continuous extension to the whole domain D. Because of
this fact the category PER(wDom) has certain undesirable properties. However, it is true that every
continuous map defined on a dense subset has a continuous extension; this is an easy consequence
of the Extension Theorem and the fact that a domain becomes an algebraic lattice when a top
element is added to it. These observations suggest that we should consider only the dense partial
equivalence relations on domains.

Let DPER(wDom) be the full subcategory of PER(wDom) whose partial equivalence relations are
either dense or empty. We are including the empty equivalence relation here because the only map
from an empty subset always has a continuous extension. The objects whose partial equivalence
relations are empty are exactly the initial objects of DPER(wDom). We have the following theorem.

Theorem 4.1.21 DPER(wDom) and PEqu are equivalent.
Proof. In one direction, the equivalence is established by the top-adding functor
T: DPER(wDom) — PEqu .

In the other direction, the equivalence functor K: PEqu — DPER(wDom) is defined as follows. For
an initial object A = (|A[,0), define KA = A. Otherwise, let K map an object A € PEqu to the
object KA whose underlying domain is the set | A| = dom(=4), which is the topological closure
of dom(=4) in |A|, equipped with the subspace topology. The partial equivalence relation for K A
is just ~24 restricted to |KKA|. The functor K maps a morphism [f]: A — B to the morphism
represented by the restriction f [z 4. Here we assume that the morphism from an initial object
A = (|A],0) is represented by the constant map f: x — L. If A is initial, K[f] is obviously well
defined. When A is not initial, K[f] is well defined because continuity of f implies that

f(IKA]) = fi(dom(~4)) C fi(dom(~4)) € dom(~p) = |KB| .

It is easily checked that K and T establish an equivalence between PEqu and DPER(wDom). =
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We would like to represent domains with totality as equilogical spaces. If D = (||D||,|D]) is a
domain with totality, let (|D|,Tp) be the object of PER(wDom) whose underlying domain is |D|
and the partial equivalence relation is Tp, the consistency relation restricted to || D||. This identifies
domains with totality as objects of DPER(wDom). The following result shows that the morphisms
of DPER(wDom) are the right ones, because the cartesian closed structure of DPER(wDom) agrees
with the formation of products and function-space objects with totality.

Theorem 4.1.22 Let D and E be domains with totality. Then in DPER(wDom)

(ID[,1p) x (|1E], TE) = (ID| X |E|, TDxE)
(1D, 1p) = (IE[,Te) = (ID| — |E[, Tp—E) -

Proof. Here it is understood that the product (D, ~p)x (E,~pg) and the exponential (D,~p) —
(E,~g) are the canonical ones for PER(wDom). They are objects in DPER(wDom) by the Density
Theorem in Berger [Ber93]. The first equality follows from the observation that (z1,y1) T (z2,y2)
if, and only if, 1 T 22 and y1 T y2. Let X = (D,~p) — (E,~g) and Y = (D — E,~y n))-
Objects X and Y have the same underlying domains, so we only have to show that the two partial
equivalence relations coincide. The partial equivalence relation on X is

fixg < f,ge(M,N)andVz,y e M.(z Ty = fz 1 gy).

Suppose f 1x g. Then f,g € (M, N) and it remains to be shown that f T g. For every z € M,
since x Tz and f Tx g, fx 1 gz, thus by Lemma 7 in Berger [Ber93| f and g are inseparable,
which is equivalent to them being bounded. Conversely, suppose f,g € (M, N) and f 1 g. For every
x,y € M such that = 1 y, it follows that fz T gy because fx < (fVg)(xVy) and gy < (fVg)(zVy).
This means that f Tx g. n

The Kleene-Kreisel Countable Functionals

The category PEqu is a full sub-ccc of PER(wDom). Since DPER(wDom) is a full subcategory of
PER(wDom) and is equivalent to PEqu, it is a full sub-ccc of PER(wDom) as well. Theorem 4.1.22
states that, for any totalities D and E , the exponential (|D|,Tp) — (|E|, Tg) coincides with the
object (|D| — [E|,T|p—g|). We may use this to show that in PEqu the countable functionals of
finite types arise as iterated function spaces of the natural numbers object. For simplicity we only
concentrate on pure finite types ¢, t — ¢, (¢t — ¢t) — ¢, ...and skip the details of how to extend this
to the full hierarchy of finite types generated by ¢, 0, X, and —.
The natural numbers object in DPER(wDom) is the object

No= (NL,Tny)

whose underlying domain is the flat domain of natural numbers N; = N U {L} and the par-
tial equivalence relation Ty, is the restriction of identity to N. Define the hierarchy N, No,...
inductively by

Nj_|_1 = Nj — Np
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where the arrow is formed in DPER(wDom). By Theorem 4.1.22; this hierarchy is contained in
DPER(wDom) and corresponds exactly to Ershov’s and Berger’s construction of countable func-
tionals of pure finite types. It is well known that the equivalence classes of N; correspond nat-
urally to the original Kleene-Kreisel countable functionals of pure type j, see Berger [Ber93| or
Ershov [Ers77].

In PEqu the natural numbers object is

My = (N 1,Tmp)s

where N 7 = N U {L, T} is the algebraic lattice of flat natural numbers with bottom and top,
and Tpy, is the restriction of identity to N. The iterated function spaces Mj, My, ... are defined
inductively by

M; = M;_1 — My.

The hierarchies Ny, N1,... and My, My, ... correspond to each other in view of the equivalence
between DPER(wDom) and PEqu, because they are both built from the natural numbers object
by iterated use of exponentiation, hence the equivalence classes of M; correspond naturally to the
Kleene-Kreisel countable functionals of pure type j.

Totality on Domains for Dependent Types

We now generalize the results about the relationship between domains with totality and equilogical
spaces to dependent type hierarchies. As we have shown, dense and codense totalities on Scott
domains form a sub-ccc of equilogical spaces. Berger [Ber97a] extended the theory of totality for
domains to dependent sums and products. We show that his constructions agree with the locally
cartesian closed structure of equilogical spaces.

First we give a brief overview of the rather technical theorems and proofs that follow. We do
not provide any proofs or references for the claims made in this overview, because they are repeated
in more detail in the rest of the section. Berger [Ber97a, Ber97b] contains material on totalities for
parameterizations on domains.

Let F' = (|F|,||F||) be a dense, codense and consistent totality on D = (|D|, ||D||), i.e., (|F|,|D])
is a consistent parameterization on the domain |D|, ||D|| C |D| is a dense and codense totality on
|D|, and (||D]|, ||F||) is a dense and codense dependent totality for |F|. We can explain the main
point of the proof that the dependent types in domains with totality agree with dependent types
in equilogical spaces by looking at how the dependent products are constructed in both setting. In
the domain-theoretic setting a total element of the dependent product P = II(D, F’) is a continuous
map f = (f1, f2): |D| — |X(D, F)| that maps total elements to total elements and satisfies for all
ve D]

fix=x.

In PEqu a total element of the dependent product @ =[], F' is a continuous map
9= {g1,92): ID|" — [2(D, F)|"
that preserves the partial equivalence relations and satisfies for all = € || D]||

g1z Tpx.
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Here Tp is the consistency relation on domain |D], restricted to the totality || D||. In order to prove
that P and @ are isomorphic we need to be able to translate an element f € ||P]| to one in ||Q],
and vice versa. It is easy enough to translate f € ||P|| since we can just use f itself again. This
is so because fiz = z implies fiz Tp x. However, given a g € ||Q|], it is not obvious how to get
a corresponding function in || P||. We need a way of continuously transporting ‘level’ | F(g1z)]| to
‘level’ | Fz||. In other words, we need a continuous map ¢ such that whenever z,y € || D||, = T v,
and u € ||Fy|| then t(y,x)u € ||Fz| and (z,t(y,z)u) T (y,u) in |2(D, F')|. Given such a map ¢, the
element of || P|| corresponding to g € ||Q|| is the map

T (2, t(g17, ) (g27)).

The theory of totality for parameterizations on domains provides exactly what we need. Every
consistent parameterization F' has a transporter t, which has the desired properties. In addition,
we must also require that the parameterization F' be natural, which guarantees that ¢(y, z) maps
|F'y|| to ||Fx| whenever z and y are total and consistent. Berger [Ber97a] used the naturality
conditions for dependent totalities to show that the consistency relation coincides with extensional
equality. As equality of functions in equilogical spaces is defined extensionally, it is not surprising
that naturality is needed in order to show the correspondence between the equilogical and domain-
theoretic settings.

We explicitly describe the locally cartesian closed structure of PEqu. Let the support of an
equilogical space A be the set
|4 = {2 € 4] | & ~a 2}

Let r: J — I be a morphism in PEqu. The pullback along r* is the functor
r*: PEqu/I — PEqu/J
that maps an object a: A — I over I to an object r*: r*A — J over J, as in the pullback diagram

r*A
_l

A

r*a a

J

- 1

The pullback functor r* has left and right adjoints. The left adjoint is the dependent sum along r
>, PEqu/J — PEqu/I

that maps an object b: B — J over J to the the object > b =1ro0b: B — I over I. The right
adjoint to the pullback functor r* is the dependent product along r

IL,: PEqu/J — PEqu/I,

defined as follows. Let b: B — J be an object in the slice over J. Let ~ be a partial equivalence
relation on the algebraic lattice |I| x (|J| — |B|) defined by

(i, f) ~ (@' f7)
if and only if
irr i AV, L] (50§ Ar(G) =i = f(§) =B /(") AB(£(5)) =1 J)
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The dependent product [], b is the object (][], b|,~), where
LI ol = U< (|| = |B]) - (4.1)

The map [1,b: [[, b — I is the obvious projection (i, f) — 1.
We define the ‘top’ functor " : wDom — wALat by setting D' to be the domain D with a new
compact top element added to it. Given a map f: D — E, let f7: DT — ET be defined by

Flo— fx ifx#Tp
Tg ifx=Tp.

It is is easily checked that f is a continuous map. We are going to use the following two lemmas
and corollary later on.

Lemma 4.1.23 Let C, D, and E be Scott domains and f: C — (D — ET) a continuous map.
Then the map f': C — (D" — ET), defined by

v Jfry ify#F To
[y = )
T fy=Tp
s also continuous.
Proof. We prove the equivalent claim that if f: C x D — E is continuous then f': Cx DT —
ET, defined by
fley) ify#Tp
fa,y) = :
TE if Yy = TD
is also continuous. First observe that if V' C C' x D is an open subset then V U (C x {Tp}) is an
open subset of C' x DT. Hence, if U C ET is a non-empty open set then Tg € U and so the inverse
image of U is
fHU) = fFUN{TED U(Cx{Th}),

which is an open set. u

Corollary 4.1.24 Let D, and E be Scott domains and f: D — ET a continuous map. Then the
map f': DT — ET defined by
= {fy ify#To
Te fy=Tp

18 also continuous.

Proof. Apply Lemma 4.1.23 with C = {_L}. [
Lemma 4.1.25 Suppose D and E are Scott domains, S C D is an open subset, and f: D\S — ET
is a continuous map from the Scott domain D \ S to the algebraic lattice ET. Then the map

f': D — ET defined by

, {fa: ifedS
fle= .
Tg ifzes

1s also continuous.
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Proof. Suppose U C E is a non-empty open subset. Its inverse image is
ffU)=fous.
Because f*(U) is an open subset of D \ S there exists an open subset V' C D such that f*(U) =
V N (D\S). Now it is clear that f*(U) is open in D because it is equal to V U S. L]

Recall that to each dense and codense totality D we assigned an equilogical space

QD = (|D|",1p) (4.2)

where Tp is the consistency relation restricted to the totality ||D||, i.e., z Tp v if, and only if,
z,y € [|D][ Az Ty.

Dependent Totalities for Domains

The following is a summary of totality for dependent types, as presented in Berger [Ber97al.
A parameterization on a domain |D| is a co-continuous functor F': |D| — wDom® from |D],
viewed as a category, to the category wDom®P of Scott domains and good embeddings. Recall
from [Ber97a] that an embedding-projection pair is good when the projection preserves arbitrary
suprema. Whenever x,y € |D|, + < y, there is an embedding F(z < y)*: Fx — Fy and a
projection F(x <y)~: Fy — Fx. We abbreviate these as follows, for v € Fz and v € Fy:

ubl = F(z < y)*(u),
v = Flz <y)”(v) .

A parameterization F on |D| is consistent when it has a transporter. A transporter is a continuous
map ¢ such that for every z,y € |D|, t(z,y) is a map from Fx to F'y, satisfying:

(1) if z <y then F(x <y)t <t(z,y) and F(z <y)~ < t(y,x),
(2) t(x,y) is strict,

(3) t(y,2) ot(x,y) < t(z,2).

Let D be a totality. A dependent totality on D is a pair F' = (|F|,||F||) where |F|: |D| —
wDom® is a parameterization and (|| D], ||F'||) is a totality for the parameterization (|D|, |F|). Just
like for totalities on domains, there are notions of dense and codense dependent totalities. See
Berger [Ber97a] for definitions of these and also for definitions of dependent sum (D, F) and
dependent product I1(D, F'). From now on we only consider dense and codense dependent totalities
on consistent parameterizations.

A dependent totality F' on D is natural if || D|| is upward closed in |D|, ||Fx|| is upward closed
in |Fz| for all z € || D||, and whenever z <y € ||D|| then

Vove|Fy|. (v € |Fyl| <= v € ”F.CL‘H) .
Note that the above condition implies

Vu6|F:U|.(u6 |Fz| < ul ¢ prn) :

Lemma 4.1.26 Let F' be a natural dependent totality on D. Since F' is consistent, it has a trans-
portert. Let x,y € |D||, z Ty, and u € ||Fy||. Then t(y,z)u € ||Fz| and (y,u) T (z,t(y,x)u) in
1%(D, F)|.
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Proof. By naturality of F' we have (u[xvy])[x] € ||Fx||, and since
(W™D < ta vy, 2)(Hy, v y)u) < ty,z)u

also t(y,z)u € ||Fz|. Furthermore, (y,u) 1 (z,t(y,z)u) in |X(D, F)| because = T y and ul*V¥ 1
(t(y, z)u)#v¥) | which follows from the common upper bound
ulY <y, 2 v y)u,
(t(y, 2)u) ") < (w2 V y) o by, @) u < Hy,x V y)u .

This completes the proof. [

Let F' be a dependent totality on D and let G be a dependent totality on X(D, F'). Define a
parametrized dependent totality C~¥, i.e., a co-continuous functor from D to the category of param-
eterizations [Ber97al, by N

Gr =M€ Fr.G(z,u).

More precisely, for each z € D, Gz is a dependent totality on Fx, defined by the curried form of G
as above. In [Ber97a], which provides more details, G is called the large Currying of G. Given such
a G, there are parametrized versions of dependent sum X(F,G) and dependent product II(F, G),
which are dependent totalities on D, defined for x € D by

I(F,G)x = I(Fz,Gx)
S(F,Q)x = S(Fz,Gr) .

To each natural dependent totality F' on D we assign an equilogical space
q(D, F): Q(D,F) — QD
in the slice over QD by defining
Q(D, F) = Q(X(D, F)) (4.3)
a(D, F) =n{ ,

where 7 is the first projection 71 : |X(D, F)| — |D|, m1: (x,u) — x.

Comparison of Dependent Types

We show that dependent sums and products on totalities coincide with those on equilogical spaces.

Theorem 4.1.27 (Main Theorem) Let F' be a dependent totality on D, and let G be a dependent
totality on X(D, F). The construction of dependent sum X(F,G) and dependent product I1(F, Q)
agrees with the construction of dependent sum and dependent product in PER(wALat), i.e.,

Q(D7 E(Fv G)) = Zq(D,F) q(2<D7 F)? G) ’

Q<D7 H(F7 G)) = Hq(D,F) q(E<D7 F)7 G)

in the slice over QD.
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The rest of this subsection constitutes a proof of the Main Theorem, but before we embark on
it, let us explain its significance. We have defined a translation Q from domain-theoretic dependent
totalities to equilogical spaces. The Main Theorem says that this translation commutes with the
construction of dependent sums and products. Thus, Q preserves the implicit local cartesian closed
structure of totalities X(F,G) and II(F,G). It may seem odd that we did not define a functor
Q that would embed the dependent totalities into PER(wALat) and preserve the locally cartesian
closed structure. This can be done easily enough, by defining the morphisms (D, F) — (E,G)
to be (equivalence classes of) equivalence-preserving continuous maps Q(D, F) — Q(E,G), i.e.,
essentially as the morphisms in PER(wALat). Note that this is different from the definition of mor-
phisms between parameterizations, as defined in Berger [Ber97al, where the motivation was to build
the hierarchies in the first place, rather than to study an interpretation of dependent type theory.
Thus, a notion of morphism suitable for the interpretation of dependent type theory was never
explicitly given, although it is fairly obvious what it should be. In this manner we trivially obtain
a full and faithful functor Q. The crux of the matter is that with such a choice of morphisms, the
domain-theoretic constructions ¥(F, G) and II(F, G) indeed yield the category-theoretic dependent
sums and products. This is the main purpose of our work—to show that the domain theoretic
constructions of dependent functionals, which has at times been judged arcane and ad hoc, is es-
sentially the same as the dependent functionals arising in the realizability topos RT(Pw), which is
much smoother and better understood from the category-theoretic point of view. The benefits of
this correspondence go both ways. On the one hand, the domain-theoretic construction, which was
conceived through a sharp conceptual analysis of the underlying domain-theoretic notions, is more
easily understood and accepted by a category theorist. On the other hand, we can transfer the
domain-theoretic results about the dependent functionals to Equ and RT(Pw), e.g., the Continuous
Choice Principle from Sect 4.1.4. It is not clear how to obtain the Continuous Choice Principle
directly in the realizability setting.

Lastly, we note that the Main Theorem is formulated for dependent sums and products with
parameters, i.e., for parameterizations of parameterizations on domains; a parameter-free formula-
tion states only that Q(II(D, F')) = [[ ¢(D, F'). We need the theorem with parameters in order to
establish the full correspondence between the lcce structures. We now proceed with the proof of
the Main Theorem.

Dependent Sums. Dependent sums are easily dealt with because all we have to do is unravel
all the definitions. For this purpose, let

X = Q(DvE(FvG)) )
Y = Zq(D,F) a(x(D, F),G) .

In order to simplify the presentation we assume that ordered pairs and tuples satisfy the identities
(x,y,2) = ((z,y),z) = (x, (y, 2)). This does affect the correctness of the proof, since it just amounts
to leaving out the appropriate canonical isomorphisms. In particular, this assumption implies the
equality |[X(X(D, F),G)| = |2(D,X(F,G))|. From this it follows that the underlying lattices |X]|
and |Y'| agree because

Y] = |Q(Z(D, F),G)| = [Z(=(D, F),G)|
= [2(D E(F )" = QD =(F,G)) = |X]|.
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It remains to show that the partial equivalence relations on X and Y agree as well. It is easily

checked that || X|| = ||Y||. For every (x,u,v), (z/,u/ v') € | X]|,
(r,u,v) =x (2,0 0V) <=
z 7 N <u, U>[xV:r’] 1 <u/7vl>[x\/x’} —
x T2 A (u[‘”vxq 1 W/ VL Al via ) 1 fu’[(x’wv(x/’u,)]) i
Similarly, if (z,u,v), (z/,u/,v") € ||Y|| then we have
(z,u,v) =y (20 V) <=
(z,u) T (2!, u') A vl@wVE ) 1@Vl

(:C 1 2 A u[m\/x/] 1 u/[xVx’]) A v[(m,u)\/(z',u/)] 1 v/[(x,u)V(x’,u’)] .

Dependent Products. Dependent products are more complicated. Let
U=QD,I(FG),
V= Hq(D,F) a(E(D, F),G) .
Let us explicitly describe U and V. The underlying lattice of U is
U] = [Z(D,I(F,G))|" .
The partial equivalence relation on U relates (x, f) € |U| and (y, g) € |U| if, and only if,

x Tp yN
Vue || Fz||. fu € ||G(z,u)||A
Vve|Fyll.gv € |Gy, v)|IA

Ywe \F(x V y)| . <<f(w[x]))[(x\/y7w>] 0 (g(w[y]))[(x\/y,wﬂ) .
By (4.1), the underlying lattice of V' is

VI=1DI" x (15D, P)|" = [S(5(D, F),6)|T) -

(4.6)

Elements (z,y) € |V| and (y,g) € |V| are related if, and only if, the following holds: = Tp v,
and for all z,2" € |D| such that z Tp x and 2’ Tp =, and for all w € |Fz|, w’ € |Fz'| such that

wlzV7] TF(z\/z’) w/[z\/z/] 7

fz,w) Tssp,p),c) 9(2, w)A
m1(f{z,w)) Tsp,r) (2, WA

7T1(9<Z/,w,>) TZ(D,F) <Z/aw/> .

We define maps ¢: |U| — |V| and 0: |V| — |U|, and verify that they represent isomorphisms
between U and V. Let ¢ be a transporter for the parameterization F. Define the map ¢: |[U| — |V|

by
T =T,
(b(x’f) - <$,¢2($,f)> )
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where ¢a(z, f): |Z(D, F)|T — [S(2(D, F),G)| " is

(]52($, f)T =T,
¢2($, f)(y,u) - <a:,t(y,x)u,f(t(y,x)u)> :

Let s be a transporter for the parameterization G on (D, F'). Define the map 6: |V| — |U| by

0(T,9)=T
O(z,g9) = if Jue|Fz|.g(x,u) =T
then T

else (z, M€ |Fzl|.s(gi(x,u), (x,u))(g2(z, u)))

whete g = (g1,62): [S(D, F)| — [S(S(D, F), G)].

It is easy and tedious to verify that ¢ and 6 have the intended types. Continuity of ¢ follows
directly from Corollary 4.1.24 and Lemma 4.1.23. Continuity of 6 follows from Lemmas 4.1.23
and 4.1.25. We can apply Lemma 4.1.25 because the set

{(@.9) | Fue|Fa|.g(z,u) = T} € D x (12D, F)|T = [2((D, F), G)|T)
is open, as it is a projection of the open set
{(@,u,9) | glw,u) = T} SIS(D, F)] x (I5(D, )T = [S(=(D, F),6)|") .

Next we verify that ¢ and 6 represent morphisms and that they are inverses of each other. Since
we only work with total elements from now on, we do not have to worry about the cases when T
appears as an argument or a result of an application.

(1) ¢ represents a morphism U — V in the slice over QD. Let (z, f), (2, f') € ||U| and
suppose (z, f) 1 («/, f/). This means that z 1 2/ and V=11 1V e for every w € |F(z V)|

(f (wig)) V0l g (f () V" 0l]
We prove that ¢(z, f) =y ¢(2/, f'). Clearly, z Tp 2’ since z T 2’ and z,2" € |D||. Let

g = 7T2(¢(IL‘, f)) = A<y7u> € |E(D> F)‘ : (x,t(y,x)u, f(t(?J?x)u))
.g, = 7TZ(¢($/> f/>) = )‘<y>u> € ‘Z(Dv F)’ : (:C',t(y,:v')u, f/(t(%x/)u)) .

Let 3, € ||D|| such that 13/ and y T . Let u € |[Fy| and «’ € |Fy/|| such that ulV¥] 1 W'Yl
We need to show the following:
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Proof of (a): by assumption y 1 z, and ul*V¥ 1 t(y, z)(u)*V¥ holds because of the common upper
bound:

ul Y < t(y, v y)u
(t(y, 2)u)™Y < (t(x, 2V y) o t(y, 2))u < t(y,z V y)u

Proof of (b): by assumption € ||D||, and also t(y,z)u € ||Fz| because z,y € ||D|, z T y and
u € |Fy||. Finally, f(t(y,z)u) € ||G(z,t(y, z)u)|| because f € |[Il(Fz,Gz)||. The proof of (c) is
analogous to the proof (b).

Proof of (d): by assumption z 1 2/, and (t(y, z)u)=V*'1 1 (t(y/, 2" )u’)*V*'] holds because

(t(y, x)u)[zv:p’} <tly,zVa u<tlyvy,zV x/)(u[yv?/])

(t(yl’x/)ul)[:c\/a:’} < t(y’,m Vi IE,)U, <t(yV y/’ TV x/)(ul[y\/y/])

and ulV¥] 1 /B Let 2 = t(y, 2)u and 2’ = t(y, 2 )/, and let w = 22V= v V2 We claim
that
(fz)[<xVx’,w>} _ (fZ)Kz,z)V(w’,z’)] T (flz/)[@,z)\/(m’,z’}} _ (flz/)[@:Vx’,w)} )
From z < wyy it follows that fz < f(wj,)), hence
(f)lleve el < (f (wpy )tV el

and similarly,

(f/zl)[<x\/z’,w>] < (f/(w[x/]»[(x\/x’,w)] .
The claim holds because f(w[x])[@vm/’w)] 1 f’(w[x/})mva’/’w)].

(2) 0 represents a morphism V — U in the slice over QD. Suppose (z,g) ~y (2/,¢’) and
let

f=m(0(x,9)) = due|Fz|. s(g1(x,u), (z,u))(g2(, u)) ,
fr=m(0(',g)) = M € |Fa'|.s(g1 (2, ), (', u')) (g3 (2", u')) -

We need to show that
(a) fu € ||G(z,u)| for every u € ||Fx||
(b) f'u' € ||G(a' )| for every u' € ||[F2/||
(c) for every w € |F(zV 2')],
(f (wig)) Va0l g (f! () V"))
Proof of (a): (z,u) € |5(D, F)|, g(z,u) € |E(X(D, F), G| and (z,u) T g1(x,y) imply
fu=s(gi(z, u), (z,u))(g2(x,u)) € |Gz, u)|.

The proof of (b) is similar.



4.1 Equilogical Spaces 131

Proof of (¢): since zVz' € |[|D||, ||F(zVa')| is a dense subset of |F(xVa')|, so it is sufficient to verify
the claim for w € ||F (2 V 2')||. For such a w it follows from naturality of F' that w,) € ||[F(z)||, and
similarly wi, € [|[F(2)|. From (z,w) T (z',wzn) we may conclude that g(z,wiy) T ¢'(2', wi),
hence

5(91($7w[x])7 <£L‘ v .27’,’[0))(92(.% wx])) T S(QI(x Wiy ]) (.27 v x',w>)(g§(az', w[x’})) :

Finally, observe that

(f (wpg )V

IN

(" (wpey)) V)

= (s(yg
8(91(38 w[x]) (z Vo' w))(ga(z,wy)) ,
(s(g )

)
(gi(l‘ 7w[:c’])7 <x v x’,w))(gé(m’,w[x/])) :

IA

(8) 8o ¢ ~y_u ly. Let (z,f) € |[U||. We need to show that 0(¢p(x, f)) T (x, f). The first
component is obvious since 71 (0(¢p(x, f))) = x. As for the second component, for any v € ||Fz||,

(m2(0(o(, f))))v = s((z, t(x, )v), (z,0))(f(t(z, 2)v))
((z,v), (z,v))(fv)

v,

vV
»

v
~

hence m2(0(¢(z, f))) T f-

(4) o0 ~y_y 1ly. Let (z,g9) € ||[V]. We need to show that ¢(0(x,g)) ~v (x,g). Again,
the first component is obvious since 71(¢(0(x,g))) = x. For the second component, given any
(y,u) € |3X(D, F,||) such that = T y, what has to be shown is

(z,t(y, 2)u, s(g1(, t(y, w)u), (z, t(y, 2)u))(g2(x, t(y, v)u))) T g(y, u) .

First, we have
<':U7 t(ya I‘)’LL> T <y7 U> and <y7 u> T gl(ya U),

and since these are elements of a codense totality, we may conclude by transitivity that (z, t(y, z)u) T
g1(y,u). Let z = g1(y,u) and w = (x, t(y, z)u). The relation

(g2(y, )Y 1 (s(grw, w)(gow)) V™!
holds because

(92(y, )V < s(z, 2 v w)(g2(y,u))
s(grw, w)(g2w) V" < s(grw, 2V w)(gaw)

and (y,u) T w together with monotonicity of the function s(g100, z V w)(g20J) imply that

s(z,2Vw)(g2(y,u)) 1 s(grw, 2 V w)(gaw) -

This concludes the proof of the Main Theorem.



132 Equilogical Spaces and Related Categories

Let B be the full subcategory of Equ on objects QD where D is a natural totality, i.e., || D]|
is a dense, codense, and upward closed subset of |D|. It is the case that B is a cartesian closed
subcategory of Equ. However, note that the Main Theorem does not imply that B is a locally
cartesian closed subcategory of Equ. We only showed that B is closed under those dependent sums
and products that correspond to parameterizations on domains. In order to resolve the question
whether B is locally cartesian closed it would be useful to have a good characterization of B in
terms of the categorical structure of Equ.

Continuous Choice Principle

As an application of the Main Theorem, we translate Berger’s Continuous Choice Principle for
dependent totalities [Ber97a] into a Choice Principle expressed in the internal logic of Equ.
Let (D, F') be a dependent totality. By [Ber97a, Proposition 3.5.2] there is a continuous func-
tional
choose € |II(x: D, (Fx — B, ) — Fx)|

such that for all z € [|D|| and p € ||[Fx — B, if p*(true) # 0, then (choosex)p € p*(true) N ||Fx||.
By looking at the proof of [Ber97a, Proposition 3.5.2], we see that choose is not a total functional of
type |II(z: D, (Fx — B, ) — Fz)|| because choose applied to the constant function Ax.false yields
L, which is not total. This means that choose does not represent a morphism in Equ. Nevertheless
we can use it to construct a realizer for the following Choice Principle, stated in the internal logic
of Equ:

Vpe > ,.pFzr)—2. ((V:EED.—mEIyGF:U.(p(:B,y) =1)) = (4.7)
(3hell,.p Fr .Yz eD.p(z, hx) :1)>

We omit the proof. Suffice it to say that (4.7) is realized using choose in much the same way as in
the proof of [Ber97a, Corollary 3.5.3].
If we specialize (4.7) by setting D =1 and F' = N, we obtain

VpEN—>2.((ﬂ—EIy€N.py:true) :>Eiz€N.pz:true)

This is a form of Markov’s Principle. Thus, (4.7) is a generalization of Markov’s Principle. This
view is in accordance with the construction of the choose functional in [Ber97a], which works by
searching for a witness.

We conclude this section with a comment on the significance of the density and codensity
theorems [Ber97a] for the results presented here. We defined a translation from dependent totalities
to equilogical spaces, and showed that it preserves dependent sums and products. The density
theorems for dependent totalities ensure that the translation is well defined in the first place. Thus,
density plays a fundamental role, which is further supported by Theorem 4.1.21, which states that
the category of equilogical spaces is equivalent to the category of dense partial equivalence relations
on Scott domains. The effect of codensity is that the translation of domain-theoretic totalities
into equilogical spaces gives a rather special kind of totally disconnected equilogical spaces. An
equilogical space X is totally disconnected when the curried form of the evaluation map X — 2%
is monic, or equivalently, when the topological quotient || X||/~x is a totally disconnected space.?

2 A topological space is totally disconnected when every two distinct points can be separated by a clopen set.
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There are totally disconnected equilogical spaces that do not arise as dense and codense totalities.
The subcategory of totally disconnected equilogical spaces is a locally cartesian closed subcategory
of Equ. Perhaps the notion of total disconnectedness, or some refinement of it, can be used to prove
the Choice Principle (4.7) directly in Equ.

4.1.5 Equilogical Spaces as a Subcategory of Domain Representations

A domain representation is a partial continuous surjection from a Scott domain to a topological
space. Alternatively, a domain representation can be viewed as a partial equivalence relation on
a Scott domain. Domain representations were used by Blanck [Bla97a, Bla97b, Bla99] to study
computability on topological spaces. There is an evident similarity between domain representa-
tions and equilogical spaces, as the latter ones can be viewed as partial equivalence relations on
countably based algebraic lattices. In this section we investigate the connection between domain
representations and equilogical spaces.

Let PER(wDom) be the category of partial equivalence relations and equivalence classes of
equivariant maps between them. It is defined just like the category PER(wALat) except that count-
ably based algebraic lattices are replaced with Scott domains. First we show that the domain
representations are equivalent to a category of modest sets.

Theorem 4.1.28 The categories PER(wDom) and Mod(U) are equivalent.

Proof. For convenience, we work with PER(U) instead of Mod(U). Let us define the equivalence
functors

PER(wDom) PER(U) .

1

The functor I is just the inclusion of PER(U) into PER(wDom). The functor F' maps a per (D, ~p)
to the per (U,~pp), where ~pp is defined by

urRppv <= dx,yeD.(u=ipr Av=Iipy Nz =py) .
A morphism [f]: (D,~p) — (E,~g) is mapped to the morphism
Flf]=[Ff]=Tlipo fopp]: (U=pp) — (U,~FE) .

The map F'f preserves pers, for whenever x ~p y then fx ~p fy, therefore ip(fx) ~pg ig(fy),
hence

(Ff)(ipx) = (ipo feppoip)r = (ipo f)z =re (ip° fy = (Ff)(ipy) -
A similar argument shows that the definition of F[f] does not depend on the choice of the rep-
resentative f. It remains to be shown that F oI and I o F' are both naturally isomorphic to the
identity functors.

By construction, for every object (U,=) in PER(U), F(I(U,~)) = F(U,~) = (U, =), since we
defined I to be the inclusion and we assumed that (iy, py) is the identity.

Take any object (D,~p) in PER(wDom). We prove that I(F(D,~p)) = (D,~p). The embed-
ding ip and the projection pp serve as the representatives of isomorphisms. The embedding ip pre-
serves the pers by construction. The projection pp also preserves pers, because whenever u ~pp v
then, for some x,y € D, u = ipx, v = ipy and x ~p y, therefore

ppu = pp(ipr) =z ~py =pp(ipy) = ppv .
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Lastly, we need to check that [pp] and [ip] are inverses of each other. Since ppoip = 1p, it follows
immediately that [pp] o [ip] = [1p]. For the other composition, assume u ~pp u. Then u = ipx
and x ~p x for some x € D, therefore

ip(ppu) = (ipoppoip)r =ipT =upp u.

Let PER(Domesr) be the category of partial equivalence relations on effective domains and equiv-
alence relations of computable equivariant maps. The following theorem is an effective version of
Theorem 4.1.28. It identifies partial equivalence relations on effective domains as the category

Mod (U, Uy).

Theorem 4.1.29 The categories PER(Domegr) and Mod(U, Uy) are equivalent.

Proof. The proof is the same as the proof of 4.1.28, except that we have to pay attention to
computability of maps. If D is an effective domain, then there exists a computable embedding-
projection pair ip: D — U and pp: U — D. Therefore the equivalence functor F': PER(wDom) —
PER(U, Uy), which is defined by F[f] = [ig o f o pp], really maps computable maps to computable
maps. [

By Theorem 4.1.21, equilogical spaces are equivalent to dense partial equivalence relations
on Scott domains. It makes sense to ask whether PER(wDom) and equilogical spaces are actually
equivalent. It is easier to compare PER(wDom) with PER(wALat) than the equivalent category Equ.

Theorem 4.1.30 The categories PER(wDom) and PER(wALat) are not equivalent.

Proof. Since PER(wDom) is equivalent to Mod(U) and PER(wALat) is equivalent to Mod(P), it
is sufficient to show that Mod(U) and Mod(P) are not equivalent.

If two categories are equivalent, then the equivalence functors preserve and reflect projective
objects,? cf. Definition 1.3.1. Furthermore, the equivalence functors preserve the global points of an
object.? So, if two categories are equivalent, then they must have the same number of isomorphism
classes of projective objects with two global points. But we are now going to show that Mod(PP)
has two such classes, whereas Mod(U) has three.

By Theorem 1.3.4, an object in a category of modest sets is projective if, and only if, it is
isomorphic to a canonically separated one, cf. Definition 1.3.2. In other words, it is sufficient to
consider modest sets for which every element is realized by exactly one realizer. To say that a
modest set in Mod(P) or Mod(U) has two global points is to say that it has two elements. This
description makes it clear that a canonically separated modest set with two global points amounts
to a two-element subset of the underlying PCA.

How many non-isomorphic types of two-element subsets A = {ag, a1} C P are there? It is easy
to see that there are just two. If ag and a; are comparable, then A is isomorphic to the set {0, N},
and if ap and a; are incomparable then A is isomorphic to the set {{0},{1}}. The isomorphism
are obtained by the Extension Theorem 1.1.3. It is obvious that {,N} and {{0},{1}} are not
isomorphic, since only the constant maps from the former into the latter one are realized.

3This means that an object is projective if, and only if, its image under the functor is.
“The global points of an object X are the morphism Hom(1, X) from the terminal object into X.
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However, in Mod(U) there are three possibilities. First, note that U is not a lattice, because a
retract of a lattice is a lattice, whereas every domain appears as a retract of U. Therefore, we can
find two inconsistent elements zg,z; € U. Clearly, we can also find two incomparable consistent
elements yo, y1, and finally, we can find two comparable elements zg, z;. These are the three types
of two-element subsets of U. Indeed, suppose B = {bg,b1} C U is a two-element subset. If by and
by are inconsistent, the desired isomorphism B — {zg,z1} is the join of two step functions

» L1 7

Stepy; o \ stepy,

where b, and b} are incomparable compact elements below by and by, respectively. If by and by are
incomparable and consistent then use stepy ,, Vstepy, ,, to establish an isomorphism B — {yo,y1}.
If by and b; are comparable then there exist compact elements bf, and b} such that b < by, b] < by,
and b £ bo. The function step, . V step, ., to is an isomorphism from B to {z0,21}. The
sets {zo,z1}, {yo,y1}, and {20, 21} are pairwise non-isomorphic because only constant maps from
{70, 21} into the other two are realized, and only constant maps from {yo, y1} to {z0, 21} are realized.

|

In Subsection 1.4.3 we constructed an applicative inclusion (7 F ¢): Mod(PP,Py) — Mod(U, Uy).
Since both 7 and ( are discrete they induce a pair of functors:

n: Mod(U, U) — Mod(P,Py) , n: Mod(P,Py) — Mod(U, Uy) .
We summarize their properties in the following proposition.

Proposition 4.1.31 There are adjoint functors i - Z,
n
Mod (P, IPy) Mod (U, Uy)
¢

where:
(1) n and Z are induced by an applicative inclusion n 4, as defined in Subsection 1.4.3.
(2) o E is naturally isomorphic to Iyed(pp,)-
(3) C is full and faithful, and 7 is full but not faithful.
(4) Epreserves reqular epis, and 1) preserves finite limits.
(5) n preserves the natural numbers object, whereas Z does not.

(6) C preserves exponentials, whereas 1 does not.

Proof. (1) By construction. (2) By Theorem 1.4.12(2). (3) ¢ is full and faithful by Proposi-
tion 1.4.13(1), 7 is faithful by Proposition 1.4.5(1). (4) By Theorem 1.4.12(1). (5) By Proposi-
tion 1.4.5(3). (6) By Proposition 1.4.13(1). L]
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The applicative morphisms 7 and ¢ also induce functors on the non-effective versions of modest
sets,
ﬁ: MOd(U,Uﬂ) — MOd(P, Pn) s ﬁ: MOd(P,Pﬁ) — MOd(U,Uﬁ) ;

which have all of the properties stated in Proposition 4.1.31. Curiously, 7 has a further left adjoint,
which does not exist in the effective version of modest sets.

Theorem 4.1.32 The functor : Mod(U) — Mod(P) has a left adjoint K : Mod(P) — Mod(U).

Proof. The functor K has already been constructed in the proof of Theorem 4.1.21. Let us
repeat the construction in terms of Mod(U) and Mod(P). The empty modest set () over P is mapped
to the empty modest set K) = () over U. For a non-empty modest set S over P, let Dg = J, g Es2.
The subspace Dg C P is the topological closure of a non-empty subset of P, hence it is a Scott
domain. There exists an embedding-projection pair® ig: Dg — U, pg: U — Dg. Define KS to be
the set |S| with the existence predicate defined by

Eskx = {isa ’ a € Est’} .

A morphism f: S — T is mapped to the morphism K f = f: |KS| — |KT|, which is tracked by
(irogops: U— U, where g: P — P tracks f.

Let S € Mod(P) and T' € Mod(U). Suppose f: |S| — |77 is tracked by p: P — P. Then
f:|KS| — |T| is tracked by n=! o popg. Conversely, if h: |KS| — |T)| is tracked by u: U — U,
then h: |S| — |77 is tracked by any continuous extension of nowoig: Dg — P. Therefore, K is
the left adjoint of 7). n

4.2 Equilogical Spaces and Type Two Effectivity

Type Two Effectivity (TTE) is the framework for the study of computability developed and used by
Weihrauch and coworkers [Wei00, BW99, Wei95, Wei87, Wei85, KW85]. The basic notion in TTE is
a representation of a topological space, which is a partial continuous surjection dx : NN — X. This
is just a modest set in Mod(B), as explained in Subsection 1.2.2. The Baire space N can be replaced
by the Cantor space SN where S is a finite alphabet of symbols. The Cantor space is a PCA, in a
similar fashion as the Baire space. The two PCAs are equivalent as they are retracts of each other.
We prefer to work with representations on the Baire space. The notions of computability and
realized maps in TTE agrees with the definitions of computability and morphisms in Mod(B, By).

We compare equilogical spaces and TTE in three ways. First, in Subsection 4.2.1 we show that
Mod (BB, By) is a full coreflective subcategory of Equ. This also gives us a very topological description
of Mod(BB) as the category of 0-equilogical spaces. Second, in Subsection 4.2.4 we show that Equ
and Mod(B) share a common cartesian closed subcategory that contains wTop,. With this result
we obtain a transfer principle between equilogical spaces and TTE at the level of cartesian closed
structure. We can also explain why some domain theoretic models are so successful, even though
they seem to be completely inappropriate from the point of view of the internal logic of Equ. Third,
in Section 4.3 we apply some tools from topos theory to further compare Equ and Mod(B), this
time by embedding them both into toposes of sheaves. As a result we obtain a transfer principle
between equilogical spaces and TTE.

5This is where the construction of K fails in the effective case, because an arbitrary closed subspace of P need not
be an effective domain.
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4.2.1 Mod(B,B;) as a Subcategory of Effective Equilogical Spaces

In Subsection 1.4.2 we defined an applicative retraction
(tH4): (P,Py) —— (B,By),

which induces the following relation between equilogical spaces and TTE.

Theorem 4.2.1 There are adjoint functors T 5

v
Mod (P, I,) Mod (B, B;)
5
where:
(1) The functors © and § are induced by an applicative retraction v b §: (P,Py) —— (B,By), a

defined in Subsection 1.4.2.
(2) The unit of the adjunction IMod(B,B;) = 507 is a natural isomorphism.
(3) T is full and faithful, preserves finite limits and reflects isomorphisms.
(4) 8 preserves finite colimits.
(5) T and § preserve the natural numbers object.
Proof. (1) By construction. (2) By Theorem 1.4.12(3). (3) By Proposition 1.4.5(1), 7'is faithful;

), Tis
by (2) it is full; by Theorem 1.4.12(1), it preserves finite limits; by Proposition 1.4.13(2), it reflects
isomorphisms. (4) By Proposition 1.4.13(2). (5) By Corollary 1.4.9 and Proposition 1.4.5. ]

The applicative inclusion ¢ I § also induces an adjunction between Mod(P) and Mod(B).

Proposition 4.2.2 There are adjoint functors T+ 5

v

Mod (P) Mod (B)

S

5

which have the same properties as the functors in Theorem 4.2.1. In addition, gpresem)es countable
coproducts.

Proof. The proof is the same as the proof of Theorem 4.2.1. That 5 preserves countable
coproducts will be evident from the description of ¢ as a functor from 0Equ to Equ. =
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We have a topological description of Mod(PP), namely the category of equilogical spaces. The
category Mod(B) can be described in a similar way. A 0-dimensional space is a topological space
whose family of clopen sets forms a base for its topology. We denote by 0Dim the category of
countably based 0-dimensional Ty-spaces and continuous maps. These spaces are in fact Hausdorff.

Definition 4.2.3 A 0-equilogical space is an equilogical space whose underlying topological space
is 0-dimensional. The category OEqu is the full subcategory of Equ on 0-equilogical spaces.

In other words, OEqu is formed just like Equ, except that we use 0Dim instead of wTop, for the
underlying spaces.

Theorem 4.2.4 The categories OEqu and Mod(B) are equivalent.

Proof. This is essentially the same proof as the proof of Theorem 4.1.3 that Equ and PER(P)
are equivalent, except that we use the Embedding and Extension Theorems for B instead of P.

By Embedding Theorem 1.1.5 for B, a countably based Ty-space is O-dimensional if, and only if,
it embeds in B. Thus every 0-equilogical space is isomorphic to one whose underlying topological
space is a subspace of B. This make it clear that equivalence relations on 0-dimensional countably
based Ty-spaces correspond to partial equivalence relations on B. Morphisms work out, too, since
by the Extension Theorem for B 1.1.6 every partial continuous map on B can be extended to a
realized one. ]

The adjunction 7 § from Proposition 4.2.2 can be described topologically as an adjunction
14D,

1

Equ OEqu .

D

The functor I, which corresponds to 7, is just the inclusion of the subcategory 0Equ into Equ. The
functor D, which corresponds to 4, is defined as follows. For every countably based Ty-space X there
exists an admissible representation dx: B — X. The subspace Xy = dom(d) C B is a countably
based 0-dimensional Hausdorff space. Now if (X,=x) is an equilogical space, let (DX,=px) be
the 0-equilogical space DX = Xy with the equivalence relation

a=px b < dxa=xdxb.

If [f]: (X,=x) — (Y,=y) is a morphism in Equ, then D[f] is the morphism represented by a
continuous g: Xy — Yp that tracks f: X — Y, as shown in the following commutative diagram:

Xo Yo
dx Oy
X Y

f

Such a map g exists because dx and Jy were chosen to be admissible representations.
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Proposition 4.2.5 (a) The functor D: EPQy — OEqu preserves cartesian closed structure. (b) If
(X,=x),(Y,=y) € 0OEqu and in wTop, there exists a 0-dimensional weak exponential of X and Y,
then I preserves the exponential (Y,=y)X=x). (c) I preserves the exponentials NN and 2, and
the real numbers object.

Proof. (a) Immediate from commutativity of (4.2.4). In particular, this means that D preserves
exponentials of topological objects. (b) If W € 0Dim is a weak exponential of X and Y in wTopy),
then it is also a weak exponential of X and Y in 0Dim. Now the construction of Y from W in Equ
coincides with the one in 0Equ. (c) The Baire space NV and the Cantor space 2 both satisfy the
condition from (b), the real numbers object is a regular quotient of 2V, and I preserves coequalizers
because it is a left adjoint. =

In Section 4.3 we will be able to show that I does not preserve the higher types NN and RR.

4.2.2 Sequential Spaces

Let X be a topological space, V' C X, and (,)nen a sequence in X. We say that (r,)nen is
eventually in V when there exists ng such that z, € V for all n > ng. A sequence (zp)neN
converges to T € X, written (Zn)neNn — Too, When (z,,)nen is eventually in every neighborhood
Too € U € O(X) of 2. The point xo, is a limit of the sequence (x,),cn. Note that a limit of a
sequence need not be unique. In fact, a space is T if, and only if, every sequence has at most one
limit.

Let @ be the one-point compactification of the discrete space w = {0,1,2,...}, w = w U {o0}.
The space w is homeomorphic to the subset {1 /2" ! n e w} U {0} of the real line. Convergent
sequences with their limits are in bijective correspondence with continuous maps w — X. A
sequence (xp)nen that converges to 2, corresponds to the continuous map x: W — X, defined by

xin— T, (n € w)

T: 00 Lo -

Definition 4.2.6 A subset S C X is sequentially open when, for any sequence (x,,),en converging
to a limit zoo € S, (Tn)nen is eventually in S. A function f: X — Y is sequentially continuous
when it preserves converging sequences, i.e., (Tp)neN — Too iImplies (fTn)neny — [Too-

Proposition 4.2.7 The family of sequentially open subsets of a space X forms a topology, called
the sequential topology on X. The space X equipped with the sequential topology is denoted by
0(X). The sequential topology is finer that the original topology, and o(o(X)) = o(X).

Proof. Suppose {Vi { 1€ I} is a family of sequentially open sets, V' = (J;c; Vi and (2pn)nen —
ZToo € V. There exists i € I such that o € V;. Because V; is sequentially open, (x,)nen is
eventually in V;, therefore eventually in V' as well. This means that V' is sequentially open. Suppose
V1 and V4 are sequentially open and (@, )neny —8 Too € Vi N V. There exists n; € w such that
r, € Vi for all n > nq, and there exists ny € w such that x, € V5 for all n > ny. Then for all
n > max(ni,na), T, € Vi N Vo. We showed that sequentially open sets form a topology.

It is trivially true that every open set is sequentially open, which means that O(X) C O(o(X)).

For the last part we only need to prove that the topology on o(o(X)) is finer than the topology
of o(X). It is sufficient to show that (zn)nen —x Too implies (Tp)neN —o(x) Too, but this follows
immediately from the definition of sequentially open sets. [
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Proposition 4.2.8 (a) A map f: X — Y is sequentially continuous if, and only if, it is continuous
as a map f:0(X) — o(Y). (b) Every continuous map f: X — Y between spaces X and Y is
sequentially continuous.

Proof. (a) Suppose f maps convergent sequences to convergent sequences. Let V' C Y be
a sequentially open set. Suppose (T,)neny — Too € f*V. Because f is sequentially continuous,
(fZn)neNy — [Too € V, and so (fx,)nen is eventually in V| which means that (x,),cn is eventually
in f*V, therefore f*V is sequentially open. Conversely, suppose f: 0(X) — o(Y) is continuous,
(Tn)neN — Too in X, and froo € V € O(Y). Since V is open it is also sequentially open, hence f*V
is sequentially open in X. Because 2o € f*V, (z)nen is eventually in f*V, therefore (fx,)nen is
eventually in V.

(b) Suppose f: X — Y is continuous, (Zn)neNy — ZToo in X, and fzo € V € O(Y). Then
Too € f*V and since f*V is open, (z,)nen is eventually in f*V, therefore (fz,)nen is eventually
in V. ]

Definition 4.2.9 A topological space X is a sequential space when every sequentially open set
V C X is open in X, that is X = o(X). The category of sequential spaces and continuous maps
between them is denoted by Seq.

Proposition 4.2.10 Every first-countable space is sequential.

Proof. Recall that a first countable space is a space X such that every point x € X has
a countable neighborhood base U§,UY,... We may further assume that the neighborhoods U,
i € N, are nested, that is Uy 2 Uf" 2 --- Suppose that V' C X is not open. There exists a point
x € V such that U ¢ V for all i € N. Pick a point z; € U\ V for every ¢ € N. Then (z,)neny — @
but (z,)nen is not eventually in V', which means that V' is not sequentially open. ]

Proposition 4.2.11 A topological quotient of a sequential space is sequential.

Proof. Let X be a sequential space and ¢: X — Y a quotient map. Suppose U C Y is
sequentially open. It suffices to show that ¢*U is also sequentially open. Suppose (Zp)nen — Too €
¢*U. Then (qzp)neny — qToo € U, therefore the sequence (qx,)nen is eventually in U, but that
means the original sequence (x,)nen is eventually in ¢*U. n

Proposition 4.2.12 Let (x,)nen be a sequence in a topological space X and xoo € X. Then
<mn>n€N —X Too if, and only if, <xn>n€N —o(X) Loo-

Proof. Since o(w) = w, a continuous map z: @ — X is also continuous as a map z: W — o(X)
by Proposition 4.2.8(a). A continuous map x: W — o(X) is continuous as a map x: W — X because
O(X) CO(o(X)). L]

Proposition 4.2.13 Let X be a topological space. Sequential topology on X 1is the finest topology
on X that has the same converging sequences as the topology of X .
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Proof. Let p be a topology on X that has the same converging sequences as O(X). Suppose V
is sequentially open in p. If (z,)nen —o(x) Too then by assumption (2 )nen —) Too, hence (vp)nen
is eventually in V. Therefore, V' is sequentially open in O(X). [

Theorem 4.2.14 The category Seq is cartesian closed.

Proof. This is well known and follows from the fact that Seq is a reflective subcategory of the
cartesian-closed category Lim of limit spaces [Kurb2], and the reflection preserves products [Fra65,
MS00]. We describe binary products and exponentials but omit the proof that they form a cartesian
closed category.

Suppose X and Y are sequential spaces. The sequential product X x,Y is the space (X xY'),
with the usual canonical projections fst : X x,Y — X and snd : X X,Y — Y. The projections are
continuous because the product topology X x Y is smaller than the sequential topology o(X x Y').
The reason for taking o (X xY') rather than X xY is that the topological product of sequential spaces
need not be a sequential space. Given sequentially continuous maps f: Z — X and g: Z — Y
from a sequential space Z , the unique map (f,g): Z — X X, Y that satisfies, for all z € Z,
(f,9)z = (fz, gz), is sequentially continuous because Z is a sequential space.

For sequential spaces X and Y, their exponential Y in Seq is the set C(X,Y) of sequentially
continuous maps from X to Y, with the usual evaluation map. Let us find out what the sequential
structure on YX ought to be. Since the evaluation map is supposed to be sequentially continuous,
it must be the case that whenever (fn)nen — foo and (Tn)neNn — Too then (fpzn),c, — fooToo
On the other hand, we want as few convergent sequences in C(X,Y’) as possible, in order for the
transpose of a map to be continuous. Therefore, we specify that (fn)neny — foo in C(X,Y) if, and
only if, whenever ()neN — Too in X then (fn2n),c, — fooZToo in Y. Then we take the topology
on C(X,Y) to consist of the sequentially open sets with respect to this notion of convergence. m

4.2.3 Admissible Representations

A representation dg: B — S of a set .S induces a quotient topology on .S, defined by
U C S open <= 05U open in dom(dg) .

We denote by [S] the topological space S with the quotient topology induced by dg. It is easy to
check that every realized function f: (S,ds) — (7, d7) becomes a continuous map f: [S] — [T this
way.

In TTE we are typically interested in representations of topological spaces, rather than arbitrary
sets. For this reason it is important to represent a topological space X with a representation (X, dx)
which has a reasonable relation to the topology of X. An obvious requirement is that the original
topology O(X) should coincide with the quotient topology [X]. However, as is well known by the
school of TTE, this requirement is too weak because the same space may have many non-isomorphic
representations. Even worse, not every continuous map f: [X] — [Y] need be realized. Thus, we
are lead to further restricting the allowable representations of topological spaces.

Definition 4.2.15 An admissible representation for a topological space X is a partial continuous
surjection ¢: B — X such that every partial continuous map f: B — X can be factored through 9:
there exists g: B — B such that fa = d(ga) for all a € dom(f).
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Note that we do not require explicitly that the quotient topology [X] of an admissible repre-
sentation coincide with the original topology O(X).

Proposition 4.2.16 (a) Suppose §: B — X is a quotient map. Then X is a sequential space.
(b) If X is a sequential space and §: B — X is an admissible representation then § is a quotient
map.

Proof. (a) Every subspace of the Baire space is a sequential space and X is a topological quotient
of such a subspace, therefore sequential by Proposition 4.2.11.

(b) Suppose that for some set U C X the set 6*U is open in dom(d). It is sufficient to show
that U is sequentially open. Suppose (Zp)neN — Too € U. The continuous map z: w — X that
represents the sequence and its limit factors through 0 via a map y: @ — B so that x = § o,
because w is a subspace of B. Now X € 0*U and since (Xn)neN — Xoo;, (Xn)neN is eventually in
d*U, therefore (§ o Xn)nen = (Tn)nen is eventually in U. Thus U is sequentially open. [

Suppose € is some class of topological spaces that we would like to study in TTE. We represent
each X € C by a representation /X = (X,dx). In order for this to make sense, I: € — Mod(B)
should be a functor. The definition of admissible representations is tailored in such as way that I
becomes a faithful functor when each IX is an admissible representation, because then every
continuous map f: X — Y is tracked in Mod(B). The functor I is full, provided that every
representation dx: B — X is a quotient map. This explains why it is advantageous to consider
admissible representations that are quotient maps. The first part of Proposition 4.2.16 tells us that
any class of topological spaces € that is embedded in Mod(B) in this way is a subcategory of Seq.
The second part tells us that the representation functor I: € — Mod(B) is automatically full, as
long as C is a subcategory of Seq.

A pseudobase of a space X is a family B of subsets of X such that whenever (z,)nen —o(x) Too
and x5 € U € O(X) then there exists B € B such that 2o, € B C U and (xy,)nen is eventually
in B.

Lemma 4.2.17 Suppose B = {Bi ‘ 1€ N} is a countable pseudobase for a countably based Tp-
space Y. Let X be a first-countable space and f: X — Y a continuous map. For every x € X and
every neighborhood V' of fx there exists a neighborhood U of x and i € N such that fx € f.(U) C
B;CV.

Proof. Note that the elements of the pseudobase do not have to be open sets, so this is not
just a trivial consequence of continuity of f. We prove the lemma by contradiction. Suppose there
were x € X and a neighborhood V of fz such that for every neighborhood U of x and for every
i€ N,if B; CV then f,(U) € B;. Let Uy 2 Uy 2 --- be a descending countable neighborhood
system for . Let p: N — N be a surjective map that attains each value infinitely often, that is for
all k,j € N there exists ¢ > k such that pi = j. For every i € N, if By; C V then f,(U;) € Bpi.
Therefore, for every i € N there exists x; € U; such that if By; C V then fx; & B,;. The sequence
(Tn)nen converges to x, hence (fx,)nen converges to fx. Because B is a pseudobase there exists
j € N such that B; CV and (fzp)nen is eventually in Bj, say from the k-th term onwards. There
exists ¢ > k such that pi = j. Now we get fz; € By, €V, which is a contradiction. m

Theorem 4.2.18 (Schroder [Sch00]) A Ty-space has an admissible representation if, and only
if, it has a countable pseudobase.
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Proof. We follow the argument given by Schréder. Suppose : B — X is an admissible rep-
resentation. Let B = {B, | a € N*} be the family of sets B, = d.(a::B). We show that B is a
pseudobase for X. Suppose (Tn)neN —o(x) Too and Too € U € O(X). We can view the sequence
(Tn)nen and its limit x4, as a continuous map z: w — X. Since W embeds in B and ¢ is an ad-
missible representation there exists a continuous map y: @ — B such that x, = dy, for all n € @.
Because ¢ is continuous there exists a basic open neighborhood a::B such that y. € a:B and
ZToo = 0(Yoo) € By = dx(a:B) C U. This shows that B is a countable pseudobase.

Conversely, suppose B = {B;.C ‘ ke N} is a countable pseudobase for a space X. Define a
relation D C X x B by

D(a,z) <= VneN.(z € Bayp)) AVU€EO(X).(r €U = IneN.B,, CU)

Suppose D(a, x) and D(a,y). If x € U € O(X) then there exists n € N such that By, C U,
therefore y € U. Hence, y belongs to all the open sets that x belongs to, and vice versa by a
symmetric argument. Because X is a Ty-space x and y are the same point. The relation D is
single-valued and is the graph of a partial map §: B — X, defined by

da =12 <= D(a,x).

It is easy to see that ¢ is surjective because B is a pseudobase. To see that it is continuous, suppose
da € U € O(X). There exists n € N such that By, C U. If for a 8 € dom(9) there exists m € N
such that fm = an then 60 € B,, C U. The set S = {ﬁ eB ’ HmeN.ﬁm:om} is an open
subset of B. It follows that da € 6,(S) C U. Therefore, ¢ is continuous.

We show that d is an admissible representation for X. Let f: B — X be a continuous partial
map. Suppose fa € U € O(X). We claim that there exist n € N and a € N* such that a C « and
f«(a:B) C B, C U. This follows from Lemma 4.2.17 because dom(f) is a first-countable space.
Define a partial map g: B — B for a € dom(f) by

(ga)n =0 if VEeN. fi([a0,...,an|:B) € By
(9a)n =14 min {k € N | f«([a0, ..., an]:B) C By} otherwise

The map g is continuous because the value of (ga)n depends only on finitely many values of the
arguments, namely n and a0, ...,an. Now define a map h: B — B by

(ha)n = (ga)(min {m > n | (ga)m #0}) — 1.

The function h is well defined because for every n there do exist m > n and k € N such that
f«([a0,...,am]::B) C By, which follows from the earlier claim. For every a € dom(f), the set
{(ha)n | n € N} is the same as the set

{k‘EN | IneN. fi([a0,...,an]:B) QBk}.

We show that fa = d(ha) for all & € dom(f) by showing that fa and d(ha) belong to the
same open sets. Suppose fa € U € O(X). By the earlier claim, there exist k,n € N such that
f«([a0, ..., ak]:B) C B, C U. Thus, there is m € N such that h(a)m = k, hence §(ha) € B, C U.
Conversely, suppose 6(ha) € U € O(X). There exists k € N such that §(ha) € By C U, therefore
for some m € N, (ha)m = k. This means that for some n € N, fa € f.([a0,...,an]::) C By CU.
"
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Corollary 4.2.19 FEvery countably based Ty-space has an admissible representation.

Proof. A countable base is a countable pseudobase. =

4.2.4 A Common Subcategory of Equilogical Spaces and Mod(B)

In this subsection we combine results by Menni and Simpson [MS00] about a common subcate-
gory PQg of Equ and Seq, and by Schroder [Sch00] on admissible representations to prove that Equ,
Mod(B), and Seq share a common cartesian closed subcategory PQq that contains wTop, as a full
subcategory.

First we review the relevant parts of Menni and Simpson [MS00]. In their paper, the ambient
category is EQU(wTop), which is the category of equilogical spaces built from arbitrary countably
based spaces, as opposed to just countably based Ty-spaces. However, all the results needed here
apply to Equ. One just has to check that the Tp-condition does not get in the way, and that it
is preserved by the relevant constructions. The best way to do this is to observe that Equ is an
exponential ideal of EQU(wTop).

Definition 4.2.20 Let X € wTopy and g: X — Y be a continuous map. Then ¢ is said to be
w-projecting when for every Z € wTop, and every continuous map f: Z — Y there exists a lifting
g: Z — X such that f =qog.

An equilogical space (X,=x) is w-projecting when the canonical quotient map X — X/=x
is w-projecting. The full subcategory of Equ on the w-projecting equilogical spaces is denoted
by EPQq. Let PQq be the category of those Ty-spaces Y for which there exists an w-projecting map
qg: X =Y.

Proposition 4.2.21 IfY is a sequential space and q: X — Y is an w-projecting map then q is a
quotient map.

Proof. Suppose U C Y and ¢*(U) is an open subset of X. Because X and Y are sequential
spaces it suffices to show that U is sequentially open. Suppose (z,)nen — Zoo € U. Because q is
w-projecting we can lift the continuous map z: @ — Y to a continuous map Z: w — X such that
x = qoZ. Because ¢*(U) is sequentially open and (T, )nen — Too € ¢*(U), the sequence (Tp)nen
is eventually in ¢*(U), therefore the sequence (z,)nen is eventually in U. This proves that U is
sequentially open. n

Notice the similarity between the definitions of w-projecting maps and admissible represen-
tations. The name PQq stands for “w-projecting quotient”, and EPQq stands for “equilogical
w-projecting quotient”.

Theorem 4.2.22 (Menni & Simpson [MSO00]) The category PQq is a cartesian closed subcat-
egory of Seq, EPQq is a cartesian closed subcategory of Equ, and the categories PQqy and EPQq are
equivalent.

Proof. See [MS00]. The equivalence functor between EPQy and PQy maps an w-projecting
equilogical space (X,=x) to the quotient X/=x. In fact, Menni and Simpson prove that in a
precise sense EPQq is the largest common cartesian closed subcategory of Equ and Seq. m
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We also need the following result.

Theorem 4.2.23 (Schréder [Sch00]) Let (X,0x) and (Y,dy) be admissible representations for
sequential To-spaces X andY . Then the product (X, 0x)x (Y, dy) formed in Mod(B) is an admissible
representation for the product X x 'Y formed in Seq, and similarly the exponential (Y, 5y)(X’5X)
formed in Mod(B) is an admissible representation for the exponential YX formed in Seq.

Proof. See [Sch00]. =

Let AdmSeq be the full subcategory of Seq on those sequential Tp-spaces that have an admissible
representation. Then we can define a functor I: AdmSeq — Mod(B), where X € AdmSeq is mapped
to its admissible representation IX = (X,dx), and a continuous maps f: X — Y is mapped to
itself, If = f. Theorem 4.2.23 states that I is a full and faithful cartesian closed functor, as
summarized in the following corollary.

Corollary 4.2.24 The category AdmSeq is a cartesian closed subcategory of Mod(B).

Proof. The functor maps a sequential space X to its admissible representation (X,dx). It is
cartesian closed by Theorem 4.2.23. ]

Theorem 4.2.25 PQ, and AdmSeq are the same category.

Proof. It was independently observed by Schréder that PQq is a full subcategory of AdmSeq,
which is the easier of the two inclusions. The proof goes as follows. Suppose ¢: X — Y is
an w-projecting quotient map. We need to show that Y is a sequential space with an admissible
representation. It is sequential by Propositions 4.2.10 and 4.2.11. By Corollary 4.2.19 there exists an
admissible representation dx: B — X. Let dy = godx. Suppose f: B — Y is a continuous partial
map. Because ¢ is w-projecting f lifts though X, and because dx is an admissible representation,
it further lifts through B, as in the diagram below.

It remains to prove the converse, namely that if a sequential Tp-space X has an admissible rep-
resentation then there exists an w-projecting quotient q: ¥ — X. Since X has an admissible
representation it has a countable pseudobase B = {Bi ‘ 1€ N}, by Theorem 4.2.18. Let q: P — X
be a partial map defined by

ga=1z < (Vn€a.x € B))A\VU€O(X).(x€U = 3Ineca.B, CU) .
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The map ¢ is well defined because ga = x and ga = y implies that = and y share the same
neighborhoods, so they are the same point of the Ty-space X. Furthermore, g is surjective because B
is a pseudobase. To see that p is continuous, suppose pa = x and z € U € O(X). There exists
n € N such that z € B, CU. If n € b € dom(p) then pb € B,, C U. Therefore, a € n and
p«(Tn) € B, C U, which means that p is continuous. Let ¥ = dom(p).

Let us show that ¢: Y — X is w-projecting. Suppose f: Z — X is a continuous map and
Z € wTopy. Define a map g: Z — P by

gz={neN|3Ue€0(Z).(zeUAf.(U)C By)} .

The map g is continuous almost by definition. Indeed, if gz € Tn then there exists a neighborhood U
of z such that f.(U) C B,, but then ¢,(U) € Tn. To finish the proof we need to show that
fz=p(gz) for all z € Z. If n € gz then fz € B,, because there exists U € O(Z) such that z € U
and f.(U) C By,. If fz €V € O(X) then by Lemma 4.2.17 there exists U € O(Z) and n € N such
that z € U and f.(U) C B, CU. Hence, n € gz. This proves that fz = p(gz). [

The relationships between the categories are summarized by the following diagram:

Equ (4.8)

wTopg — PQp = AdmSeq

Mod(B)

All functors are full and faithful, preserve finite limits, and countable coproducts. The inclusion
wTopyg — PQp preserves all exponentials that happen to exist in wTop,, and the other two functors
preserve cartesian closed structure.

We can complete the triangle in (4.8) so that the resulting diagram commutes up to natural
isomorphism:

Equ D OEqu

PQoy = AdmSeq

The functor D is the right adjoint to the inclusion 0Equ — Equ, as described in Subsection 4.2.1.

The correspondence (4.8) explains why domain-theoretic computational models agree so well
with computational models studied by TTE—as long as we only build spaces by taking prod-
ucts, coproducts, exponentials, and regular subspaces, starting from countably based Ty-spaces, we
remain in PQyg.

Proposition 4.2.26 In Mod(B), the hierarchy of exponentials N, NN, NNN, ..., built from the
natural numbers object N, corresponds to the Kleene-Kreisel countable functionals.
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Proof. All functors in (4.8) preserve the natural numbers object and exponentials, and in
Subsection 4.1.4 we showed that the repeated exponentials of the natural numbers object in Equ
correspond to the Kleene-Kreisel countable functionals. [

In domain theory the real numbers are usually represented by the continuous interval do-
main IR [Esc97, ES99b], or the algebraic domain of reals R [Ber00, Nor98b]. When these domains
are viewed as domains with totality, they correspond to the equilogical space Ry = (R, 1g), i.e., the
topological reals. However, in Equ the most natural choice of real numbers is the space of Cauchy
reals R, = (€, =), cf. Section 5.5, where C is the space of rapidly converging Cauchy sequences of
rational numbers, and ~ is the evident coincidence relation. The objects Ry and R, are not isomor-
phic, since all morphisms Ry — R, are constant. In the internal logic of Equ the topological reals
are not at all well behaved. For instance, Ry is not linearly ordered, in the sense that the statement
Vz,y,z€Ry. (x <y — z <xVy < z)is not valid. This is unfortunate, because it means that the
well known and successful domain-theoretic models of reals are not amenable to the internal logic
of Equ. In fact, one would expect that because the topological reals behave badly in the internal
logic, they should not be a suitable model of real numbers computation. Why is this not the case?

Proposition 4.2.27 Under the correspondence (4.8), the topological reals Ry in Equ correspond to
the Cauchy reals Re in Mod(B). Therefore, the finitely complete, countably cocomplete cartesian
closed subcategory Ceqy of Equ generated by N and Ry is equivalent to the finitely complete, countably
cocomplete cartesian closed subcategory Cyoqm) of Mod(B) generated by N and R..

Proof. This holds because the quotient map € — (€/~) = R is an admissible representation of
the reals, and the inclusions in (4.8) preserve finite limits, countably coproducts, and exponentials.
L]

The point of Proposition 4.2.27 is that the domain-theoretic models of reals are successful
because they correspond to the object of Cauchy reals in Mod(BB), instead of Equ, as one one would
expect in view of Theorem 4.1.21.

As a consequence of Proposition 4.2.27 we obtain the following transfer principle from Cyoq(s)
to Cequ- Suppose X,Y € Cyoqee) and in the internal logic of Mod(B) we construct a morphism
f: X — Y. Then there exists a corresponding morphism in Cgq,. For example, in the internal
logic of Mod(B) it is valid that every map f: [0,1]c — R, is uniformly continuous.® This makes it
possible to define the Riemann integral as an operator

1
/ : R[Co’l]c — R
0

Therefore, there exists a corresponding Riemann integral operator fol: RLO’l]t — Ry in Cgqu. We
could not have constructed the same operator easily in the internal logic of Equ, because in the
internal logic of Equ it is not valid that every f: [0,1]]y — Ry is continuous.

Note, however, that while we can transfer morphisms from Cpeq(p) t0 Cequ, We cannot transfer
their logical properties in general. Thus, in the internal logic of Mod(B) the statement “every
function R, — R, is continuous” is valid, but it is not valid in Equ. This may seem puzzling because

5We use the subscripts 0. and O, to denote the Cauchy and topological versions of objects. Thus [0,1]c =
{xERC’()gxgl} and [O,l]t:{a:ERt|O§$§1}.
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for each particular morphism f € Homgq, (R, Ry), it is the case in Equ that f is continuous. This
is a difference between the internal and the external interpretation of universal quantifiers.
Pour-El and Richards [PER89] studied computability on Banach spaces, and other mathematical
structures, in terms of computable sequences of points. It seems quite probable that their approach
fits well within the picture presented in this section because the common subcategory AdmSeq of Equ
and Mod(BB) is a subcategory of sequential spaces, and sequential spaces are completely determined
by their convergent sequences. We leave further investigations of this subject for another occasion.

4.3 Sheaves on Partial Combinatory Algebras

The purpose of this section is to compare realizability models over partial combinatory algebras by
embedding them into sheaf toposes. We use the machinery of Grothendieck toposes and geometric
morphisms to study the relationship between realizability models over different partial combinatory
algebras. This work is related to Rosolini and Streicher [RS99], where the focus was mainly on the
locally cartesian closed structure of realizability models. Here we are also interested in comparison
of logical properties. As a reference on topos theory we use Mac Lane and Moerdijk [MM92], and
Johnstone and Moerdijk [JM89] as a reference on local map of toposes. In Birkedal’s disserta-
tion [Bir99] you can find further information about realizability, and also the theory of local maps
of toposes and the corresponding f-b calculus.

4.3.1 Sheaves over a PCA

We would like to embed Mod(A) into a sheaf topos. An obvious choice is the topos of sheaves for a
subcanonical Grothendieck topology on Mod(A), which is generated by suitable families of regular
epimorphic families. There is an equivalent but much simpler description of this topos, which we
look at next.

As the site we take the category (A) whose objects are subsets of A, and morphism are the
realized maps between subsets of A. More precisely, if X, Y C A then f: X — Y is a morphism
if there exists a € A such that, for all b € X, ab| and fb = ab. As the Grothendieck topology
on (A) we take the coproduct topology C which is generated by those families { f;: ¥; — X}, for
which the coproduct [[,.;Y; exists and [fi]icr: [[;c;Y: — X is an isomorphism. The cardinality
of the index set I depends on the PCA A. In a typical situation, the PCA A supports exactly the
finite coproducts (the first Kleene algebra, syntactic models of A-calculus), or exactly the countable
coproducts (the second Kleene algebra, domain theoretic models of A-calculus). Thus, in most
situations this amounts to taking either precisely the finite or the countable index sets.

In many cases (A) is equivalent to a well known category. For example, (P) is equivalent to the
category wTopy, whereas (B) is equivalent to the category 0Dim.

Definition 4.3.1 The category of sheaves on (A) for the coproduct topology is denoted by Sh(A).

Observe that the sheaves on (A) are simply those presheaves P that “preserve products”, i.e.,
P(I1, Y:) =TI, PY.

Theorem 4.3.2 The category Sh(A) is equivalent to the category of sheaves Sh(Mod(A), R) for
the subcanonical Grothendieck topology R generated by those families {f;: B; — A};c; for which
the coproduct [[;c; B; exists and [filicr: [l;c; Bi — A is a regular epi.
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Proof. The category (A) is the full subcategory of Mod(A) on the canonically separated modest
sets. By Theorem 1.3.4, (A) is equivalent to the category of projective modest sets over A. Therefore
we can replace (A) with the category Proj(A) of projective modest sets.

Let the jointly-split topology S on Proj(A) be generated by those families {f;: B; — A};;
for which the coproduct [[;.; B; exists and [fi];cr: [[;c; Bi — A splits, i.e., has a right inverse
s: A — [[;c; Bi- Here the cardinality of I is treated as in the definition of coproduct topology. Let
us verify that the jointly split families form a basis for Grothendieck topology:

1. Isomorphisms cover: It is obvious that an isomorphism is covering since it is split by its
inverse.

2. Stability under pullbacks: Suppose {f;: B; — A}, ; covers A. Consider the pullback along
g: C — A. Since coproducts in (A) are stable, we get a pullback diagram

L1, g*JBi [1; B:
\
lg* fili [fili| 18

A

C

The morphism s in the above diagram is the splitting of [f;];. We want to show that the
left-hand vertical morphism splits, which follows easily from the pullback property of the
diagram. Since [fi]; o s 0 g = 1¢ o g there exists a unique arrow ¢t: C' — [, ¢*B; such that
1o = [g* fi]i o t, as required.

3. Transitivity: Suppose {f;: B; — A},c; is a covering family, and for each i € I, the family
{9ij: Cij — Bi}je j, covers B;. Then [fi]s splits by a morphism s, and [g;j]; splits by ;. The

map [f; o g,-j]ij splits by (Zz’e[ ri) 0S.

Next, we show that the jointly split families generate precisely the coproduct topology C. We need
to show that a sieve { f;: B; — A}, ; contains an S-cover if, and only if, it contains a C-cover. One
direction is easy, since every C-cover is obviously an S-cover. For the converse, if {f;: B; — A}
is jointly split by s: A — []
in the pullback diagram

jeJ
jes Bi then we can decompose A into a coproduct A = HjGJ s*Bj, as

HjEJ 3ij HjeJ B
1a 1
A s HjeJ B;

then it also contains a family

Therefore, if a sieve contains a jointly split family {f;: B; — A}j e

whose coproduct is isomorphic to A.

As in the statement of the theorem, let R be the Grothendieck topology on Mod(A) generated by
those families { f;: B; — A}, for which the coproduct [[,.; B; exists and [fi]ier: [[;c; Bi — Aisa
regular epi. To finish the proof, we apply the Comparison Lemma [MM92, Appendix, Corollary 4.3]
to Sh(Mod(A), R) and Sh(Proj(A), S). For this we must check three conditions:
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1. Topology R is subcanonical: we chose R to be generated by certain regular-epimorphic fam-
ilies.
2. Every object in Mod(A) is R-covered by objects in Proj(A): this is Proposition 1.3.3.

3. A family {f;: B; — A},; is S-covering in Proj(A) if, and only if, it is R-covering in Mod(A):
this holds because a morphism f: B — A in Proj(A) is split if, and only if, it is a regular epi in
Mod(A). Indeed, if it is split then it is a regular epi by a general category theoretic argument.
Conversely, suppose f: B — A is a regular epi and A € Proj(A). Since A is projective there
exists a right inverse s: B — A of f, hence f is split.

Corollary 4.3.3 The Yoneda embedding

Mod(A) —2

Sh(A)

is full and faithful, preserves the locally cartesian closed structure, reqular epis, and coproducts. In
terms of categorical logic, it preserves and reflects validity of formulas involving full first-order logic,
exponentials, dependent types, disjoint sum types, and quotients of ~—-stable equivalence relations.
In case Mod(A) has countable coproducts, y preserves countably infinite disjunctions and the natural
numbers object.

More precisely, the functor y is defined as follows. If I: (A) — Mod(A) is the inclusion, then
for S € Mod(A), yS = Hom(I(0), S) where the hom-set is taken in Mod(A). We do not have to
compose with sheafification because the topology is subcanonical.

Example 4.3.4 Countably based equilogical spaces embed via the Yoneda embedding into the
topos Sh(IP) ~ Sh(wTopy, C,), where C,, is the countable coproducts topology.

Example 4.3.5 Similarly, Mod(B) embeds into Sh(B) ~ Sh(0Dim, C,,), where 0Dim is the category
of countably based 0-dimensional Hausdorff spaces.

4.3.2 Functors Induced by Applicative Morphisms

A discrete applicative morphism p: E —=> F induces a functor p: Mod(E) — Mod(F), as was
shown in Proposition 1.4.4. The functor preserves finite limits and regular epis by Proposition 1.4.5.
Suppose that in addition p preserves all coproducts that exist in Mod(E). Recall from [MM92,
Section VIL.7] that in this case p induces a geometric morphism (p*, p): Sh(F) — Sh(E) between
the corresponding toposes, as in the diagram below.

Sh(E) # Sh(F) (4.9)
p

) Yy

Mod(E) ———~ Mod(F)

The inverse image part p* of the geometric morphism in the above diagram makes the evident
square commute up to natural isomorphism.
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4.3.3 Applicative Retractions Induce Local Maps of Toposes

Let (n H40): E "2, F be an applicative retraction of discrete applicative morphisms. By Theo-
rem 1.4.12, the induced functors 77 and ¢ form an adjoint pair -4,

n

Mod(E) Mod (F)

:

In addition, 5o 7 = IpMod(r)- Suppose further that 5 preserves whatever coproducts exist, and call
such a functor “+-preserving”. Combining this with (4.9), we get three adjoint functors n* - n, =
0" A by,

*

n
et
Sh(E) = =" 2 sn(F)
~0%
PCA

where 6" o n* = 1gy). Thus, a +-preserving discrete applicative retraction mH46):E—F
induces a local map Sh(E) — Sh(F). This is a familiar setup from Birkedal [Bir99], from which we
obtain a f-b calculus for the internal logic that can be used to compare realizability in modest sets
over E with that over F.

An applicative retraction does not seem to induce a third adjoint if we use realizability toposes
RT(E) and RT(FF) instead. A good conceptual explanation of this phenomenon would be desirable.
4.3.4 A Forcing Semantics for Realizability

The following theorem spells out the Kripke-Joyal semantics in Sh(A). The interpretation of dis-
junction, negation and existential quantification is simpler than the usual one due to the simple
nature of the coproduct topology on the site (A).

Theorem 4.3.6 Let X,Y € Sh(A), and let
xX’qS(m) z: X | Y(x) :E:X,y:Y‘p(x,y)

be formulas in the internal language of Sh(A). Let A € (A) and a € X A. The Kripke-Joyal forcing
relation |= is interpreted as follows:

1. AE ¢(a) ANp(a) if, and only if, A= ¢(a) and A = (a).

. A ¢(a)Vp(a) if, and only if, there exist Ay, Aa € (A) such that A = A1+ As, A1 = P(a-11)
and Az = Y(a-t2).

. A E ¢(a) — Y(a) if, and only if, for all f: B — A in (A), B = ¢(a- f) implies B =¥ (a-f).
. A E —¢(a) if, and only if, for all f: B — A in (A), B = ¢(a- f) implies B = 0.
. AEYyeY . pla,y) if, and only if, for all f: B — A in (A) and allb€ YB, B = p(a- f,b).

S

S v A W

. AE3JyeY . pla,y) if, and only if, A =T1,c; Ai in (A) and for eachi € I there exist b; € Y A;
such that A; = p(a - i, b;).
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Proof. We only need to show that the standard interpretations of disjunction, negation, and
existential quantification simplify to the forms stated in the theorem. This follows easily from the
characterization of the topology via the disjoint sum basis.

Let us first consider disjunction. Suppose A = ¢(a) V ¢(a). Then there exists a family
{ti: A; — A};c; such that [13];: Ay + --- + A — A is an isomorphism and, for every i € I,
A = ¢(a- ;) or A; = (a- ;). Define the sets J and K by

J={iell| Edéa )}, K=1I\J.

Let A} =][;c; A and A = [[}cjc Ak Then it is clear that A = A} + Ay, Let r1 = [5]5e5: A1 —
A and ko = [ig]kerx: A2 — A be the isomorphisms. It is now clear that A} &= ¢(a - k1) and
Ao = Y(a - kg), as required. The converse holds, since if A = A; + Ay, A1 = ¢(a - 11) and
As E(a-12), then A = ¢(a) V1 (a) because the sum of canonical inclusions [t1,e9]: A1+ A3 — A
is an isomorphism, thus it covers A.

The interpretation of negation is correct because an object is covered by the empty family {}
if, and only if, it is the initial object 0.

Suppose A |= Jy€Y .p(a,y). Then there exists a family {¢: A; — A}, such that A =
[Licr Ak, ti: A; — Ais the canonical inclusion for every i € I, and there exists b; € Y A; such that
A; = p(a - i, b;). This proves one direction. The converse is proved easily as well. u

If Mod(A) has countable coproducts a clause involving countable disjunctions can be added.
The forcing semantics can be restricted to the modest sets, as long as the formulas are restricted
to first-order logic with exponentials, dependent types, subset types, and quotients of ——-stable
equivalence relations. It is a consequence of Corollary 4.3.3 that such a formula is valid in the
forcing semantics if, and only if, it is valid in the realizability interpretation.

4.3.5 A Transfer Principle for Modest Sets

Suppose (n 1 46): E L2 L Fis an applicative retraction such that 5 is +-preserving, which means
that it preserves all coproducts that exist in (E). The transfer principle from Awodey et. al. [ABS99]
can be applied to the induced local map of toposes,

*

n
Sh(E) @Sh(lﬁ‘) .
\6*/

We say that a formula 6 in the internal language of a topos is local” if it is built from atomic
predicates, including equations, and first-order logic, such that for every subformula of the form
¢ — 1, ¢ does not contain any V or —.

If 6 is a local sentence in the internal logic of Sh(F), we write Sh(F) = 6 when the interpretation
of 6 is valid in Sh(F). The sentence # can also be interpreted in Sh(E), where the types and relations
occurring in 6 are mapped over to Sh(E) by n*. The transfer principle from [ABS99] tells us that
for such a local sentence 6

Sh(E) =6 ifand only if Sh(F) =0.

"In [ABS99] such a formula is called “stable”.
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If only types and relations from Mod(F) occur in € then the transfer principle restricts to the
categories of modest sets:

Mod(E) =6 if and only if Mod(F) 6.

Here we interpret 6 in Mod(E) by mapping all types and relations that occur in 6 over to Mod(E)
by 7. The notation Mod(E) = 6 means that the sentence 6 is valid in the standard realizability
interpretation, or equivalently, in the forcing semantics as described in Theorem 4.3.6. The following
theorem explains why Mod(PP) and Mod(B) appear to be very similar, at least as far as simple types
are concerned.

Theorem 4.3.7 Let (1 40): P 2 B be the applicative retraction from Subsection 1.4.2. Let 0
be a local first-order sentence such that all variables occurring in 6 have types N, NN, or R. Then

Mod(P) =6 if and only if Mod(B) =0,

where N is interpreted as the natural numbers object, NN is interpreted as the obvious exponential,
and R is interpreted as the real numbers object.

Proof. The theorem holds because the functor z: Mod(B) — Mod(P) preserves the natural
numbers object N, its function space NV, and the real numbers object R. The functor ¢ preserves
coproducts by Theorem 4.2.2. [

In Theorem 4.3.7 we cannot allow variables of higher types such as N and RE to occur,
because it is well known that the following local sentence involving NN is valid in Mod(B) but not
in Mod(PP):

VEeNY 3aeNY.v3eNY. FB = (a|B). (4.10)

The sentence states that every functional F' € NV has an associate o € NV in the sense of
Kleene [Kle59]. Here «|f is Kleene’s continuous function application. The statement n = («|f) is
equivalent to

ImeN. (a(fm) =n+1AVEkeN. (k<m — a(Bk) =0)) .

Similarly, a statement that all functions f € R® are continuous holds in Mod(B) but not in Mod(P).
Thus, in a roundabout way, we obtain the following result.

Proposition 4.3.8 The functor 7: Mod(B) — Mod(IP) does not preserve exponentials. In partic-

ular, Z\(NNN) is not isomorphic to the object NN in Mod(P), and 2(RR) is not isomorphic to the
object RR in Mod(P).

Proof. We can in fact prove Proposition 4.3.8 directly as follows. Let X be the object of type 2
functionals in 0Equ, which is equivalent to Mod(B), and let Y be the object of type 2 functional
in Equ.

Both X and Y are equilogical spaces. The space | X| is a Hausdorff space. The space |Y| is the
subspace of the total elements of the Scott domain D = N, N1, The equivalence relation on |Y| is
the consistency relation of D restricted to |Y|. Suppose f: |Y| — |X]| represented an isomorphism,
and let g: |X| — |Y| represent its inverse. Because f is monotone in the specialization order and
|X| has a trivial specialization order, a =y b implies fx = fy. Therefore, go f: |Y| — |Y| is an
equivariant retraction. By Proposition 4.1.8, Y is a topological object. By Corollary 4.1.9, this
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would mean that the topological quotient |Y|/=y is countably based, but it is not, as is well known.
Another way to see that Y cannot be topological is to observe that Y is an exponential of the Baire
space, but the Baire space is not exponentiable in wTop. [

Contrast Proposition 4.3.8 with result of Subsection 4.1.4 and Proposition 4.2.26, which claim
that the Kleene-Kreisel functionals “correspond to” both the finite type functionals in Equ and
Mod(B). How can this be? The correspondence is only at the level of equivalence classes, or
global points. Just because two spaces have the same global points, that does not mean they are
isomorphic.

Finally, we remark that statement (4.10) is of course valid in Mod(P) if NN is replaced by
(NN But then it becomes a simple truism, since it can be shown that in Mod(P) the space
T(NNN) is just the set of those functionals that have an associate:

N = {F eNY' | 3aeNY.V3eNY . Fg = (oz]ﬁ)} .

Proposition 4.3.8 should be contrasted with the fact that there is an epi-mono T(NNN) — NN
that is not iso but nevertheless induces a natural bijection between the global points of T(NNN) and
the global points of NN'. Therefore, the finite types over N in Mod (P) and Mod(B) are equivalent
as far as the cartesian closed structure is concerned, but here we see that they have different logical
properties.



Chapter 5

Computable Topology and Analysis

In the final chapter we develop a selection of topics from computable topology and analysis in
the logic of modest sets. Because the logic of modest sets is an intuitionistic logic with addi-
tional valid principles, we can follow existing sources on intutionistic and constructive mathemat-
ics [TvD88a, TvD88b, BB85, McC84] and synthetic domain theory [Ros86, vOS98, Hyl92]. A
number of constructions simplify because of the Axiom of Stability, Markov’s Principle, and Num-
ber Choice. The main novelty is the computability operator, which fits seamlessly with the rest of
the logic. We emphasize the use of higher function types.

The spaces and constructions that we develop in the logic of modest sets can be interpreted in
categories of modest sets. In a number of cases it turns out that we obtain structures that have
been discovered before by direct constructions in specific models of modest sets. Let us list a few.
Our definition of countably based spaces corresponds to Spreen’s effective Tp-spaces in Mod(N).
The standard dominance ¥ interpreted in Mod(N) corresponds to the familiar dominance of r.e. sets
in the effective topos, whereas in Eques and Mod(BB,By) it corresponds to the standard represen-
tation of the Sierpinski space as a quotient of the Cantor space. The real numbers R interpreted
in Mod(N) are the recursive reals, in Equeg or Mod(B,B;) they are the well known signed binary
digit representation of the reals. Moreover, in Equs and Mod(B,By) the intrinsic topology on R
is the usual metric topology. We can also relate ¥ and R to the domain-theoretic framework, as
discussed in Subsection 4.2.4. The standard dominance then turns out to be the Sierpinski space,
and the reals turn out to be represented as the maximal elements of the interval domain IR. The
interpretation of metric spaces in Mod(N) gives the usual notion of effective metric spaces, and
in Equ.s that of a separable metric space with a computable metric.

These examples should suffice to demonstrate two points. First, modest sets really do provide
a unifying framework for a number of approaches to computable topology and analysis. Second,
if we develop computable topology and analysis in the logic of modest sets, rather than in one
specific model of computation, we cover a large class of important models of computation at once.
This way we do not have to redo the work every time we change the underlying model. Of course,
sometimes we do want to know more about a specific model. In this case we can use additional
reasoning principles that are valid in that model. For example, in Mod(N) Church’s thesis is valid,
Mod(B, By) enjoys a continuity principle, and Equeg enjoys various choice principles.
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5.1 Countable Spaces

In this section we present some basic results about countable space and countable sets. These
notions are important for the theory of countably based spaces and separable metric spaces.

Definition 5.1.1 An enumeration of a space A is a map ap: N — A such that for every z € A
there exists n € N such that a,, = x. In other words, an enumeration is a quotient map whose
domain is N. A countable space is a space A together with an enumeration a: N — A. A countable
set is a decidable countable space.

A countable space is always given together with an enumeration. Usually we omit explicit
mention of the enumeration and tacitly assume that one is given.

Note that according to this definition a countable space is inhabited. We could include the
empty space among the countable spaces if we defined an enumeration of a space A to be a map
a: N — 14 A such that Vxe A.dneN.a,, = . However, since we mostly work with inhabited
countable spaces, we do not use this definition.

Lemma 5.1.2 Suppose f: N — 2 is a map and there exists j € N such that fj = 1. Then there
exists a smallest m € N such that fm = 1.

Proof. Define a map g: N — 2 by induction as follows:
g0=0, gin+1)=1if (gn=1)V(fn=1) then 1 else 0.

We prove that there exists exactly one n € N such that gn = 0 and g(n 4+ 1) = 1. A simple proof
by induction shows that if gt = 1 and ¢ < k, then gk = 1, so there can be at most one n € N for
which gn = 0 and g(n + 1) = 1. Observe that if gn # g(n + 1), then gn =0 and g(n + 1) = 1. So
we just need to prove that there exists n € N such that gn # g(n 4+ 1). By Markov’s Principle, it
is sufficient to show that =-Vk eN.gk = g(k +1). So assume gk = g(k + 1) for all k € N. A simple
induction proves that in this case gk = 0 for all £ € N. But this is impossible because there is some
j € N for which fj=1andso g(j+1)=1.

Now let m be the unique number such that gm = 0 and g(m+1) = 1. It follows that fm = 1. If
n < m, then gn = 0 hence fn = 0, which confirms that m is really the smallest number at which f
attains the value 1. n

Theorem 5.1.3 (Minimization Principle) Let o = An:N.0 be the constantly zero map, and let
A=2M\{o} = {f e 2N } f# 0}. There exists a map p: A — N, called the minimization operator,
such that, for all f € A, puf is the smallest number at which f has value 1.

Proof. By Lemma 5.1.2, for every f € A there exists a (unique) smallest m € N such that
fm = 1. Now apply the Unique Choice to obtain the map u: A — 2. m

Lemma 5.1.4 Suppose f: N — A is a surjection and A is decidable. Then f is a quotient map.

Proof. Take any x € A. Because f is surjective there ——-exists n € N such that fn = z.
Because equality on A is decidable, we can employ Markov’s Principle to conclude that there exists
n € N such that fn = z. Therefore f is a quotient map. [
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Recall that A is a retract of B when there exist maps s: A — B and r: B — A such that
ros = 14. The map s is the section and r is the retraction. Every section is an embedding and
every retraction is a quotient map. Thus, a retract is a special kind of a quotient. By definition, a
space is countable if, and only if, it is isomorphic to a quotient of N. We can also characterize the
retract of N.

Theorem 5.1.5 A space is a countable set if, and only if, it is a retract of N.

Proof. Suppose S is decidable and s: N — § is an enumeration. By Lemma 5.1.4, s: N — S
is a quotient map. Because equality on S is decidable, we can define the section i: S — N by
minimization as

ix=p(AIn:N.if s, =z then 1 else 0) .

Conversely, if S is a retract of N, then it is a countable subspace of the countable set N, therefore
it is decidable. u

Corollary 5.1.6 A countable set is projective.

Proof. By Theorem 5.1.5, a countable set is a retract of the projective space N, therefore a
regular subspace of the projective space N. A regular subspace of a projective space is projective.
(]

Example 5.1.7 The objects of Mod(N) are enumerated sets. An enumerated set X is a set | X|
with a partial surjection dx: N — |X|. We say that X is total when the partial surjection dx is
total. In Mod(N) a space is countable if, and only if, it is isomorphic to a total enumerated set.
Indeed, if X is countable then it is isomorphic to a quotient of N, and a quotient of N is clearly a
total enumerated set. Conversely, a total enumerated set X is a quotient of N, as is witnessed by
the following diagram:

1
N— - N
Iy Ox
N—p5—X

For example, the space N — N, is the modest set of partial recursive functions. It is countable
because there exists a total recursive enumeration of Godel indices of partial recursive functions.
On the other hand, the space N — N is the modest set of total recursive functions and it is not
countable, since the Goédel indices of total recursive functions cannot be recursively enumerated.

Example 5.1.8 In Equ a countable space is isomorphic to an equilogical space (N, =), where N is
equipped with the discrete topology. But every such equilogical space is isomorphic to a subspace
of N, via a choice function that picks a representative of each equivalence class. Thus, in Equ
the interpretation of a countable space is that of a countable set with discrete topology. Every
such space is characterized by its cardinality. Moreover, every countable space is decidable, and so
in Equ the interpretation of countable spaces and countable sets coincide.
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Example 5.1.9 In Equ.s countable spaces are more delicate than in Equ. Every countable space
is isomorphic to an effective equilogical space (N, =), but it is not the case that every such effective
equilogical space is isomorphic to a subspace of N. This is so because there might be no way to
computably pick a representative of each equivalence class.

How about countable sets? By Theorem 5.1.5, the countable sets are the retracts of N. Up
to isomorphism, a retract of N is a regular subspace of N. Hence, in Equ.s a countable set A is
completely described by a pair of maps (7, s) where r: N — N is a total recursive function, s: N = N
is a partial recursive function, and r o s = lyom(s)- But if A is described by (r,s) then it is also
described by (r,s') where s': N — N is defined by s'n = min {k € N | rk =n}. Thus, a countable
set is described already by a total recursive function r: N — N that enumerates its elements.
Conversely, every total recursive function r describes a countable set, namely its range rng(r).
Total recursive maps ¢: N — N and r: N — N describe isomorphic countable sets exactly when
there exist partial recursive functions a,b: N — N such that dom(a) = rng(q), dom(b) = rng(r),
boa = lyng(q) and aob = l,ng(y). In other words, there is a computable bijection between rng(q) and
rng(r). Thus we have determined that in Equ.g the countable sets are interpreted as r.e. sets, and
isomorphism of countable sets is interpreted as computable bijective correspondence of r.e. sets.

5.2 The Generic Convergent Sequence

Convergent sequences and their limits play an important role in topology. In the logic of modest
sets, the notion of a sequence and its limit is captured by the coinductive type for the functor 140,
which we study in this section.

The map 1 — 2 that maps x to 1 yields the polynomial functor P;_,»X =1+ X. The generic
convergent sequence is the coinductive type NT = Mj_,,. Its structure map is an isomorphism
p: Nt — 14+ NT. We denote the inverse of p by s = p~!: 1 + N* — N*t, and we write 0 = sx. The
coinductive principle for N* is

(Va,yeNT (p(z,y) — ((x=0e—y=0)A(z #0Ay # 0 — p(pz,py)))))
—Vz,yeN.(p(z,y) — z=1y) .
For any map c¢: C — 1+ C, there is a unique map h: C — NT satisfying

0 if cx = %,
hx =
s(h(cx)) otherwise .

By Proposition 2.2.10, there exists a unique injection i: N — N*, such that
i0=0, i(n+1)=sn.

There is a unique map h: 1 — NT, defined by corecursion from the map inr: 1 — 1+ 1. This map
satisfies the equation hx = s(hx). The point oo = hx* is called the point at infinity or the limit point
of NT. Tt is the unique point satisfying the equation oo = s(c0). Indeed, if a = sb and b = sb, we
can prove a = b by a straightforward coinduction on the relation p(z,y), defined by

p(r,y) «— (z =sz) A (y = sy) .

Since s is the inverse of p, the point at infinity is the unique point that satisfies the equation
p oo = 00.
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Lemma 5.2.1 For all z € N*, 2 = 0o if, and only if, for alln € N, x # in.

Proof. Suppose it were the case that oo = in for some n € N. Then we would have i(n + 1) =
s(in) = soo = oo = in, and since ¢ is injective, n = n + 1. This is impossible, hence oo is not of the
form in. Conversely, suppose that a # in for all n € N. We show that a = oo by coinduction on
the relation

plx,y) «——VneN.(z #in Ay #in) .

Suppose p(z,y). Then x # 0 = i0 and y # 0 = 0. Consider any n € N. If px = in, then
x = s(px) = s(in) = i(n + 1), which would contradict p(z,y). Therefore, pz # in. A similar
argument shows that py # in. This proves the coinduction step. Now, since p(a, o) holds, we
conclude that a = co. ]

Lemma 5.2.1 tells us that N can be pictured as follows:

L] ° 3 . . . e o o o o o e s essssscscesaseses 00

The map s is like the successor map on natural numbers, except that it maps the point at infinity
to itself.

Theorem 5.2.2 The generic convergent sequence is a retract of 2%.

Proof. We exhibit N* as a retract of 2% by identifying a retract of 2 which satisfies the universal
property of N, so it must be isomorphic to NT. Let N be the subspace

N:{fezN\fozowneN.(fnz1_>f(n+1)=1)} .

The subspace N is a retract of 2, as is witnessed by the retraction r: 2N — N, defined by
(rf)o=0, (rf)(n+1) = (if fn=1 then 1 else (rf)n) .

It is obvious that rf € N for every f € 2, and a straightforward proof by induction shows that
rf=fforall fe N. Let p: N — 14 N be defined by

pf = (if f1 =1 then % else \n:N.f(n+1)).

Let us prove that (N, p) satisfies the same universal property that (N, p) does. Suppose c: C —
14+ C is a Py, coalgebra. We need to prove that there exists a unique h: C — N such that
(1+h)oc=mpoh. The map h can be defined recursively as

hz0 =0,
hz(n+ 1) = (if cx = * then 1 else h(cz)n) .
It is easy to check that (1 + h) oc = po h. Suppose g: C — N also satisfies the equation
(1+g)oc=pog. Weshow that grn = han for all x € C and n € N by induction on n. Because

gr € N, gx0 = 0 = hx0, which takes care of the base case. For the induction step, suppose
grn = han for all z € C. If cx = x then gx(n+ 1) =1 = ha(n + 1), otherwise

gr(n+1) =p(gx)n = g(cx)n = h(cx)n = ha(n+ 1),
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where we used the induction hypothesis in the second to the last step. This completes the induction.
We can write out explicitly the isomorphism v: N*T — N:
ve0 =0,
vr(n+1) = (if px = % then 1 else v(px)n) .

We see that the point at infinity corresponds to the constant map An:N.0. Observe that if
rf = An:N.0, where r is the retraction from 2" onto N, then f = An:N.0. ]

Corollary 5.2.3 The inclusion i: N — NT is an embedding.
Proof. Let j: N — 2N be defined by

ijm0=0,
jo(n+1)=1,
jm+1)(n+1)=jmn.

It is not hard to see that, under the isomorphism v from the proof of Theorem 5.2.2, i: N — NT
corresponds to j: N — N. Thus, ¢ is an embedding if, and only if, j is. We show that j is an
embedding by proving that, for all f € N,

(-—3IneN.f=jn) — IneN.f=jn. (5.1)

Suppose that for f,g € Nand k € N, fk = gk = 0 and f(k+ 1) = g(k+ 1) = 1. Then for all
m >k, fm =1= gm, and for all m < k, fm = 0 = gk, therefore f = g. We see that if fn =0
and f(n+1) =1, then f = jn. Thus, (5.1) is equivalent to

(——3IneN.(fn=0Af(n+1)=1)) — IneN.(fn=0Af(n+1)=1) . (5.2)
But (5.2) holds by Markov’s Principle. ]

By Corollary 5.2.3, we may identify N with its image in N* and think of N as a regular subspace
of N, ie., NCNT,

Example 5.2.4 In Equ.y the interpretation of NT is; as expected, the one-point compactification
of the natural numbers. This is most easily seen by using Theorem 5.2.2. According to the proof
of the theorem, N7 is isomorphic to the space N

N:{fezNyfo:owneN.(fnz1_>f(n+1)=1)} .

Since the defining predicate is a negative formula we can read the definition set-theoretically: [N]
is the subspace of the Cantor space consisting of those infinite sequences that start with a 0 and
change the value at most once. Therefore, [N] is isomorphic to the one-point compactification
of N.

Example 5.2.5 Like in the previous example we can use Theorem 5.2.2 to compute the inter-
pretation of NT in Mod(N). Up to isomorphism, [NT] turns out to be the modest set whose
underlying set [NT| is the set N U {co}, an element n # oo is realized by codes of Turing machines
that terminate after exactly n steps, and oo is realized by codes of Turing machines that never
terminate.
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5.3 Semidecidable Predicates

Recall from Section 2.3.2 that a decidable predicate ¢(x: A) is one that has a characteristic map
f+ A — 2. The space 2 = {0, 1} can be thought of as the space of Boolean values, as it has the
structure of a Boolean algebra. From a computational point of view, a decidable predicate is one
that can be computed by a program, which on input x outputs either 1 or 0, depending on whether
¢(z) holds or not.

A semidecidable predicate ¢(z:A) is a predicate for which there exists a program that de-
tects that ¢(x) holds, but cannot necessarily detect —¢(x). An example of this is the predicate
dneN. fn = 1 defined for f € N — 2. If there is n € N such that fn = 1, then we can find
it by a simple search. However, if there is no such n, then the search will not terminate, and at
no point can we know whether running the search longer would result in termination. In general,
there might be no way to establish that a given function is not constantly zero, since such a de-
cision procedure would entail decidability of the Halting Problem.! The topological intuition is
that the semidecidable predicates are the open subspaces. In fact, the whole subject has a double
nature—we can talk about semidecidable predicates, or about open subspaces. We prefer to use
the topological terminology.

We can list some properties that we would expect the semidecidable predicates to have. Clearly,
the empty and the total predicates ought to be semidecidable. The semidecidable predicates should
be closed under conjunction. In addition, if ¢ is a semidecidable predicate on A, and ¢ is a
semidecidable predicate on {J; €A ’ d)(a:)}, then 1 should be a semidecidable predicate on A.

We also make the assumption that semidecidable predicates are closed under existential quantifi-
cation over N, i.e., if ¢(x: A,n:N) is semidecidable, then so is 3n € N. ¢(z,n). From a topological
point of view, this is clearly a reasonable requirement since a countable union of open sets is open.
Speaking computationally, this requirement presumes that we can execute in parallel, or interleave
the execution of, infinitely many processes.

The idea is to find a space ¥ that has the structure that reflects the desired properties of
semidecidable predicates, and define the semidecidable predicates on A as those that are classified
by maps A — ¥. What we need is the notion of a dominance ¥, which comes from synthetic
domain theory [Ros86, vOS98, Hyl92].

A dominance has two points, called bottom and top:

ley, TeXx. (20)

A predicate ¢(x: A) is said to be semidecidable when it is classified by a map f: A — ¥, i.e., for
all x € A,
b(z) — fo=T.

Similarly, we say that a subspace U C A is semidecidable, or open, when it is the inverse image
of T for some map u: A — ¥:?

Uzu*T:{xGA!ux:T}.

A subspace F' C A is said to be co-semidecidable, or closed, when there exists a map f: A — ¥
such that F' = f* 1. We say that f classifies the closed subspace F'. For the rest of the section, we

'Tn the general case the underlying PCA Ay could be powerful enough to actually decide the Halting Problem, see
Example 5.3.19.
2Here and always in this section, equality between subspaces should be understood as an isomorphism.
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use the topological terminology and speak of open and closed subspaces, rather than semidecidable
and co-semidecidable predicates.

The first axiom we consider tells us that there are no other points in X. We must be careful
how this is stated. For example, if we required that Vx€X.(x =T Va = 1), that would force
Y = {1} +{T} and the dominance would be isomorphic to 2. Instead, we require

VeeX.(z#L—ax=T). (X1)
It follows immediately from the Axiom of Stability that
Veer.(x#T —ax=1). (X1

Another consequence is that L % T. More importantly, we can deduce that, up to isomorphism
of subspaces, there is a bijective correspondence between open (closed) subspaces of A and maps
A— X,

Lemma 5.3.1 Forallz,yc X, if e =T «—y=T thenx =y.

Proof. Assume that x = T «— y = T. We derive a contradiction from the assumption
that © #£ y. If x = T then y = T, hence x = y which contradict  # y. Thus, x # T. If z # T then
y # T, hence x = 1 and y = L by Axiom X1, which again implies x = y. Thus, z = T. We have
proved both z # T and x = T, which is a contradiction. Therefore, =(z # y) and by the Axiom of
Stability x = y. [

Theorem 5.3.2 An open (closed) subspace of A is classified by exactly one map A — ¥L.

Proof. Suppose u and v both classify the open subspace U C A. Then, for all z € A, ur =
T «—vx =T, and by Lemma 5.3.1 this implies ux = vx. Therefore u = v by Extensionality. The
proof for closed subspaces is analogous. =

The first axiom implies that semidecidable predicates are stable.

Proposition 5.3.3 FEvery open (closed) subspace is a regular subspace.

Proof. For any u € X — %, the subspace u*T = {:I: eX | ur = T} is regular because its
defining predicate is stable, by the Axiom of Stability. [

The complement of a subspace A C B is the subspace B\ A = {x €B ‘ x ¢ A}.3 We expect

the complement of an open set to be closed, and vice versa.

Proposition 5.3.4 A subspace is closed (open) if, and only if, it is the complement of an open
(closed) subspace.

Proof. This follows from the observation that, for all x € ¥, z = | if and only if, z £ T. =

3Recall that in this case = ¢ A is an abbreviation for ~3y € A.iay = .
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From now on we identify open subspaces of X with the elements of ¥*. We write 0(X) = ¥
and call O(X) the intrinsic topology of X. If U € O(X) and = € X, we abbreviate Uz = T
byxeU,and Uz =1L byz & U.

Another consequence of the first axiom is that all maps are continuous in the intrinsic topology.

Proposition 5.3.5 FEvery map f: X — Y is continuous in the intrinsic topology, i.e., the inverse
image of an open subspace is open.

Proof. If U C Y is open and classified by u: Y — ¥, then f*U is classified by uo f. n
The second axiom states that semidecidable subspaces compose:
UeOX)ANVeOU) —IWeO(X)VeeX.(zeUAnzeV)—zeWW). (X2)

The open subspace W is uniquely determined, so we usually abuse notation and denote it simply
by V. From the second axiom we can derive a map JA: ¥ x ¥ — ¥, called the meet operation,
such that, for all x,y € ¥,

xAy=T«—(x=Tandy=T). (5.3)

To see this, apply the second axiom to the open subspaces U = {(m,y) EXL XX ‘ T = T} and
V= {(x,y) eU ‘ Yy = T}. By the second axiom there is a unique open subspace W: ¥ x ¥ with
the property that (z,y) € W if, and only if, (x,y) € U and (x,y) € V, in other words x = T and
y = T. Therefore, W is the desired meet operation.

Recall that the intersection of subspaces A, B C X is defined by

AﬂB:{xeX‘meA/\xeB}.

Theorem 5.3.6 The intersection of two open subspaces is open.
Proof. For any U,V € O(X),
UﬂV:{weX‘wEU/\xEV}
={2eX|Us=TAVa=T}={zeX|U)A(Va)=T}={zeX|UAV)z=T},
where U AV: X — ¥ is defined by A\x: X . (Ux) A (Vx)). ]

From now on we interchangeably write U NV and U AV to denote the intersection of U and V.
Define the relation < on ¥ by

r<y— (z=T —y=T).
This is the intrinsic order on the dominance. According to this definition, we get
1<7T, TL L.

The space X can be drawn as the poset

L

Proposition 5.3.7 A dominance is partially ordered by < and A is the greatest lower bound op-
eration.
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Proof. It is obvious that < is reflexive and transitive. To see that it is antisymmetric, just
observe that x <y and y < x is equivalent to x = T «— y = T, then apply Lemma 5.3.1.

It is obvious that z A y is below both = and y. Suppose z < z and z < y. Then z = T implies
x=Tandy=T,hence z=T — (zAy=T),and so z <z Ay. [

We can extend the partial order < on ¥ to arbitrary intrinsic topologies by defining, for U,V €
0(X),
U<Ve—=VeeX. Uz <Vz) .

Clearly, U < V if, and only if, U C V. Recall that U C V means that the inclusion U — X factors
through the inclusion V — X. From now on we interchangeably write U < V and U C V. The
relation < is called the inclusion order on the topology O(X).
As the third axiom of dominance, we postulate that there exists a map \/: YN — ¥ such that,
foral U: N — ¥,
VU=T«—3IneN.(Un=T) . (X3)

The immediate consequence of this is that a union of open sets is open.
Proposition 5.3.8 The union of a family U: N — O(X) of open sets is open.

Proof. The union of the family U is the least subspace that contains Un for every n € N, i.e.,
the subspace

UU:{:CGX‘EInEN.(:ceUn)} .

This is an open subspace of X because it equals {z € X | V(An:N. (Unz)) =T} ]

Proposition 5.3.9 The union of two open sets is open.
Proof. Suppose U,V € O(X). Their union is the subspace
UUV:{xeX‘xEU\/xEV} .
Define a map W: N — O(X) by induction as follows:
wo=U, Wn+1)=V.

For every z € X, x € UV x € V if, and only if, x € Wn for some n € N. Thus, the union |J W,
which is open by Proposition 5.3.8, equals U U V. [

In order to get a theory in which open and closed subsets are not interchangeable, we need to
break the symmetry between 1L and T. We would like to make sure that there is no “twist” map
1L +— T, T+ L. This is the consequence of the fourth axiom, which is known as Phoa’s Principle:

r<y——3ferr . (fL=zand fT =y) . (X4)

The power of this axiom is evident from the following string of consequences.

Proposition 5.3.10 There does not exist a map t: ¥ — ¥ such thattl =T and tT = L.
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Proof. If this were such a map, then T < | would follow by (X4). But we already know that
T <L 1. -
Lemma 5.3.11 Let f,g: X —>X. If fL =gl and fT =gT, then f =g.

Proof. Consider any =z € ¥. Suppose fr # gr. Then x # | and x # T, which is impossible.
Therefore —(fx # gz), and by the Axiom of Stability it follows that fx = gz. ]
Proposition 5.3.12 If x <y, where x,y € L, then there exists exactly one f: L — X such that
fL=xand fT =y.

Proof. Assume f1l =z =gl and fT =y =g¢T, and apply Lemma 5.3.11. [

Proposition 5.3.13 Fvery map f: ¥ — ¥ is monotone, i.e., v <y — fr < fy.

Proof. Suppose z < y. By (X4), there exists g: ¥ — ¥ such that gL = z and g T = y. Therefore
fr=(fog)L and fy=(fog)T, so by (X4) we get fx < fy. ]

Another way to express Proposition 5.3.13 is
r<y——VfeXr (fz<fy).
For any space X we can define the intrinsic preorder on X by
<y «—VUeO(X).(reU—yecl).

The relation < is always reflexive and transitive, but it is not necessarily antisymmetric, so it may
fail to be a partial order.

Definition 5.3.14 A space is an intrinsic Ty-space when its intrinsic preorder is a partial order.

Proposition 5.3.15 FEvery map f: X — Y is monotone in the intrinsic preorder.

Proof. Assume x < y. Suppose fx € U for some U € O(Y). Then x € f*U and f*U € O(X),
therefore y € f*U by assumption, and we conclude fy € U. [

Note that the intrinsic order on O(X) and the inclusion order on O(X) have different definitions.
Proposition 5.3.16 The intrinsic order and the inclusion order on O(X) coincide.
Proof. We need to prove that for any U,V € ¥¥X,
(Vo eX .Uz <Vz) ——Voex™ . (¢U < V) .

The implication from right to left follows when we take, for every z € X, ¢, = AU : XX .Ux. For
the converse, suppose Uz < Vz for all x € X. By Proposition 5.3.12, there exists a unique map
[Uz,Vz]: ¥ — X such that [Uz,Vz]L = Ux and [Uz, Vz|T = Vz. By Unique Choice, there exists
a unique map F: X — ¥ such that Fz = [Uz,Vx]. Consider the map F': ¥ — ¥, defined by
F'sz = Fus. It has the property that F/1 = U and F'T = V. Now, for any ¢: £~ — ¥, we have

QU =¢(F'L) = (¢o F')L, OV =¢(F'T) = (¢o F')T .
If we apply (X4) to the map ¢ o F’, we obtain ¢U < ¢V n
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What are the maps ¥ — ¥7 We can identify three maps: the constant | map, the constant T
map, and the identity. There are no others.

Proposition 5.3.17 For all f: ¥ — ¥, it is not the case that f # Ax:X. 1L and f # dx:X. T
and f 7& ].):.

Proof. Suppose f: ¥ — ¥ is a map such that f # Az:X. 1L and f # Ax:Z.T and f # 1y.
Suppose f1 = 1. Then fT # 1, otherwise f = 1y by Lemma 5.3.11, but also fT # T, otherwise
f=Az:X. L by the same lemma. We derived a contradiction from the assumption that f1 = 1,
therefore f1 # 1. A similar argument shows that f1 # T. This is impossible. n

We emphasize that what we proved is not equivalent to the statement that every map > — ¥
equals identity, constant 1 map, or constant T map. In fact, we proved the double negation of
that statement.

The last axiom relates the dominance to computability:

L e#%, Le#x, \/e#(zN—&). (£5)

The axiom reflects the intuition that T corresponds to a terminating computation, and L corre-
sponds to a non-terminating one.

Recall that if U € O(A) and V € O(U), then there exists a unique W € O(A) such that
x €W «—— (x € UAz e V). By Unique Choice, we obtain a map

E: ZUeO(A)O(U) — 0(4)

with the property that E(U,V) = W, where U, V and W are as above. By Theorem 2.3.1, F is
computable, and since the meet operation A is defined in terms of E, we conclude that

NEH#(EXxE—-Y).

An obvious question is whether there are any dominances. We can use the idea from the
beginning of the section, namely, that an infinite binary sequence f: N — 2 represents a terminating
computation if it contains a 1, and represents a non-terminating computation if it does not. We
can effectively detect that there is n € N such that fn = 1, but cannot detect that there is not
one. Thus, the constant sequence o = An:N.0 should represent 1, and all other sequences should
represent T. This suggest that we define ¥ = 2N/~ where ~ is defined by, for all f, g € 2N,

frge—(f=0c—g=o0).

As it turns out, in general ¥ satisfies all axioms, except Phoa’s Principle (¥4). The reason for this
is that the underlying PCA of the category of modest sets might be powerful enough to decide IT}
statements. In this case, the symmetry between | and T is not broken, and that is why Phoa’s
principle fails.

Let 0 = An:N.0 be the constantly zero map. The idea that there is no way to distinguish o
among all the maps in 2V is expressed formally by the statement

VH62N—>2.((Vf€2N.(f7éo—>Hf:1))—>Ho:1). (WCP)
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In words, if H is a decidable predicate on 2V that holds for all f # o, then it holds for o as well. We
call this statement the “weak continuity principle” (WCP). In view of the retraction constructed
in the proof of Theorem 5.2.2, WCP is equivalent to

VfeENT -2 (VneN.fn=1) — foo=1) . (WCP)

In words, if a sequence fO, f1, ..., is constantly equal to 1 then its limit foo is equal to 1. From
the topological point of view, WCP asserts that oo is not an isolated point of NT.

Proposition 5.3.18 WCP holds if, and only if, 2V is not decidable.

Proof. Assume WCP holds. If 2V were decidable then the characteristic map of comparison
with o would violate WCP, therefore 2V is not decidable. Conversely, assume 2" is not decidable
and let H: 2N — 2 be a map such that, for all f # o, Hf = 1. If Ho = 0, then we would have

Ve (f=oV[#o),
which would imply that 2V is decidable. Therefore Ho = 1, which proves WCP. =

Example 5.3.19 All categories of modest sets considered so far, Equ, Equeg, 0Equ, Mod (B, By),
Mod(V), Mod(RE), and Mod(N), satisfy WCP. This is most easily proved by looking at what it
means for 2V to be a decidable space. In the models built on topological PCAs P, B, and U, it
means that 2V is a discrete space. This is not the case because 2V is interpreted as the Cantor
space. In Mod(RE) and Mod(N) the decidability of 2" is equivalent to the decidability of the Halting
Problem. But the Halting Problem is not decidable, so neither is equality on 2N.

There is a PCA J such that WCP is not valid in Mod(J). The idea is to use infinite time Turing
machines by Hamkins and Lewis [HL00]. An infinite Turing machine is like an ordinary Turing
machine whose running time is allowed to be any ordinal number. Infinite time Turing machines
have their Godel codes, just like the ordinary ones, and form a PCA in the same way that the
ordinary Turing machines do. It is not hard to show that an infinite time Turing machine can decide
any II} statement [HL0O, Corollary 2.3], therefore it can decide the statement Vn € N. fn = 1, given
a realizer a € J for f.

Theorem 5.3.20 (The Standard Dominance) Let o = An:N.0 and let ~ be an equivalence
relation on 2N defined by

frge—(f=0—9g=0),
The space ¥ = 2%/~ is called the standard dominance. It satisfies azioms (X0), (1), (X2), (¥£3),
and (¥5). Furthermore, ¥ satisfies Phoa’s Principle (X4) if, and only if, WCP holds.

Proof. It is obvious that ~ is an equivalence relation. Observe that by Markov’s Principle
f # o is equivalent to 3ne€N.(fn =1). The bottom element is L = [0], and the top element is
T = [An:N.1]. They are both computable because the maps o and An:N.1 are computable, and
so is the quotient map [O]..

To prove (X1), suppose [f] # L. Then —(f ~ o), which simplifies to -——=3IneN. fn = 1. By
Markov’s Principle, 3n € N. fn = 1. Therefore f ~ An:N.1, and [f] = T, as required.

Next, we validate (¥X2). Suppose u: A — ¥ and v: v*T — ¥. We show that for every x € A
there is a unique ¢ € ¥ such that t = T if, and only if, uz = T and vz = T. Note that vz is defined
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only when uz = T. Informally, the proof goes as follows. Let [f] = uz. We construct a map h € 2N
such that h outputs zeroes for as long as f does. If and when fn = 1, we know that x € u*z. At
that point, let [g] = vz. Now we let h output the values of g, i.e., hn = g0, h(n + 1)g = g1, and
so on. If f never attains the value 1, then h does not either. If f attains value 1, then h attains 1
if, and only if, g does. It is clear that [h] does not depend on the choice of representatives f and
g. We must be careful, though, to choose the representative g only once in the entire construction
of h. Now we proceed with a rigorous proof.
Let s: 2N — NN be the map

(s f)0=(if f0=0 then 0 else 1),
(sfiin+1)=(if (sfn#0) then s fn else (if fn=1thenn+ 1 else 0)) .

It has the following property: if there is n € N such that fn =1 then (s f)m = 0 for all m < pf, and
(sfym=1+pf for all m > pf. Here p is the minimization operator, described in Theorem 5.1.3.
If fn=0for all n € N, then (s f)n =0 for all n € N.

Consider any = € A. There exists f: N — 2 such that [f] = ux. Define a map go: N — 14 2N
recursively as follows. Let go0 = *. To define go(n + 1), consider the value of gon. If gan # x,
then let go(n + 1) = gon. Otherwise, consider fn. If fn =0, let go(n + 1) = *. If fn = 1, then
x € u*T, therefore there exists g: N — 2 such that [g] = va. Let ga(n + 1) = inrg. The map gs is
well defined by Number Choice. It has the following property: if there is n € N such that fn =1,
then gom = % for all m < 1+ pf, and gom = g for all m > 1 + pf, where g: N — 2 is such that
[g] =vx. If fn =20 for all n € N then gon = « for all n € N.

We define a map h: N — 2 as follows. If (s f)n = 0, let hn = 0. If (s f)n = k # 0, then
f(k—1) = f(uf) =1, and because n > pf we have ga(n+1) # *. Set hn = (g2(n+1))(n+1—k).
This is well defined because n > uf, hence 1 +n > 1+ puf = k. The map h has the following
property:

=T ——ux=TAve=T. (5.4)

Indeed, suppose [h] = T. There exists n € N such that Ain = 1. Then Fk€N.(fk = 1), hence
uz = [f] = T. Furthermore, 1 = hn = (g2(n+1))(n+1—k), hence ga(n+1) # x, [g2(n+1)] =T,
and so vx = [g2(n + 1)] = T. The converse is equally easy.

By Lemma 5.3.1, there is at most one [h] € X that satisfies (5.4). Thus, we have proved that
for every x € A there exists exactly one [h] € £ such that (5.4) holds. By Unique Choice, there
exists a map w: A — X such that, for all z € A,

wr=T+—uxr=1TAve=T.

This is what (X2) states.
Let us proceed to (X3). Let p: N x N — N be an isomorphism, say, p (n,m) = 2"(2m + 1) — 1.
Define a map 7: (2Y)N — 2N by
(Ifyn=f(p~'n).
The map I interleaves a sequence of sequences fO0, f1,... into a single binary sequence in such a
way that every value fij appears exactly once in the interleaved sequences. Therefore,

(3i,jeEN.fij=1)—— IneN.Ifin=1.



5.3 Semidecidable Predicates 169

Suppose u: N — ¥. Because N is projective, there exists a map ug: N — 2% such that un = [ugn]
for all n € N. Let z = [Tup]. We claim that

x=T = (IneN.un=T). (5.5)

Suppose un = T. Then [ugn] = T, therefore ugnk = 1 for some k£ € N. But then (Iug)(p(n,k)) =1,
therefore © = T. The converse is proved similarly. By Lemma 5.3.1, there is at most one x € ¥
that satisfies (5.5). By Unique Choice, there exists a unique map \/: £¥ — X such that

\/u:T<—>EIn€N.un:T,

as is easily verified. The map \/ is computable by Theorem 2.3.1.
Next, we prove that WCP implies Phoa’s Principle for ¥. Suppose z,y € £ and =z < y. There
exist f,g € N — 2 such that z = [f] and y = [g]. Let H: 2V — 2Y be defined by

(Hk)n = (if (sk)n =0 then fn else g(n+1— ((sk)n))),

where s has been defined previously in the proof. The sequence Hk is equal to f as long as the

value of k is 0. Once k attains the value 1, Hk starts enumerating the sequence g. Therefore, if

k ~ o then Hk ~ f, and if k ~ An:N.1 then Hk ~ g. It is not hard to see that k ~ k' implies

HEk ~ HE'. We obtain a map h: ¥ — X that satisfies h[k] = [HE]|, hL = [f] =2 and hT = [g] = y.
Conversely, suppose h: ¥ — ¥ is a map such that hl = T. It suffices to show that hT = L

entails a contradiction. So assume AT = L. Let H: 2N — ¥ be the map defined by Hf = h[f]. It

has the property that Hf = T if, and only if, f ~ 0. We claim that, for all f € 2% Hf = T or

Hf = L. Consider an arbitrary f € 2. There exists g € 2" such that Hf = [g]. Define k: N — N

by

if fr=0and gn=20,

if fnr=1and gn=0,

if fnr=0andgn=1,

if fnr=1landgn=1.

It is not the case that kn = 0 for all n € N, because that would imply hl = h[f]=Hf = [g] = L.
By Markov’s principle, there exists n € N such that kn # 0. We consider three cases: (a) if kn =1
then [f] = T, hence Hf =[g] # T,andso Hf = L; (b)if kn=2then Hf =[g] =T; (¢) if kn =3
then [f] =[g] = T, hence hT = Hf = [g] = T, which is impossible, hence this case never happens.
This proves the claim. Now we can define a map G: 2 — 2 by cases:

Gf_{)ﬁHf:T,

kn =

w N = O

1 ifHf=1.

This is well defined because we just proved that V f € 2. (Hf = T v Hf = 1), and clearly it cannot
happen that Hf = T and Hf = L at the same time. The map G contradicts WCP because it has
the property that Gf = 0 if, and only if, f # 0. This concludes the proof that ¥ satisfies Phoa’s
Principle if WCP is valid.

Lastly, let us derive WCP from Phoa’s Principle. For convenience we switch the roles of 0 and 1
in the statement of WCP. Suppose H: 2N — 2 is a map such f # o implies H f = 0. Define a map
h: X — X by

hlf) = N (HS))
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This is well defined because f ~ f’ implies Hf = H f’. Indeed, suppose f ~ f'. If Hf = 1 then
f = o by assumption on H, and since f' ~ f we get f' = o, hence Hf' = 1 = Hf. Similarly, if
Hf =1 then Hf = 1. This leaves us with the case Hf = H f’ = 0, but here nothing needs to be
proved.

Observe that hT = h[An:N.1] = [o] = L. By Phoa’s principle, hL =T — AT =T, so we
get hl = T — false, from which we conclude hl = 1. Now this implies that Ho = 0, which
confirms WCP. m

Example 5.3.21 In Equ. the standard dominance is interpreted as the equilogical space (2N, ~)
where 2V is the Cantor space and ~ is defined by

fr~g = (f=0<+ g=o0).

Because 2V is a 0-dimensional space (2, ~) is a 0-equilogical space. In fact, (2, ~) is an admis-
sible representation of the Sierpinski space (the two-point lattice with the Scott topology). This
means that the domain-theoretic interpretation of the standard dominance is the Sierpinski space,
cf. Subsection 4.2.4.

Example 5.3.22 In Mod(N) the standard dominance is interpreted, up to isomorphism, as the
modest set whose underlying set is {_L, T}, and the existence predicate is

EsT=H, Ex L =N\ H,
where H is the halting set,
H = {n eN ‘ the n-th Turing machine halts} .

This is the familiar dominance from the effective topos. Let us also compute the interpretation of
¥V in Mod(N). By Corollary 5.3.32, ¥ is a quotient of N¥ by an equivalence relation ~ defined
by

fr~ge—VneN.(3meN.fm=n+1)«— (ImeN.gm=n+1)) . (f,g:NY)
The interpretation of NV is the modest set of total recursive functions. By Markov’s principle, the
statement f ~ g is equivalent to a negative formula, therefore we can interpret it set-theoretically.
It says that f and g enumerate the same set. We now see that the interpretation of ¥ in Mod(N)
is the modest set of r.e. sets (RE,IFrg), where n IFgg U if, and only if, W,, = U. In words, the
realizers of an r.e. set U are Godel codes of those Turing machines that enumerate U.

Proposition 5.3.23 For any map f: N — ¥,
(——3keN.fk=T) — JkeN.fk=T.

Proof. Because N is projective there exists a map g: N — 2N such that fn = [gn]s for all
n € N. Let p: N — N x N be a computable isomorphism, say p(2¢(2j + 1) — 1) = (i, ). Define a
map h: N — 2 by

hn =g(pn) .

The map h has the property that h(p~'(i,5)) = gij. By assumption, there ——-exists i € N such
that there exists j € N such that gij = 1. Therefore, there =—-exists n € N such that hn = 1. By
Markov’s principle, there exists n € N such that hn = 1. Let (k,j) = pn. Then hn = gkj = 1,
hence fk = [gk] =T. =
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Proposition 5.3.24 The standard dominance ¥ is isomorphic to Nt/~ where ~ is defined by
x~y— (r =00 y=00), for all v,y € NT.

Proof. By Theorem 5.2.2 there is a section s: ¥ — 2N and a retraction r: 2¥ — ¥ such that
rf = oo if, and only if, f = (An:N.0). The maps s and r induce isomorphisms between ¥ and
NT/~. ]

Corollary 5.3.25 If there exists a map f: NT — ¥ such that, for allz € N, fr = T «— 2 = o0,
then ~WCP.

Proof. If there were such a map f: NT — ¥, the induced map ¥ — ¥ would violate Phoa’s
Principle, hence WCP would entail a contradiction. [

Proposition 5.3.26 Recall that the order relation < on N X N is decidable. There is a decidable
extension <y+ on N x NT such that, for all n,m € N,

n<y+m—n<m,

and n < oo for all n € N.

Proof. The characteristic map c: N x Nt — 2 of <y is defined by

c(0,y) =1, c(n+1,y) = (if y =0 then 0 else c¢(n,py)) .

We write < instead of <y+.

Proposition 5.3.27 Recall that the strict order relation < on N X N is decidable, hence semide-
cidable. There is a semidecidable extension <x+ on NT x NT such that, for all n,m € N,

n<y+tm—n<m,
and, for all x € NT,
oo £, T < 00— T F 0.
Proof. Define a map f: NT x NT — N* by corecursion:
f{(x,y) = (if y =0 then oo else (if x =0 then 0 else s(f(pxz,py)))) .

The characteristic map of <y+ is the composition [z o f: Nt x Nt — Nt — ¥, n

We write < instead of <y+.

Theorem 5.3.28 The principle WCP is equivalent to

ViesN (VzeNT. fo< f(sz))Afoo=T —3IneN.fa=T) . (5.6)



172 Computable Topology and Analysis

Proof. In words, (5.6) states that every monotonic f: Nt — ¥ that attains T at infinity, attains
it at some finite argument already. First we show that WCP implies (5.6). Suppose f: N* — ¥ is
monotonic and foo = T. If =3neN. fn = T were the case, then we would get VneN. fn = L
and foo = T, which contradicts WCP by Corollary 5.3.25. Therefore, =——3dneN. fn = T. By
Proposition 5.3.23, there exists n € N such that fn = T. This proves (5.6).

Conversely, suppose (5.6) holds and let f: Nt — 2 be a map such that VneN. fn = 1. Let
I: N* x N — ¥ be the characteristic map of <, as in Proposition 5.3.27. Define g: N* — ¥ by

gr = (if fr =1 then | else T).

Define h: Nt — ¥ by
hx:gmv\/)\y:N+. ({y,z) A gy) .

For all z € Nt if fo = 0 then ha = T. Also, if ha = T then h(sz) = T, hence by (5.6),
hoo=T —dneN.hn=T,

from which it follows that
VneN.hn=1 — hoo= 1.

Since fn=0forall n € N, hn = L for all n € N, therefore hoo = 1. But this means that goo = L,
therefore foo = 1. [

5.3.1 X-partial Maps and Lifting

A partial map f: A — Bisamap f: U — B where U C A. We say that U is the support of f,
and denote it by || f||. An important special case is a X-partial map, which is a partial map whose
support is an open subspace. We show that there is an operation, called lifting, which assigns to a
space B a space B, called “B bottom”, such that A — B, corresponds to the space of X-partial
maps.
Consider the polynomial functor Pt for the constant map T: 1 — X. For a space A, define
Al =PrA=Y A",
To see what the space A is like, let us compute the inverse images fst* L and fst* T for the canonical
projection fst: A; — ¥. If for a point (s, f) € A it is the case that s = L, then f € A° because
T*1L = 0. Thus, there is exactly one point L4 € A, called the “bottom of A,”, such that
fst L 4 = L. On the other hand, the preimage fst*T is isomorphic to A, since T*T =1, and so

(s,2) €Efst* T e s=TAz €A T ss=TAzcA.
Thus, we can think of A as an open subspace of A, where the inclusion n4: A — A mapsz € A

to nax = (T, z). We usually omit the embedding 14 and write x instead of nqx. Thus, if z € A},
the meaning of z € Ais Az’ € A. a2’ = x.
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In a the category Mod(A,Ay), the lifting A can be described alternatively as the dependent
product of 14: A — 1 along the constant map T: 1 — X:

A HT!A = AJ_
'a fst
l————%

Since the dependent product is the right adjoint to the pullback functor, it follows that there is a
bijective correspondence

fiA— B

g:U— B
More precisely, for every f: A — B, there exists a unique map f’: || f|| — B, where ||f|| = f*B =
(f ofst)*T, such that f'z = fx for all x € ||f||. Conversely, for every X-partial map g: U — B,
where U € O(A), there is a unique ¢': A — B such that ¢’z = gz for all x € U, and ¢’x = L for
all x € U. Therefore, A — B, really does correspond to the space of ¥-partial maps.

U € O(A)

Proposition 5.3.29 (a) The bottom element 1 4 is the least element of A} in the intrinsic order.
(b) For all z,y € A, x <4y if, and only if, x <4, y.

Proof. (a) Because {T} x A] C ¥ x A, is an open subspace of ¥ x A, there exists a unique
map f: X x A — A such that f(T,z) =z forallz € A),and (L,z) = L4 forallz € A,. Now
suppose U € O(A) and L4 € U. Because L < T in X, we get for every x € A,

(Lyz) <(T,z),
therefore by monotonicity of U o f,
Ula=U(f(L,x)) <U(f(T,z)) =Uzx.

Thus, if L 4 € U then z € U.

(b) Let z,y € A and suppose z <4 y. If U € O(A,) and x € U, then x € U N A, and
y € U N A, hence y € U, which implies <4, y. Conversely, suppose x <4, y, V € O(A) and
x € V. There exists a unique V' € O(A) such that V' = AN V. Because x € V, we get © € V',
hence y € V', and so y € V, which implies z <4 y. n

The polynomial functor Pt transforms a map f: A— Btoamap f,: A — B;. Themap f|
is characterized by identities

fr(naz) =np(fx), fi(La)=1p

We next prove a theorem which corresponds to the recursion-theoretic theorem that a non-empty
set is r.e. if, and only if, it is the range of a total recursive function.

Theorem 5.3.30 A subspace S C N is open if, and only if, there exists a map f: N — N such that
S = {neN‘EImEN.fm:n—kl} .
We say that f lists S.
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Proof. The trick with adding 1 to n ensures that the theorem holds for the empty subspace.
Let f: N — N be a map. Then

{nEN]EImGN.fm:n+1}: U {nEN‘fm:n—l—l} ,
meN
which is a countable union of open subspaces, therefore it is open. Conversely, suppose S: N —
Y. Because N is projective there exists g: N — 2N such that Sn = [gn]y for all n € N. Let
(0,0): N x N — N be a computable isomorphism, for example (m,n) = 2™(2n + 1) — 1. Define
the map f: N — N by
f{m,n) = (if gmn =1 then m else 0) .

If f(m,n) # 0 then gmn = 1, therefore Sm = [gm]y = T. If Sm = T then there exists n € N such
that gmn = 1, therefore f(m,n) = 1. ]

Corollary 5.3.31 FEwvery inhabited open subspace of N is countable.

Proof. Immediate. m

Corollary 5.3.32 ¥V is a quotient of NV,
Proof. Define a map ¢: NN — ¥N by
gfn=[m:N.(if fm=n+1 then 1 else 0)x .

By Theorem 5.3.30, for every S: N — ¥ there exists f € NN such that gf = S. Therefore ¢ is a
quotient map. n

Definition 5.3.33 We say that a space A has a bottom when in the intrinsic preorder on A there
exists a smallest point, called a bottom of A.

When A is an intrinsically Tp-space the bottom, if it exists, is unique.

Proposition 5.3.34 Suppose the embedding na: A — A, has a left inverse u: Ay, — A, i.e.,
wona=14. Then ul 4 is a bottom of A.

Proof. For any x € A, L4 < naz, therefore pl 4 < p(nax) = = and so pl, is indeed the
bottom of A. m

A space of the form A has a left inverse pg: (A1) — Aj tona, : Al — (A1)1. Indeed, since
A C (A}), is an open subspace, there exists a unique map p: (A1), — A, that corresponds to
the map 14: A — A viewed as a X-partial map (A,); — A. Then for every x € A, pa(naz) =
lpz = 2.

A space A, has a unique bottom, namely 1 4. For suppose (s,z) € A is a smallest element.
Then (s,xz) < L4 therefore s = fst (s,z) <fst L4 = L, hence s = L and (s,x) = L 4.

If A and B have bottoms then so does A x B, because the intrinsic preorder on A X B is
coordinate-wise. Moreover, if u: A — A and v: B, — B are left inverses to n4 and ng, respec-

tively, then a left inverse to naxp is the composition of maps

(fstJ_,snd J_) nXv

(AXB)J_ ALXBL Ax B .
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Partial Booleans

Let us show that the space of partial Booleans 2| is isomorphic to the space
B={{(z,y) eI xL|any=1}.
First we prove the following proposition.

Proposition 5.3.35 The space T = {(a:, Yy) EL X X ‘ T # y} 18 isomorphic to 2.

Proof. In one direction the isomorphism is the map i: 2 — T, defined by i0 = (L, T), il =
(T, L). The inverse j: T — 2 is defined as follows. Suppose (x,y) € T. There exist f,g € 2" such
that x = [f]y and y = [¢g]x. Define h: N — 2 by

h(2n) = fn, h(2n+1) =gn.

Because x # y, it is not the case that f = g = 0. Therefore h # 0 and so n = ph is well defined.
Now set j(z,y) to the value 0 if n is odd and 1 if n is even. It is not hard to check that joi =1,
and i0j = 1p. ]

If we view the isomorphism j: T — 2 from Proposition 5.3.35 as a X-partial map j: B — 2,
we obtain the corresponding total map f: B — 2. We construct the inverse g: 2, — B as the
composition

2, L. P
where ¢': 2 — B is the map defined by ¢’'0 = (1, T) and ¢'1 = (T, L), and g is the left inverse
to the inclusion np: B — B, as in Proposition 5.3.34. The map u: By — B is the restriction of
w: (X xX), — X XX to the subspace B. The maps f and g are inverses of each other. Indeed,
since for all x € 2 it is not the case that x # 0, z # 1, and x # Lo, it is sufficient to verify these
three cases:

f(gO):f<J_,T>:O, f(gl):f<T,J_>:1, f(gJ—Z):f<J-7J->:J—2-

The equality g o f = 1p is established analogously.

5.4 Countably Based Spaces

Various definitions of topological notions that are classically equivalent give inequivalent notions in
the logic of modest sets, and in constructive logic in general. In this section we define two versions
of countably based spaces—a pointwise one and a point-free one. We focus on countably based
topological spaces, with the additional assumption that the element-hood relation is semidecidable.*
It turns out that the pointwise topology is not as well behaved as the point-free version. Thus, we
eventually abandon the pointwise version and study only the point-free one. This way we obtain a
reasonably well-behaved theory of open and closed subspaces, and continuous maps.

41f we wanted to study general topology we would have to be able to speak of arbitrary families of subspaces, and
that would require us to pass to the topos RT(A, Ay). Instead, we focus on what can be done in the logic of modest
sets.
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Let X be a space. A prebasis on X is a countable space B with a semidecidable relation
€s € X x B. We can think of €g asamap [ €¢ 0: X x B — X. For each U € B we define
U| = {2 € X |z epU}. Since €p is semidecidable, |U| is open in the intrinsic topology O(X).
Thus, every U € B definesamap U: X — X, U= z: X . (z € U).

We define the inclusion relation Cpg, for U,V € B, by

UCpVe—VeeX.(xreglU —uaxepV).

Because €p is stable, Cp is a stable relation. When it is also semidecidable, we say that B has
semidecidable inclusion.

Definition 5.4.1 (Pointwise Topology) Let B be a prebasis on a space X. A subspace S C X
is pointwise open with respect to B when

VeeS.JUeB.(x cUA|U|CS) .
A prebasis B is a pointwise basis when

(1) X is pointwise open with respect to B.
(2) For every U,V € B, |U| N |V| is pointwise open with respect to B.

When B is a pointwise basis for X we say that (X, B) is pointwise countably based.

A map f: X — Y between pointwise countably based spaces (X, B) and (Y,C) is pointwise
continuous when, for every V € C, the inverse image f*|V| = {:1; eX ‘ fzr ec V} is pointwise
open with respect to B.

Definition 5.4.2 (Point-free Topology) Let B be a prebasis on a space X, and let U: N — B
be the enumeration of B. A subspace S C X is open with respect to B when it is a countable
union of elements of B, which means that there exists ¢: N — N, called a countable union map
for S, such that

VeeX. (:c €S+«—dneN. (cn;éO/\a: € U(cn),l)) )

A prebasis B is a basis when

(1) X is open with respect to B.

(2) For all VW € B, |V| N |W]| is open with respect to B.

When B is a basis for X we say that (X, B) is countably based.
A map f: X — Y between countably based spaces (X, B) and (Y,C) is continuous when, for
every V € C, the inverse image f*|V| = {:IJ eX ’ fr ec V} is open with respect to B.

If B is a (pointwise) basis on X and = € X, we denote by B, the basic neighborhood filter of x,
which is the space
B,={UeB|zeU} .
The only difference between pointwise and point-free topology is that the notion of an open
subspace is defined differently. Let us compare these two definitions.

Proposition 5.4.3 If a subspace S C X is open with respect to B, then it is pointwise open with
respect to B. Therefore, a countably based space is also pointwise countably based, and a continuous
map 1S also pointwise continuous.
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Proof. Let U: N — B be an enumeration of B. Suppose S is open with respect to B. Let
¢: N — N be a countable union map for S. If z € S then there exists n € N such that x € Up)_1,
and |Ueny—1| € S holds because y € |Uepy—1| implies y € S. n

Proposition 5.4.4 Let B be a prebasis on X and let U: N — B be the enumeration of B. A
subspace S C X is open with respect to B if, and only if, there exists C € O(N) such that, for all
reX,

reS+——dneC.xelU,.

The space C' is called a countable union predicate for S.

Proof. Suppose S C X is open with respect to B, and let ¢: N — N be a countable union map
for S. Let C' € O(N) be the subspace listed by ¢, as in Theorem 5.3.30:

C:{nEN‘EImGN.cm:n—i—l} .
Now we have
x€S<—>EIm€N.(cm7$0/\x€U(Cm),l) «— dnel.zelU,.

For the converse, use the converse of Theorem 5.3.30 to obtain a map c that lists a given C' € O(N).
|

Definition 5.4.5 Let B be a prebasis on X. A strong inclusion for B is a semidecidable binary
relation < on B such that
VYU, VeB.(U<V —UCpV),

and
VU, VeB.Yxe|lUIN|V]|.3IWeB. (e WAW KUAW <V) .

Corollary 5.4.6 Let B be a prebasis on X. If X is open with respect to B and B has a strong
inclusion then B is a basis.

Proof. Let U: N — B be an enumeration of B, and let VW € B. Define C € O(N) by
neC«—— (U, < VAU, <W).

By Proposition 5.4.4, C' is a union predicate for the subspace T' = {x eX } dneC.zx e Un} which
is open with respect to B. We just need show that x € T if, and only if, x € |V| n |W|. If
x € T then there exists n € C such that x € Uy, U, <V, and U, < W, therefore x € |V| N |W]|.
Conversely, suppose x € |[V| N |W|. Then there exists n € N such that x € U,, U, < V and
U, < W, therefore, n € C, hence x € T.. =

The preceding definition and corollary are important because two important classes of countably
based spaces, namely separable metric spaces and effective domains, have a strong inclusion.

If a prebasis B has semidecidable inclusion then the pointwise and point-free open sets for B
coincide. However, a prebasis having a strong inclusion is a very strong requirement, which we
prefer not to make. The following is an important property of point-free topology that does not
hold for the pointwise version. Because of this the point-free topology is preferable.

Proposition 5.4.7 Let B be a prebasis on X. FEvery subspace that is open with respect to B 1is
open in the intrinsic topology O(X).
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Proof. Let U: N — B be the enumeration of B. Suppose S C X is open with respect to B. Let
C € O(N) be a countable union predicate for S. For all x € X,

re€S—dIneN.(Cn=TAxzeplU,) .

The right-hand side is semidecidable since both Cn = T and x €5 U, are. m

The following two propositions hold for pointwise and point-free topology.

Proposition 5.4.8 Let (X, B) be (pointwise) countably based. A countable union of (pointwise)
open subspaces is (pointwise) open. More precisely, if {Sn ‘ n e N} 1 a dependent type such that,
for allm € N, S,, C X is (pointwise) open, then S = {x eX ‘ dneN.x € Sn} is a (pointwise)
open subspace of X.

Proof. The point-free version: For every n € N there exists C' € O(N) such that C' is a countable
union predicate for S,,. By Number Choice there exists a map Cg: N — O(N) such that, for every
n € N, C, is a countable union predicate for S,,. Let D = UneN Cy,. Then D is a countable union
predicate for S. The pointwise version is even easier. [

Proposition 5.4.9 (a) The identity map and every constant map are (pointwise) continuous. (b)
The composition of (pointwise) continuous maps is (pointwise) continuous.

Proof. (a) Obvious. (b) Hint: use Proposition 5.4.8 for the point-free version. ]

Definition 5.4.10 A (pointwise) homeomorphism h: (X, B) — (Y, C) is a (pointwise) continuous
isomorphism whose inverse is also (pointwise) continuous.

Definition 5.4.11 Let (X, B) be (pointwise) countably based. A subspace S C X is (pointwise)
closed when its complement X \ S = {z € X | —(z € S)} is (pointwise) open. A subspace that is
both closed and open is clopen.

We study only the point-free topology from now on. First, let us look at how a countably based
space can be generated from a subbasis.

Proposition 5.4.12 A subbasis on a space X is a countable space S with a semidecidable relation
€s C X x S. Every subbasis generates a basis B = Listg with the relation

x€pUp,...,Upq] «—x €5 Uy AN+ Nz €5 Ug_1 .

Here x €p [ ] is interpreted as true.

Proof. In other words, the basis generated by a subbasis S consists of finite sequences of
elements from S. This definition results in a basis because |[ ]| = X, and if [Uy,...,Uix_1] € B and
[Vo,...,Vh_1] € B, then

[Wos -, Up—a]| N [[Vo, - ., Vo] | = | U0, -, Up—1, Vo, -« -, Vet | -
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Proposition 5.4.13 Let (X, B) be countably based. Let B’ be the basis generated from B. Then 1x
is a homeomorphism between (X, B) and (X, B').

Proof. The inverse image of U € B is open with respect to B’ because it equals [U]. The inverse
image of [Up,...,Ui_1] is open with respect to B because it equals |Up| N -+ N |Ug_1]. [

The basis B’ generated from a basis B is closed under intersections, and there is a basic open in
B’ that covers the whole space X, namely the empty list [ ]. Thus, we may always assume without
loss of generality that a basis is closed under finite intersections, and that there exists a basic open
that covers the whole space.

Proposition 5.4.14 Let (X, B) be a countably based space, and let U: N — B be an enumeration
of B. Define a prebasis B’ on X to be the space B’ = N with the element-hood relation €p/, defined

by
ren«——xecl,.

Then B’ is a basis, and the identity map 1x is a homeomorphism between (X, B) and (X, B’).

Proof. Let V € B. There exists n € N such that V = U,. The inverse image 1%V is equal
to |n|, where n is viewed as an element of B’. Conversely, the inverse image of n € B is equal to
|U,|. ]

Definition 5.4.15 A countably based space (X, B) is:

(1) A Ty-space when, for all x,y € X,

WVUeB.(zxeU+«—yecl)) —uz=y.

(2) A Hausdorff space when, for all z,y € X,

x#y-—3IUEB,.IVERB,.[UNV|=0.

Remark 5.4.16 The definition of a Hausdorff space is phrased using the inequality relation. A
more constructive approach would be to use an apartness relation on X, cf. Definition 5.5.4.

Definition 5.4.17 Let (X, B) be countably based. We say that a sequence a: A — X converges
to x € X, written (an)neny — x, when

vYUeB,.dneN.(VmeN.apim €U) .
We say that x is the limit of (a,)nen, and that (a,)nen iS a convergent sequence.

Proposition 5.4.18 Let (X, B) and (Y, C) be countably based, (an)neny — = in X, and let f: X —
Y be a continuous map. Then (fap)nen — fx inY.

Proof. Let V' € Cy,. There exists U € B, such that f,|U| C |V|. Because (an)nen — @, there
exists n € N such that a,4,, € U for all m € N, but then fa,, € V for all m € N. n



180 Computable Topology and Analysis

The Space of Continuous Maps

Let (X, B) and (Y, C) be countably based spaces. Let U: N — B and V: N — C be the enumera-
tions of B and C, respectively. The space of continuous map C((X, B), (Y, C)), usually written as
C(X,Y), is

C(X,Y) = {f:XHY|VmEN.EIREZN.VxEX.(fmEVm<—>EIn€R.x€Un)} .

Here we used characterization of open subspaces from Proposition 5.4.4. By Proposition 5.3.23,
dn€ R.x € U, is stable, therefore the statement Vz € X . (fzr € V;;, «—— Ine€ R.z € U,) is stable.
By Proposition 3.6.6, C(X,Y) is isomorphic to the quotient

{<f,R> eYX x (W |VzeX . (fr eV, —— IneR.a € Un)}/w, (5.7)

where (f, R) ~ (g,S) if, and only if, f = g.
A similar argument shows that the space Cp,(X,Y) of pointwise continuous maps is isomorphic
to the quotient

{<f,7ﬂ> € YX > NJ_rXxN }
VaerX .¥YmeN. (r(a,m) e N— (la]r € Uy ) ANMNUpiamy| € f1Vinl)) }/N . (5.8)

5.4.1 Countably Based Spaces in Mod(N)

We look at the interpretation of pointwise and point-free topology in the category Mod(N). It
turns out that the interpretations of pointwise Tp-spaces agree with Spreen’s definitions of effective
To-spaces [Spr98|, whereas the interpretations of point-free Ty-spaces agree with the RE-Tj-spaces,
defined in this section. Moreover, the RE-Ty-spaces are equivalent to the category of projective
modest sets in Mod(RE).

AS a reference on recursion theory we use [Soa87]. We denote a standard numbering of partial
recursive functions by ¢,, n € N, and a standard numbering of r.e. sets by W,,, n € N.

Spreen Tj-spaces

First we overview the basic definitions of effective Ty-spaces by Spreen [Spr98]. His work inspired
the present definitions of pointwise and point-free topology. The objects of Mod(N) are numbered
sets X = (| X|,x: N — | X]|), where the numbering x is a partial surjection. A numbered set is said
to be total when x is a total function.

A Spreen Ty-space (X, B) is a Ty-space |X| with a countable basis | B|, where X = (|X|,z) is a
numbered set and B = (|B|,b) is a total numbered set, satisfying the following conditions:

1. There is a transitive relation < on N x N| called the strong inclusion, such that m < n implies
by C by,

2. The enumeration b is an effective strong base, which means that there exists a partial recursive
function s: N® — N such that for all m,n,i € N, if x; is defined and x; € b,, N by, then
Ti € by(m,n,i), $(m,n,4) < m and s(m,n,i) < n.
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3. The relation z; € by, is completely r.e. in (i,m) € N x N, which means that there exists an
r.e. set £ C N x N such that x; € by, is equivalent to (i,m) € E for all m € N and for all
i € dom(x).

Remark 5.4.19 In the definition of Spreen Ty-spaces we could replace strong inclusion with or-
dinary subset inclusion, and the resulting definition would be equivalent to the original one. The
point of having a strong inclusion is that in practice it is often the case that the strong inclusion is
much better behaved than subset inclusion.

Another point that may seem puzzling at first is that a Spreen Ty-space is necessarily countable,
because the numbering x is a surjection from a subset of N onto X. However, we must not forget
that in the internal logic of Mod(N) the meaning of ‘countable’ changes to ‘effectively countable’,
cf. Example 5.1.7.

Let (X, z,b) and (Y, y, c) be Spreen Tp-spaces. A map f: X — Y is effectively continuous when
there exists a total recursive function A: N — N so that for all n € N

f*<cn) :U{bm ‘ mEWhn} .

A map f: X — Y is effectively pointwise continuous when there exists a partial recursive function
g: N x N — N such that, for all i« € dom(z) and n € dom(c) with fx; € ¢, g(i,n) | € dom(b),
x; € bg(z’,n)a and bf(i,n) C f*ep.

Spreen Ty-spaces X and Y are said to be (pointwise) homeomorphic when there exist (pointwise)
continuous maps f: X — Y and g: Y — X that are inverses of each other.

RE-Ty-spaces

We define a version of effective Ty-spaces that corresponds to the projective modest sets of Mod(RE),
as will be proved in Theorem 5.4.23. For lack of a better term, we call these spaces “RE-Ty-spaces”,
to indicate what underlying PCA they arise from. Let finset : N — Py be a canonical numbering of
finite set of natural numbers, as defined in Section 1.1.3.

An RE-Ty-space (X, B) is a Tp-space |X| with a countable basis |B|, where X = (|X|,z) is a
numbered set and B = (| B|,b) is a total numbered set, satisfying the following conditions:

1. There is a total recursive function r: N x N — N such that for all m,n € N
b N b = {65 | 5 € Wetmm) } -

2. The relation x; € b, is completely r.e., which means that there exists an r.e. set ¥ C N x N
such that z; € by, is equivalent to (i,m) € E for all m € N and for all i € dom(x).

The definition of effectively (pointwise) continuous functions between RE-Tj-spaces is the same
as for the Spreen Ty-spaces.

Proposition 5.4.20 Every RE-Ty-space is also a Spreen Ty-space.

Proof. We only need to show an RE-Ty-space (X,x,b) has an effective strong base, which is
easy if we take subset inclusion to be the the strong inclusion. =
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To find a Spreen Tp-space which is not a RE-Ty-space, we need the following bit of knowledge
from recursion theory.?

Proposition 5.4.21 There exists an infinite and coinfinite r.e. set M such that whenever M C K
and K is r.e., then K\ M or N\ K is finite. Such an r.e. set M is called a maximal r.e. set.

Proof. See for example [Soa87, Chap. X, Sect. 3]. n

Theorem 5.4.22 There is a Spreen Ty-space that is not an RE-Ty-space.

Proof. We are going to construct a subspace X of N in such a way that two of its basic open
sets have a very complicated intersection. Let M be a maximal r.e. set, as in Proposition 5.4.21.
Let I be a superset of M that is coinfinite and not r.e. There are coinfinite sets A and B that are
not r.e. such that A U B is coinfinite, I = A N B, A\ I is infinite, and B\ [ is infinite. Let X be a
superset of A U B that is not r.e., is coinfinite, and X \ (A U B) is infinite. The sets are depicted in
Figure 5.4.1. The space (X, x,b) is defined as follows. The topology on X is the discrete topology.

N

Figure 5.1: M CI C A, BC X CN

The numbering x: N — X is defined by

z(dn)=n <= ne X\ (AU B),
z(dn+1)=n < neA,
z(dn+2)=n < n€ B,
z(dn+3)=n <= ne ANB.

If 0 <j<3andn ¢ X then z(4n + j) is undefined. The base b is defined by

bop=A, bp =8B, bn+2:{n}ﬂX.

°I thank Douglas Cenzer for noticing that the notion of a maximal r.e. sets was exactly what I needed to finishing
off the proof of Theorem 5.4.22.
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Let us verify that (X, x,b) is a Spreen Ty-space. The relation x; € b, is completely r.e. because,
for all n € N, all K € N, and all 4,5 € {0,1} such that 4k 4+ 2j 4+ ¢ € dom(z),

x4k+2j+i€bn — (n:0:>z:1)/\
n=1=j=1)A
n>2=k=n-2).

The right-hand side of the above equivalence is a recursive relation. For the strong inclusion on X
we can take the ordinary set inclusion. Let s: N> — N be the function defined for i,5 € {0,1},
k,m,n € N by

s(dk+2j+i,m,n)=k+2.

Suppose 454254 is defined and x4p42;4; € by, N by. Then clearly we have

Takt2j+1 = k € {k} = beajtrajvimm) S bm N by

This shows that b is an effective strong base.
Suppose (X, z,b) were an RE-Ty-space. Then for some total recursive function r: N x N — N
we would have
I:AﬂB:boﬂblzLJ{bk}kGWT(O,l)} .

Since I does not contain A or B, it follows that 0 ¢ W, 1) and 1 € W, (g 1). The set
C = {k‘—2 ‘ k eWr(O,l)}

is an r.e. set and M C I C C. Since I \ M is infinite, C'\ M is infinite. It follows from maximality
of M that N'\ C is finite, but this is only possible if C' N (X \ I) # (). Pick some k € C' N (X \ I).
Then on one hand k£ € X \ I, and on the other k € by o € I because k + 2 € W,.(0,1)- This is a
contradiction. (]

Theorem 5.4.23 The category of RE-Ty-spaces and effectively continuous maps is equivalent to
the full subcategory of the projective modest sets in Mod(RE).

Proof.  Let 8 be the category of RE-Ty-spaces and effectively continuous maps. Let T be the
full subcategory of Mod(RE) on the canonically separated modest sets. The category T is equivalent
to the category of projective modest sets in Mod(RE). The objects of T are simply the subsets of RE.
Every regular projective in Mod(RE) is isomorphic to an object in 7. A morphism f: A — B in
T is a function f: A — B such that there exists an r.e. extension f: RE — RE which makes the
following diagram commute

a1

B

RE 4]0) RE
We define functors F': T — 8§ and G: § — 7, and show that they form an equivalence.
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Given a subset A C RE, let FA = (A, a,b) be the RE-Ty-space, where A is equipped with the
subspace topology of RE, and the partial enumeration a: N — A is defined as follows: a; is defined
and its value is W; if, and only if, W; € A. The base b: N — O(A) is defined by

b, = AN T(finsetn) .

For any n € N we have

ﬂ {by, ’ k € finsetn} = AN ﬂ {1(finset k) | k € finsetn}
=AN7T (U {finsetk } ke finsetn}) = by ,
where r: N — N is a suitable total recursive function that satisfies
finset (rn) = U {finsetk | k € finsetn} .
The relation z; € b, is completely r.e. because for all n € N and all i € dom(a)
a; € b, <= finsetn CW, .

Thus F' A is indeed an RE-Ty-space.
Given a morphism f: A — A" in T, let F'f = f. To see that this is a well defined morphism,
we need to find a total recursive function h: N — N such that

£ = {bm | m € Wy}

By assumption, f has an r.e. extension f: RE — RE. Thus, the relation 7 (finsetn) C (1 (finset n))
isr.e. in (m,n) € NxN. From this it follows easily that there is a total recursive function h: N — N
such that

T(finsetm) C F (1 (finsetn)) <= m € Wy, .

Since 1(finsetm) C f (1(finset n)) implies by, C f*(b,), it follows that
@) 2 J{bm | m € Wi}

On the other hand, if ft € b;, for some t € A, then ft = ft € b, C 1(finsetn). There exists m € N
such that ¢ € {(finsetm) C f (1(finsetn)), hence m € Wy, and t € by, C f*(b,). Therefore,

F2@) S {om | m € Wap}

We showed that F' f is well-defined.

Let us now define the functor G: 8§ — J. Given an RE-Ty-space (X,z,b), let v: X — PN be
defined by

v(t)={neN|teb,} .
Since the relation x; € b, is completely r.e. and z is surjective, v(t) € RE for all ¢. Define
G(X,z,b) to be the subset GX = {v(t) |t € X}. Given a morphism f: (X,z,b) — (Y,y,c) let
Gf: GX — GY be defined by
(Gf)wt) =v(ft).
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We need to find an r.e. extension g of Gf. By assumption, there exists a total recursive function
h: N — N such that for all n € N

F(en) =J {bm | m € Whp} .
Let g: RE — RE be defined by
gx:{nEN‘EImEx.mGW;m} .
For any t € X we have
gwt) =g({meN|te€by})={neN|ImeN.(t € by Am € Wy,)}
={neN|te f ()} ={neN|ftec}=v(ft).

Thus, g is an r.e. extension of Gf. Next, we verify that G(F'A) = A for any A € 7. Let FA =
(A,a,b). Then

GFA)={{neN|teb,} |tec A}
={{neN|te(finsetn) [t € A}} = {{neN|finsetn Ct} |t A} .

The sets A and G(F'A) are isomorphic via the r.e. isomorphisms f: RE — RE and g: RE — RE
defined by

fx:{neN‘finsetngx} , gsz{finsetanEx} .
Finally, let us verify that F(G(X,z,b)) = X for any X € 8. Let (Y,y,¢) = F(G(X,x,b)). Then
Y={{neN|teb,} |te X},
W, iftW;eY,
Yi = {

1 otherwise

cn =Y N T(finsetn)
—U{{ren|ten) [te{b]icfinsetn}} .
Define f: X - Y and g: Y — X by
ft={neN|teb,}, gr =the t € X such that z = {n e N|t € b,} .

The map ¢ is well defined because X is a Ty-space, hence {n eN | te bn} = {n eN ’ t' e bn}
implies t = t/. It is obvious that f and g are inverses of each other. We need to establish that they
are morphisms in 8. To see that g is a morphism, observe that

g*(bm) = {y ey ‘ me y} =Yn T{m} = Cfinset=1 {m} -
For f we have

F*(en) = (Y N 1(finsetn)) = () {bx | k € finsetn} .
We easily obtain a total recursive map r: N — N such that

() {bx | & € finsetn} = | J{b; | j € Win}

which means that f is a morphism. [
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Countably Based Spaces in Mod(N)

Let us unravel the interpretation of pointwise and point-free countably based spaces in Mod(N).

Proposition 5.4.24 Let X and B be spaces. Then (X, B) is pointwise countably based in the
internal logic of Mod(N) if, and only if, the interpretation of (X, B) in Mod(N) is a Spreen Ty-
space.

Proof. The space X is interpreted as an enumerated set X = (| X|,z: N — | X|). The basis B is
interpreted as an enumerated set B = (|B|,b: N — |B|). As we saw in Example 5.1.7, requiring B
to be countable is the same, up to isomorphism, as requiring the numbering b: N — |B| to be total.
It is not hard to see that the relation €p is semidecidable if, and only if, z; € b,, is completely r.e.
Next, a realizer for the statement

VU,VEBNze|UN|V|.3WEeB.(xe WA|W|C|U|IN|V|)

is a partial recursive map s: N3 — N such that for all m,n € dom(b), i € dom(z), if x; € b,, N by
then s(m,n,i) |, T; € by(mn,iy and by(impn) S b N by, This is exactly the definition of an effective
strong base, if we take the subset inclusion as the strong inclusion. By Remark 5.4.19, we can assume
that strong inclusion always coincides with subset inclusion, at least for the purposes of defining
Spreen Ty-spaces. Definition 5.4.15 of a Tp-space is a negative formula, therefore its realizability
interpretation is the same as the set-theoretic interpretation. Lastly, we need to show that if (X, B)
is a Spreen Ty-space then X is pointwise open with respect to B, which means that

VeeX.dmeN.x € Uy, , (5.9)

where U: N — B is an enumeration of B. By Proposition 5.3.23, 3m eN.x € U, is equivalent to
“VmeN.=(z € Up,), therefore (5.9) is equivalent to a negative formula. It holds in the logic of
modest sets if, and only if, it holds when interpreted classically, which it does. u

Proposition 5.4.25 A pair of spaces (X, B) is a countably based space if, and only if, its inter-
pretation in Mod(N) is an RE-Ty-space.

Proof. The proof goes along the same lines as the proof of Proposition 5.4.24. Let U: N — B
be an enumeration of B. Most of the proof is left as an exercise. We only compute the realizer for
the statement

Vn,meN. <aRezN.vxeX.(xe Up| O |Upn| —— 3keR .z € Uk)) . (5.10)
By Proposition 5.3.23, 3k € R.x € Uy is equivalent to a negative formula, hence
VeeX.(x € |Uy| N|Unyn|—— IkeR.x € Uy)

is equivalent to a negative formula and can be interpreted set-theoretically. Recall from Exam-
ple 5.3.22 that ¥V is interpreted as the modest set of r.e. sets. Therefore, a realizer for (5.10)
amounts to a total recursive function r: N x N — N such that

This matches exactly the definition of RE-Ty-spaces. n
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Proposition 5.4.26 (a) In Mod(N) a map is effectively pointwise continuous in the sense of Def-
inition 5.4.1 if, and only if, it is effectively pointwise continuous in the sense of Spreen Ty-spaces.
(b) In Mod(N) a map is effectively continuous in the sense of Definition 5.4.2 if, and only if, it is
effectively continuous in the sense of RE-Ty-spaces.

Proof. The proposition can be read off (5.7) and (5.8), which characterize a representation of
continuous and pointwise continuous maps, respectively. ]

Example 5.4.27 We could formulate the theory of equilogical spaces in the logic of modest sets.
We define an equilogical space to be a countably based Tp-space (X, B) with a stable equivalence
relation = C X x X, and an equivariant map to be a continuous map that preserves equivalence
relations. What do we get if we interpret this internal version of equilogical spaces in a category
of modest sets?

Proposition 5.4.25 tells that the internal equilogical spaces interpreted in Mod(N) correspond to
RE-Ty-spaces with equivalence relations—but that is just the category Mod(RE). Thus, the internal
theory of equilogical spaces in Mod(N) is the theory of modest sets over RE.

5.5 Real Numbers

In this section we construct the real numbers as equivalence classes of Cauchy sequences.® This is a
standard construction in classical analysis, and it works just as well in the logic of modest sets as it
does classically. The resulting space R, when interpreted in categories of modest sets, corresponds
to well known constructions of reals in various constructive settings.

5.5.1 Integers and Rational Numbers

Let us first build the spaces of integers Z and rational numbers Q, starting from the natural
numbers N. An integer can be thought of as a difference of two natural numbers. Thus, we define
Z = (N x N)/~ where

(a,b) ~{c,d) «——a+d=b+c.

We write [a,b] instead of [(a,b)] to denote the equivalence class of (a,b). The basic arithmetic
operations on Z are defined by

0=10,0], 1=1[1,0], —[a,b] = [b,a] ,
[a,b] + [c,d] = [a+¢,b+d],
[a,b] - [¢,d] = [ac + bd,ad + bc] .

The space Z is an ordered ring with a decidable order relation, defined by
[a,b] < [c,d] — a+d<b+c.

Every natural number n can be thought of as the integer [n,0]. Hence, the natural numbers are
a regular subspace of Z, and the embedding preserves the ordered semi-ring structure of N. The

In a realizability topos Number Choice is valid, from which it follows that the Dedekind reals and the Cauchy
completion of the rational numbers coincide, see [TvD88a, Proposition V.5.10]. The Cauchy reals have the advantage
that their construction can be stated without reference to the powerset of rational numbers.
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space Z is a countable set, as is easily seen since Nx N is a countable set and ~ is a decidable relation.
In fact, Z is isomorphic to N, but the isomorphism does not preserve any algebraic structure.

A rational number can the thought of as a pair, p/q, where p € Z and q € N, ¢ # 0. Thus, we
define

Q= (Z x (N\{0}))/~,
where ~ is defined by
(p,q) ~ (s,t) «——p-t=s-q.

We write a/b instead of [{a,b)]. It is obvious that Q is a countable set, since N x N is a countable
set and ~ is a decidable relation. In fact, QQ is isomorphic to N, but the isomorphism does not
preserve any algebraic structure. The rational numbers form a field:

0=0/1 1=1/1

—(a/b) = (—a /bl — b/a if a >0
(ab) = (~a)/b (a/b) {(_b)/(_a) oz

(a/b) + (¢/d) = (ad + bc)/(bd) (a/b) - (¢c/d) = (ac)/(bd)
The rationals are an order field, with a decidable order relation, defined by
a/b<c/d <« ad < bc.

The integers are a regular subspace of the rationals, where an integer k € Z is thought of as the
fraction k/1. The embedding is an ordered ring homomorphism. In fact, Q is the usual field of
fractions generated by Z.

For every rational ¢ € Q there exists a unique pair (a, b), where a € Z, b € N\ {0}, such that a
and b are relatively prime and p = a/b. We say that the fraction a/b is in lowest terms. In other
words, there is a “lowest terms” map Q — Z x (N'\ {0}).

5.5.2 The Construction of Cauchy Reals

We denote a sequence a: N — Q of rational numbers by (ap)nen, or just by (a,). A Cauchy
sequence (a,) is a sequence that satisfies

VgeQ.(¢>0—3IneN.Vm,peN.|antm — anip|l < q) .

We call this the Cauchy convergence test, or shortly the Cauchy test. It is equivalent to the simpler
statement
VgeQ.(¢>0—3IneN.VmeN. |aptm —an| <q) ,

which is further equivalent to the still simpler statement
VkeN.d3neN.VmeN. |apim —an| < 1/k,

because for every ¢ € Q, such that ¢ > 0, there exists k& € N such that 1/k < ¢q. The space of
Cauchy sequences is

C= {ae@N\VkeN.aneN.vmeN.\an+m—an| <1/k:} .
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We define the coincidence relation ~ on C by
(an) = (by) «—VEeN.IneN.Vm,peN. |anim — bnip| < 1/k .

It is obvious that ~ is symmetric, and it is not hard to see that it is also reflexive and transitive.
We prove that = is stable. First, we show that

(an) ~ (bp) —— Yk, jEN.INEN. |aj1p — bjsn| < 1/k .

Indeed, the implication from left to right is easy. As for the converse, suppose that the right-hand
side holds. For every k € N there exists n € N such that, for all m,p € N,

|antm — anp| < 1/(3K) brm — bngp| < 1/(3k) .

By assumption, there exists r € N such that |an4, — bpyr| < 1/(3k). From this we get

|an+m - bn+p| < ’aner — ngr + Qe — bugr + bpgr — bn+p| <
|an+m — @ntr| + |antr = bngr| + |bngr — bngp| < 1/ .

Therefore, (ay,) =~ (b,). Now it follows quickly that ~ is stable: if =—=({a,) =~ (b)) then, for all
k,jeN, ~=3neN.|ajtn — bjin| < 1/k, and by Markov’s Principle, 3n € N. |aj1y — bjin| < 1/k,
hence (an) =~ (by).

The space of Cauchy reals is the space R = C/~. We usually refer to it just as reals or real
numbers. We denote the real number represented by the Cauchy sequence (an)nen by [an|nen or
just [a,]. The rational numbers are a subspace of R, since a rational number ¢ can be represented
as the constant sequence (q).

Lemma 5.5.1 Suppose a € € and f: N — N is a map such that fn > n for all kK € N. Then
aofeCanda=aof.

Proof. First, let us show that a o f is a Cauchy sequence. Let k € N. There exists n € N such
that for all m,p € N, |ap4m —an4p| < 1/k. In particular, set m = f(n+m’)—nand p = f(n+p')—n
where m/, p" € N are arbitrary. Then |af(,1m)y — @fnipy| < 1/k, hence ao f € C.

Let k € N. There exists n € N such that |ap4m — antp| < 1/k for all m,p € N. If we take
p= f(n+p') —n, where p’ € N is arbitrary, we get |anym — afmipy| < 1/k, hence a ®ao f. =

The Rapidly Converging Reals

The Cauchy reals, as defined above, are equivalence classes of arbitrary Cauchy sequences. Some-
times it is convenient to take only the rapidly converging sequences. Thanks to Number Choice,
the space of Cauchy reals does not change if we take just the rapidly converging sequence, which
we prove next. A sequence (a,)nen is said to be rapidly converging when

VkeN. |app1 —ap] <27F.
Notice that, for all m,n € N such that m > n, we have

m—1 m—1 1 1 1
—k
|am — an| < E lag11 — ak| < E 27% = o1~ gm=T < g1 -
k=n k=n
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The coincidence relation ~ is defined on rapidly converging sequences by
(an) ~ (by) «— VEkeN.|ax — bg| < 9—k+2

It is obviously reflexive and symmetric. To see that it is transitive, suppose (a,) ~ (b,) and
(bn) ~ (cp). For all n,m € N such that m > n,

|an, — cn| = |an — am + am — by + by — € + e — i
< |an_am|+‘am_bm|+|bm_cm|+|cm_cn|

1 1 1 1 1 1 1 3
2n—1 B 2m—1 + 2m—2 + + B =

2m—2 2n—1 2m—1 2n—2 + 2m—1 :

Hence, for all m > n, |a, — ¢,| < 2772 4 3 .27+ which is only possible if |a, — ¢,| < 2772
Therefore, ~ is a transitive relation. Lastly, ~ is stable because ~—Vk € N.|az — b| < 27%+2 is
equivalent to Vk € N.——(|ax — b < 27%2) as < is decidable on Q.

Let C; be the space of rapidly converging sequences,

e = {a € QY |VEEN. |aps —ax < 2—k} .
and let R, = €./~ be the space of rapidly converging reals.

Proposition 5.5.2 The spaces R and R, are canonically isomorphic, and the isomorphism fixes
the rational numbers.

Proof. By “canonically isomorphic” we mean that there is an isomorphism that is the identity
on the rational numbers and preserves the algebraic structure. Define a relation p on R x R; by

It suffices to show that for every x € R there exists a unique y € R, such that p(z,y), and vice
versa, that for every y € R, there exists a unique z € R such that p(x,y). The by Unique Choice
we obtain the desired isomorphisms.

Uniqueness is easy to establish. Suppose p(x,y) and p(x,y’). Then there exist a,a’ € € and
b,V € €, such that x = [a] = [d'], y = [b], ¥ = [V'], a = b, and a' = V. Because a = d’, we get b ~
by transitivity of ~, hence y = [b] = [b'] = ¢/. The other half of uniqueness is proved the same way.

If y € R, then there exists a € C, such that y = [a]. Because every rapidly converging sequence
is a Cauchy sequence, it is also the case that a € €, hence p([a],y).

The only non-obvious part is to show that for every x € R there exists y € R, such that p(z,y).
In other words, we need to show that for every z € R there exists a rapidly converging sequence a
such that z = [a]. We know that there exists b € € such that x = [b]. The idea is to “speed up”
the sequence b. Because b is a Cauchy sequence it is the case that

VkeN.3neN. |byprok — bngr| <275

Thus, by Number Choice there exists a function f: N — N such that fk > k and [b(ppy41 — bpx| <
27F for all k € N. The sequence a = bo f is rapidly converging, and it only remains to be seen that
a ~ b. This follows from Lemma 5.5.1. ]
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Signed Binary Digit Representation

We demonstrate how the realizability interpretation of the real numbers tells us which concrete
implementations of real number arithmetic are good, and which are bad.

An implementation of real number arithmetic in terms of arbitrary Cauchy sequences and their
rates of convergence would very likely turn out to be quite inefficient, since the rates of convergence
could be arbitrarily slow. It makes sense to require a fixed rate of convergence, say a geometric
one. This is how we defined the rapidly converging reals. We can simplify the construction still
further. There are many ways to do this. Lester used rapidly converging sequences of dyadic
rational numbers, Edalat and coworkers [EP97, ES99b, EK99| represented real numbers as streams
of linear fractional transformations, and there are still other possibilities [GLOO0].

The logic of modest sets can be used to distinguish the good implementations of reals from
the bad ones: an acceptable implementation must be computably isomorphic to the Cauchy reals,
because only then does it have the expected logical properties of the real numbers. We demonstrate
how this works by looking at a well known representations of the reals, the signed binary digit
representation. This is a simple example, but the idea behind it should prove useful for more
complicated examples.

The signed binary representation is defined as follows. Let D = {—1,0,1} be the set of signed
binary digits. The set D is isomorphic to 1+ 1+ 1. Let Ry, = (Z x DY) /~, where ~ is defined, for
all (m,a), (n,b) € Z x DN, by

(m, a> ~ (n, b> — VkeN, ’S(mﬂﬂf — S(n,b)k‘ < gmax(mn)—k+2 , (5.11)

where Sy, oyk is the k-th approzimation, defined by

The number m is called the exponent and the sequence a is the mantissa of the signed binary digit
expansion (m,a).

Proposition 5.5.3 The Cauchy reals R and the signed binary reals Ry, are canonically isomorphic.

Proof. The proof goes the same way as the proof of Proposition 5.5.2. Every signed binary real
is a Cauchy real, since Sy, ) converts a signed binary digit expansion into a converging Cauchy
sequence. The only interesting part of the proof is how to obtain a signed binary digit representation
(m,a) from a rapidly converging Cauchy sequence (b,),en. There is an integer m > 0 such that
|bo| < 2™~1 which we pick to be the exponent. The mantissa a € DN is defined inductively in such
a way that |S, ok — bg| < 2m=k=1 for all k € N:

1 if bpyy — 27 08 (ag/2F) > 2m—h-1
ap=0,  ap1 =14 -1 ifbyyy—2"3F (ar/2F)
0 otherwise .

>
< _2mfk71

)

We prove by induction that |S,, ;& — bx| < 2m=k=1 for all k € N. The base case is obvious. For
the induction step, there are three cases to consider. We only spell out the details of the case when



192 Computable Topology and Analysis

ap+1 = 1, since the case ay41 = —1 is analogous and a1 = 0 is easy. First observe that by the
induction hypothesis we have

|br+1 — Sk| < [bg+1 — bx| + |br — Sk| < ok 4 gm—k=1 o gm—k
From this we get

Skt = brgr] = [br1 = Skl = [Spr1 — S| < 2777 —2m=hol = gmehet

5.5.3 The Algebraic Structure of Reals

We now study the algebraic structure of real numbers. Instead of proving the properties of R
directly, we first present the basic theory of intuitionistic ordered fields. The main result is that
every Cauchy complete Archimedean field is isomorphic to the reals. Because the logic of modest
sets has computability built in, we automatically obtain results about the computable structure of
ordered fields.

An important difference between classical and intuitionistic algebra is the notion of apartness
relation in the intuitionistic setting, which does not occur in the classical setting.

Definition 5.5.4 An apartness relation on a space A is a relation < such that, for all z,y € A:
(1) ~zsy)—z=y.
(2 rsy—ysw
B)rsy—VzeAd. (xszVzsy).

The apartness relation < is a positive version of inequality. Observe that x < y implies x # y.
In an ordered field x < y is always defined as ¢ < yVy < x, which explains the notation. Intuitively,
the difference between = # y and x < y is that when z < y holds, we know explicitly why = and y
are different, for example, an explicit lower bound for |z —y| can be found. On the other hand, when
x # y then we might not know of such an explicit bound, and all we know is that the assumption
x = y leads to a contradiction. In the field of real numbers, apartness and inequality turn out to
coincide, because of Markov’s Principle.

Definition 5.5.5 A field (F,0,1,+,-,—, 1 <) is a space F' with points 0,1 € F, binary opera-
tions + and -, and unary operations —J: FF — F and O~ !: {x eF ‘ rs0— F}, and an apartness
relation <, such that:

O+z==x l-z=2x
r+(y+2)=(+y) +=2 - (y-2)=(x-y) 2
r+y=y+x T-Y=9yY-T
z+(—z)=0 rsS0—z -z =1

(x+y)-z=ax-24+y-2
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A field is computable when 0, 1, +, -, —, and ~! are computable, and < is semidecidable and
computable. A field has characteristic zero when for all n € N, n-1 < 0, where n - 1 is defined
recursively by 0-1 =0, (n+1)-1=mn-1+ 1. In particular, 1 < 0. We only consider fields with
characteristic zero, and refer to them simply as fields.

We usually denote a field (F,0,1,+,-,—, ~} <) simply by F. Sometimes we deal with many
fields at once, in which case we may equip the basic operations with subscripts in order to distinguish
them.

Definition 5.5.6 An ordered field is a field F' with a relation < such that, for all z,y,z € F":

“(z<yAy<cz) (OF1)
r<y—(r<zVz<y) (OF2)
“(r<yVy<z)—z=y (OF3)
r<y—zr+z<y+z (OF4)
0<zAN0<y—0<z-y (OF5)

0<z—0<a? (OF6)

We define z < y to mean —(y < z). The transposes > and > have the obvious meaning: = > y
means y < x, and x > y means y < z. In an ordered field we always define the apartness relation <
by

rSy«—— (z<yVy<uzx).

It is easy to check that this really is an apartness relation. An ordered field is computable when it
is a computable field and the order relation is semidecidable and computable. An ordered field F
is Archimedean when, for all x,y € F, if z > 0 then there exists n € N such that n-x > y.

We can write (OF3) in a more familiar form as
(r<yhy<z)—ax=y. (OF3)

Note that we did not require the classical law of trichotomy, * < yVz =y VvV x > y. Instead, we
replaced it with its intuitionistic version (OF1) & (OF2).

Proposition 5.5.7 Let F' be an ordered field and x,y € F. If forall z € F, z < x «— 2z < y,
then x = y.

Proof. Assume that z < z «— 2z < y for all z € F. If z < y then z < x by assumption, but
this is impossible by (OF1), therefore y < x. A similar argument shows that = < y, hence z = y
by (OF3’). ]
Proposition 5.5.8 Let F' be an ordered field. Then for oll x,y,z € F:

(1) Transitivity: © < yAy <z — x < 2.
(2) If x > 0 then —z < 0 and vice versa.

(3) Ift >0 andy < z thenz -y < x - z.
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(4) Ifr <0 andy < z thenx -y > x - z.
(5) If < 0 then x - x > 0. In particular, 1 > 0.
(6) If0<z<ythen0<1l/y<1/z.

Proof. (1) Suppose = < y and y < z. By (OF2), x < z or z < y. However, z < y is impossible
by (OF1), hence z < z. (2) If x > 0 then 0 = —z 4+ 2 > —x + 0, so that —z < 0. If z < 0
then 0 = —x + 2 < —x + 0, so that —x > 0. (3) Since z > y, we have z —y > y —y = 0, hence
x(z —y) > 0 by (OF5), and therefore vz = z(z —y) + zy > 0+ zy = zy. (4) By (2) and (3) we get
—(xz(z —y)) = (—2z)(z —y) > 0, so that z(z —y) < 0, hence zz < zy. (5) If z > 0 then -2 > 0
by (OF5). If x < 0 then —x > 0 by (2), hence = - 2 = (—z) - (—z) > 0. (6) Since x > 0 and y > 0,
271 > 0and y~! > 0 by (OF6). If we multiply 0 < 2 < y by the positive quantity 2!y~ we get
0<y l<al [

Proposition 5.5.9 An ordered field F' is Archimedean if, and only if, for every x € F' there exists
n € N such that x < n.

Proof. If F is Archimedean, there exists n € N such that < n-1 = n. Conversely, if x > 0 and
y € I, then there exists n € N such that y/x < n. Multiply by = on both sides to get y <n-z. m

Proposition 5.5.10 The rational numbers form a computable Archimedean field.

Proof. Left as an exercise. n

Proposition 5.5.11 Let F' be a field. There is a unique homomorphism of fields Q — F. If F is
an ordered field, then the unique homomorphism preserves order. If F' is a computable field, then
the unique homomorphism is computable.

Proof. Define multiplication of x € F' by a natural number n € N by
0-2=0 m+1)-z=x+n-z,
and extend it to multiplication by an integer by
[a,b] -z =a-x—b-x,

where [a,b] € Z. Because F' has characteristic zero, n -1 = 0 is equivalent to n = 0, so we can
extend the multiplication to rational numbers by

(p/q) - x= (@ x)/(qg-1).

This is well defined because ¢ # 0, therefore g -1 # 0. It is easy to check that the map i: Q — F,
defined by

i(p/q) = (p/q) - 1,

is a homomorphism of fields, and that it preserves order when F' is ordered. Uniqueness of i follows
from the fact that every homomorphism of fields preserves 0, 1, +, — and /, and every element of Q
can be expressed using these basic operations. Since ¢ is defined in terms of the basic operations
on F', it is clear that it is computable when the basic operations are. [
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It is straightforward to check that a homomorphism of fields is an injective map. Thus, we
can think of the rational numbers Q as a subspace of a field F', and omit explicit mention of the
homomorphism Q — F.

Proposition 5.5.12 Let F' be an Archimedean field. For every x € F' and every k > 1 there exist
a,b e Q such thata <x <bandb—a < 1/k.

Proof. First we prove that there always exist integers a,b € Z such that a < z < b and
b—a = 2. We do this by constructing sequences of integers (a,)nen, (bn)nen so that, for all n € N,
an < x < by, by —an > 2, and if b, —a, > 2 then b, —ap = by11 — apny1 + 1.

Because F' is Archimedean, there exists by € Z such that = < by, and there exists ag € Z such
that —x < —ag. This gives us ag < x < by. If by — ag < 2, increase by by 2. For the inductive step,
suppose we have found a,, and b,, such that a, < z < b, and b, — a,, > 2. If b, — a,, = 2 then let
Gp41 = Gyn and by = by. Otherwise a, +1 < b, — 1, and so we have a,, + 1 <z or x < b, —1. By
Number Choice, we can now define a, 1 and b,41 so that

ap+1<x— (any1 =an+1Abpy1 =byp),
x<b,—1— (any1 =an ANbpy1 =by, —1).
This completes the definition of (an)nen and (by)nen. Now let j = by — ag. Then b; — a; = 2 and
bj < x < a;. To finish the proof, apply the above construction to 4 -k -z to obtain integers a and b

such that a < 4-k-x < band b—a = 2. Then a/(4k) < x < b/(4k) and a/(4k) —b/(4k) = 1/(2k) <
1/k. ]

Corollary 5.5.13 Let F' be an Archimedean field. For every x € F there exists a rational sequence
a: N — Q such that —27% <z —aj, < 27% for all k € N.

Proof. By Proposition 5.5.12, for every k € N there exist ¢,d € Q such that ¢ < z < d and
c—d< 2% and so —27% < 2 — (¢ +d)/2 < 27%. By Number Choice, there is a map a: N — Q
such that 27% < 2 — a;, < 27% for all k € N. n

Corollary 5.5.14 Let F' be an Archimedean field. For all x,y € F, if x < y then there exists
q € Q such that x < q < y.

Proof. Because F' is Archimedean, there exists £ € N such that y — 2 > 1/k > 0. By
Proposition 5.5.12, there exists ¢ € Q such that —1/(4k) < (z + y)/2 — ¢ < 1/(4k), therefore
r<qg<y. [ ]

Definition 5.5.15 Let F' be an Archimedean field. A sequence a: N — F' converges to x € F,
written (an)neny — &, when
VkeN.I3neN.VmeN.(-1/k <z — anym < 1/k) .

We say that x is a limit of (an)nen. A sequence is converging if there exists a limit of it. A Cauchy
sequence a: N — F' is a sequence that satisfies

VkeN.3neN.Vm,peN.(=1/k < antm — antp < 1/k) .

It is straightforward to verify that every convergent sequence is a Cauchy sequence. An Archimedean
field is Cauchy complete when every Cauchy sequence converges.
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Proposition 5.5.16 In an Archimedean field, a converging sequence has exactly one limit.

Proof. Suppose (ap)nen — @ and (an)neny — y. We show that, for all z € F', z < z if, and only
if, z < y. Suppose z < x. There exists k € N such that z — z > 1/k > 0. There exists n € N such
that —1/(4k) < ap, — x < 1/(4k) and —1/(4k) < y — a,, < 1/(4k). Now we see that

—1/(2k) = —1/(4k) = 1/(4k) < (y — an) + (an —2) =y — @,

therefore z < z 4+ 1/(2k) < x — 1/(2k) < y. The converse is proved similarly. By Proposition 5.5.7,
T =y. "

For an Archimedean field F, let Conv(F') be the space of converging sequences in F,
Conv(F)={a:N— F |VkeN.IneN.VmeN.(-1/k <z — antm < 1/k)} .

By Proposition 5.5.16, for every a € Conv(F') there exists a unique x € F such that (a)pen — .
By Unique Choice, there exists a map limg: Conv(F) — F, called the limit operator, such that, for
all a € Conv(F), (an)nen — limp a.

Corollary 5.5.17 If F is a computable field then limg is computable.

Proof. The operator limp is defined by Unique Choice in terms of the injection Q@ — F' and the
basic operations on F'. Therefore, limp is computable provided that F is. [

Theorem 5.5.18 Fvery two (computable) Cauchy complete Archimedean fields are canonically
(and computably) isomorphic.

Proof. Let F' and G be Cauchy complete Archimedean fields. Define a relation p C F' x G by
p(z,y) «—— Jac QY. (z =limpa Ay = limga) .

It suffices to show that p is a bijective correspondence. By Unique Choice we then obtain the
desired isomorphisms.

First we prove that p is total. Suppose x € F. By Corollary 5.5.13, there exists a Cauchy
sequence a: N — Q such that 2 = limpa. Let y = limga. Then p(x,y) holds. A symmetric
argument shows that for every y € G there exists x € F' such that p(z,y).

To prove uniqueness, suppose p(z,y) and p(x,z) hold. Then there exist Cauchy sequences
a,b: N — Q such that x = limpa = limp b, y = limg a and z = limg b. Because limp a = limpg b,
it follows that a and b coincide, therefore y = limg a = limg b = z. A symmetric arguments shows
that p(z, z) and p(y, z) implies = = y.

Once again, computability of the isomorphisms follows from computability of F' and G because
the isomorphisms are defined by Unique Choice from the basic operations on F' and G. u
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Let us now show that R is a computable Cauchy complete Archimedean field. The real numbers
inherit the algebraic structure of a ring from the space of Cauchy Sequences, as follows:

0= [O]neN ) 1= [”nEN ) _[an] = [_an} ’
[an] + [bn] = [an + byn] ,
[an] - [bn] = [an - by] -

Of course, we would need to check that these operations are well defined, i.e., that pointwise addition
and multiplication on € map Cauchy sequences to Cauchy sequences, and preserve the coincidence
relation. The proofs are analogous to classical presentations of this subject and are omitted.
Additionally, the real numbers inherit from the rationals the absolute value map, |0]: R — R,
which is defined by

[[an]| = [lan] -
Define an order relation on R by
lan] < [bn] «— 3j,keN.Vm,neN. (bj1n, — ajim > 1/k) .
We need to show that < is well defined. Suppose a =~ d’, b ~ b, and there exist j,k € N such

that bjyn — ajym > 1/k for all m,n € N. There is ¢ > j such that |ai1n, — ai1n| < 1/(3k) and
|bign — Viyn| < 1/(3k), for all n € N. Therefore, for all n,m € N,

|a/i+m - b/iJrn‘ >
Ai+m — bz—i—n‘ - ’a/i-l—m - ai+n| - |b/i+n - bz+n|
> 1/k—2/(3k) = 1/(3k) .

This proves that [a/] < [V/], and so < is well defined. We can also express < in terms of rapidly
converging sequences as
[an]e < [bn]e «—— FkEN. b —az > 2752

Recall that < y is defined as —(y < x). By Markov’s Principle, it can be expressed equivalently
in terms of Cauchy sequences as

[an] < [bn] —— Vj, keN.In,meN. (ajin — bjim < 1/k) ,
or in terms of rapidly converging sequences as
[an]r < [bp]y «— VEk€ar — by < 9—k+2

As we mentioned earlier, the apartness relation and inequality coincide on R.

Proposition 5.5.19 Forallz,y e R,z #y«— (x <yVy<zx).
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Proof. If x < y then x # y, and if y < x then x # y. Therefore z < y Vy < x implies = # y.
Conversely, suppose = # y. There exist rapidly converging sequences a and b such that z = [a,],
y = [bn], and =(a ~ b). By Markov’s Principle, there exists k € N such that |ay — by| > 2752
Because < is decidable on the rational numbers, it follows that ay < by or by < ai. We prove that
ar, < b implies x < y, and a symmetric argument shows that by < aj implies y < z. If ap < bi
then, for all m,n € N,

bktn — kym > |k — bg| = [brgn — bi| — |aim — ax| >

9—k+1 _ 9—k+1 9—k+2

lax, — bg| — = |ay — bg| —
Therefore, x = [a,] < [by] = [y] because there is a positive integer whose reciprocal value is smaller
than |ag — by| — 27%+2, "

Theorem 5.5.20 The real numbers are a computable Cauchy complete Archimedean ordered field.

Proof. The algebraic structure of a ring is inherited from the space of Cauchy sequences. Zero,
one, addition, multiplication, and negation are computable because they are defined explicitly in
terms of A-abstraction from the corresponding operations on rationals. This leaves us with proving
that inverse ~! is well defined. Suppose x € R and = # 0. There is a rapidly converging sequence
(an) such that © = [a,|. Because z # 0, by Markov’s Principle, there exists k& € N such that
lag| > 2752, For every m > k, |am — ax| < 275! and so |a,,| > 27%F!. Define the sequence (b,,)
by b, = 1/ak4n, and (c,) by ¢, = agyn. Clearly, [c,] = [an] = z, and [by, - ¢,] = 1. It is not hard
to verify that (b,) is a Cauchy sequence, hence we can define 2! = [b,]. This proves that R is a
computable field.

The order relation < satisfies the axioms from Definition 5.5.6. We omit the proofs since they
are not complicated and can be found in [TvD88a, Chapter 5, Section 2]. Instead, we show that <
is semidecidable. Define a map lg: C; x €, — 2N by

1 ifb, —a, >27"2,

0 otherwise .

(lo{a, b))n = {

The sequence lp{a, b) contains a 1 if, and only if, [a,]; < [bn]r. Define a map [: R, x R, — X by

Llanr, [bn]e) = [lo(a, b)]x -

By using the characterization of < in terms of rapidly converging sequences, we can verify that [ is
well defined and that, for all z,y € R,

L{z,y) =T «—x<y.

Clearly, [ is computable.

The ordered field R is Archimedean. Indeed, if x € R, there exists a rapidly converging sequence
(an) such that x = [ay]. There exists an integer n > ap + 3, and so = < n. By Proposition 5.5.9, R
is Archimedean.

Lastly, we prove that R is Cauchy complete. Suppose a: N — R is a Cauchy sequence. Because N
is projective there exists a map b: N — @, such that ak = [(bk)n],en for all k£ € N. Consider the
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sequence ¢ € Cdefined by ¢, = bnn. We claim that ¢ is a Cauchy sequence and that (a,)nen — [cn]-
For an arbitrary k € N, there exists n € N such that 12k < 2" and |ap4m — an| < 1/(3k) for all
m € N, from which we get

|cntm — cn] = [b(n+m)(n+m) —bnn| <
[b(n +m)(n+m) — antm| + |antm — an| + |an —bnn| <
1 1 1 1 1
2—n—m+2 . 2—n+2 - _ .
T S3% T3 T3 %
Therefore, ¢ is a Cauchy sequence. Let x = [¢,,]. For every k € N, there exists n € N such that
8k < 2™ and |b(n + m)(n +m) — x| < 1/(2k) for all m € N, hence

anim — 2] < lansm — b(n+ m)(n -+ m)| + b(n -+ m)(n +m) — 2] <
11 11
—n—m+42 - - I
2 T ST Tk

Therefore, (an)neny — . ]

Remark 5.5.21 If we put Theorems 5.5.18 and 5.5.20 together we obtain the result that ev-
ery computable Cauchy complete Archimedean field is computably isomorphic to R. When this
statement is interpreted in Mod(IB, By) it is precisely a result by Hertling [Her99] on the effective
categoricity of the structure of real numbers. We see again the benefit of developing analysis in the
logic of modest sets. We have proved an intuitionistic version of a standard theorem about the real
numbers that can be found in any textbook on algebra, and its interpretation in Mod(B,By) is a
recent result about computability on the real numbers. In addition, our theorem can be interpreted
in any category of modest sets, not just Mod(IB,B;), to give us analogous results for other models
of computation.

Hertling [Her99] observes that there are several possibilities for defining the structure of real
numbers. He proves [Her99, Proposition 3.4] that the structure R; = (R, 0, 1,4+, —, -, <, CauchyLim)
is not effectively categorical, even though one might expect it to be. He concludes that the problems
with the limit operator CauchyLim arise because Cauchy sequences do not have a known rate of
convergence. He proves that the correct structure to take is Ry = (R,0,1,+,—,-, <, NormLim),
where only the rapidly converging Cauchy sequences are taken. We can explain the difference
between R; and Rs in the logic of modest sets very easily: Rs is the space of Cauchy reals R,
whereas R; is the space of “not-not-Cauchy reals”, defined by

e, = {aeQN | ~-VkeN.3neN.YmEN. [anpm — an| < 1/k:} . Ri=C_/~.

It is only to be expected that inserting a gratuitous double negation in the definition will destroy
the computational structure of the space of Cauchy sequences. The space R; is not isomorphic
to R, and this is why it is a bad representation of the reals numbers. The logic of modest sets is
guiding us in choosing the correct computational structure—where there are choices, it is best to
follow the one that is most logical.

Here are some further properties of the order relation on reals.

Proposition 5.5.22 For all z,y,z € R:
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(1) x<y—z<y

(2) x<yANy<z—ax<z

(8) c<yhNy<z—zx<z

(4) s<yny<z—ax<z

(5) c<yhNy<z—z<z

(6) z<y— (x<zVz<y)
(7) <y =z <yvVe=y)
(8) =z <yVy<w)

(9) —(r<yVz=yVz>y).

Proof. We omit detailed proofs, as they are straightforward and can be found in [TvD88a,
Chapter 5, Proposition 2.11]. n
Theorem 5.5.23 Every Archimedean field F' is a subfield of the real numbers R. If F is a com-
putable field then the injection F' — R is computable.

Proof. Let F be an Archimedean field. We define a map i: F — R as follows. By Corol-
lary 5.5.13, for every x € F, there exists a rational converging sequence a: N — Q such that
limpa = x. Define ix = limg a. This is well defined because limp a = x = limpg b implies that a
and b coincide, hence they have the same limit in R.

If F is computable then i is computable because it is defined by Unique Choice in terms of the
basic operations on F' and R, which are computable. u

Corollary 5.5.24 In an Archimedean field, apartness coincides with inequality.

Proof. Let i: F' — R be the canonical inclusion. If < y then iz < iy. By Proposition 5.5.19,
ix # 1y, therefore x # y since i is injective. [
Corollary 5.5.25 An Archimedean field F' has a semidecidable order relation. If F is a computable

field, then it is a computable ordered field.

Proof. Let I: R x R — X be the characteristic map of < on R. Let i: F' — R be the injection
from Theorem 5.5.23. For all z,y € F,

x <y« ix <iy <l {ix,iy) =T,

therefore o (i x i): F' x F' — ¥ is the characteristic map of < on F. If F'is computable then i is
computable, and so is [ o (7 x 7). ]
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We end this section by defining some more maps on the real numbers. As mentioned earlier,
we have the absolute value map |0|: R — R, which is characterized by the property that, for all
rzeR,

—lz[ <z <fz[,  VyeR.(-y<az<<y-—fz[<y) .

It follows that for all z € R, |z| > 0, |z =0 «— 2 =0,2 >0 «— = = |z|, and z < 0 «——
x = —|z|. From absolute value, we can define the maximum max : R x R — R and the minimum
min : R x R — R by

max(z,y) = (z+y+lz—y)/2, minz,y)=@+y—|z-y))/2,
These two maps are characterized by the property that, for all z,y, € R,

VzeR.(max(z,y) <ze—ax<zAy<z),
VzeR.(z <min(z,y) «— 2 <xAz<y) .

Lastly, we define the square root function. In fact, what we define is the square root of an absolute
value, in order to avoid problems with negative numbers. Let Q) = {a eQ ‘ a > O}, and let

Q(}r:{aeQ‘QEO}.

Lemma 5.5.26 For everyp,q € QQF such that p < q there exists v € Q. such that p—q < r? < p+q.
Thus, by Number Choice there exists a functionr: Q) xQ% — Q4 such that p—q < (r {p,q))? < p+q

for allp,q € Q4.
Proof. Left as an exercise in number theory. =

Define a map f: € — € by (fa)n = r (|ay|,27"). It is a simple matter of juggling inequalities
to show that fa is a Cauchy sequence and that f respects coincidence of Cauchy sequences. Thus,
f induces a map R — R, which is the map we are looking for, i.e.,

It is characterized by the property that vz2? = |z| for all z € R.

5.5.4 Discontinuity of Real Maps

We prove a theorem that relates WCP to non-existence of discontinuous real maps. In an intuition-
istic setting the statement (a) “there are no discontinuous real maps” is weaker than the statement
(b) “all real maps are continuous”. The former only claims that we will never encounter an explicit
discontinuity, whereas the latter gives us evidence that all maps are continuous. In the logic of
modest sets neither statement holds in general, but under the very reasonable assumption that the
underlying computational model does not decide all I} statements, the weaker one holds. The
stronger statement holds only in specific models, such as Mod(IB, By).

Which statement, (a) or (b), is the one that people usually have in mind when they say (c) “in
our model of computation all real maps are continuous”? Note that (a) and (b) are stated in the
internal logic, whereas (c) is expressed in classical set theory. The interpretation of (a) expressed in
set theory is “the computational model Mod(A, Ay) does not contain any discontinuous real maps”.
The interpretation of (b) expressed in set theory is “in the computational model Mod(A, Ay), given
a program that computes a real map f, we can effectively compute a modulus of continuity for f”.
So it is the statement (a) that is equivalent to (c), not (b).
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Theorem 5.5.27 The space 2V is decidable if, and only if, R is decidable.

Proof. Let o = An:N.0. If R is decidable then the characteristic map of equality on 2 can be
defined as .
1R i — gl 27 =0,
0 otherwise .

eqon (f, g9) = {

Conversely, let z,y € R. There exist rapidly converging sequences a,b € €, such that = [a] and
y = [b]. Now x = y holds if, and only if, Vn € N. |a, — b,| < 2772, Define a map f: N — 2 by

= 0 if |ap — by| < 277F2
1 otherwise .

By assumption 2V is decidable, hence f = o or f # o. If f = o then z = y, and if f # o, then
x #y. [

Definition 5.5.28 A map f: R — R is discontinuous at x € R when
Je>0.Vo>0.3yeR.(lz —y| <IN |fx — fy| > €) .

A map f: R — R is discontinuous when there exists z € R such that f is discontinuous at x.

Equivalently, we could state discontinuity at x as
JdJkeN.VmeN.dyeR. (\x—y[ <27 A |fx — fy| > 2_k) :

Lemma 5.5.29 Suppose (ap)nen is a convergent sequence in R. Then there exists a map f: NT —
R such that fn = ay, for alln € N, and foo = limy,_. ay.

Proof. Define a map s: Nt — N — R by

am m<uox,
sxm =

a, otherwise .

This is well defined because < is a decidable relation by Proposition 5.3.26, and —(m < z) implies
x € N. For all z € NT and for all n,m € N, [szn — sxm| < |a, — an|, as is easily established
by considering four cases: (a) m < zAn <z, (b)m L xzAn <z (¢c)m<zAn £ z,
(d) m £ aA £ n < x. Let us show that, for every x € Nt (sxm) ey is a Cauchy sequence.
Because (ap)nen is a Cauchy sequence, for every k > 1 there exists n € N such that, for all m € N,
|am — an| < 1/k, therefore

1

sz (m+n)—sxm| < |amin — am| < 7

Now we can define a map f: Nt — R by

fxr= lim (sxn).

It is straightforward to check that f has the desired properties. [
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Theorem 5.5.30 The principle WCP holds if, and only if, there does not exist a discontinuous
map R — R.

Proof. Suppose f is discontinuous. We may assume that f is discontinuous at 0 and that
f0 =0, i.e., there exists k£ € N such that

VmeN.JyeR. (]y\ <27 A | fyl > 2_1"’) .
By Number Choice, there exists a map y: N — R such that, for all m € N,
|ym| < 27" and | fym| > 27" .

Hence lim,, o0 ¥m = 0, and by Lemma 5.5.29 there exists a map g: NT — R such that gm = y,,,
for all m € N, and g oo = 0. By Corollary 5.5.25, the predicate z < 27%~1, 2 € R, is semidecidable.
Let 7: R — X be its characteristic map, i.e., Vx €R. (x <27kl = T). Consider the map
h=rofog:Nt - 3. Wehave hoo = r(f0) =70 = T and, for all m € N, hm = r(fym) = L.
The map h contradicts condition (5.6) from Theorem (5.3.28), hence WCP does not hold.

Conversely, suppose f: N — 2 and fn = 1 for all n € N. If it were the case that foo = 0,
then WCP would fail, and by Theorem 5.5.27 the equality on reals would be decidable, so we could
define a discontinuous map g: R — R by

1 ifz=0,
gr =
0 ifx#0.

By assumption, there is no discontinuous map R — R, therefore f oo = 1. [

5.6 Metric Spaces

In this section we review the basic theory of metric spaces and relate it to topological bases and
continuity. The intuitionistic theory of metric spaces is well developed, so we can just follow a
standard text on the subject [TvD88a, TvD88b, BB85]. The original part of this section is the
relationship between metric and (intrinsic) topology, and the statements about computability.

Definition 5.6.1 A metric on a space A is a map d: A x A — R such that, for all z,y,z € A:
(1) d(z,y) =0,
(2) d(x,y) =0 if, and only if, z =y,
(3) d(z,y) = d(y, ),
(4) d(z,z) < d(x,y)+ d(y, z) (triangle inequality).

When d is a metric on A, we say that (A,d) is a metric space. A computable metric space is one
whose metric is computable.
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Example 5.6.2 (Euclidean Metric) The real numbers R form a computable metric space for
the Fuclidean metric,

d(z,y) =[x —y| .

More generally, for every n € N, the Euclidean metric on R™ is defined by

d(x’y) =

Clearly, it is computable. It is straightforward to check that d satisfies the first three conditions.
The triangle inequality for d follows from Minkowski’s inequality, proved in the following lemma:

i=1
n n
S (i — 2+ (| S — 2)? = d(w, ) + dly, 2)
i=1 i=1
Lemma 5.6.3 (Minkowski’s Inequality) Let z1,...,2, and y1,...,y, be real numbers. Then

n

n n
Z(%—yz)"ﬁ Zﬂﬁf—F ny
i=1 i=1

i=1
Proof. This follows from Cauchy-Schwarz inequality, which is proved in the next lemma:
n

n n n
D@wi—y) =) 2 +> yi-2) myi<
i=1 im1 i=1

=1

2

n n n n n n
Zm?+2yf+2 Zx? ny: fo%— ny
i=1 i=1 i=1 i—1 i—1 i—1

Lemma 5.6.4 (Cauchy-Schwarz Inequality) Let z1,...,z, and y1,...,y, be real numbers.
Then

n
E ZiYi
i=1

n n
=1 i=1
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Proof. The inequality is equivalent to

n

n n 2
S (zy> _
i=1 i=1 i=1
1 n n 1 n n n n
5Z$ZQZZJ12+§Ziﬂfzyf—zltzyzzﬂczyz =
i=1 i=1 i=1 i=1 i=1 i=1

n n

1 1 )
E 3 (xfy? + :c?x? — Qxiyjmjyi) = g 3 (xiy; — xjy;)” > 0.
i,j=1 i,j=1

The point of showing these manipulations is, apart from beautiful IATEX 2¢ typesetting, that
they are identical to the standard ones, found in any textbook on analysis. The reason behind this is
that Cauchy-Schwarz inequality, Minkowski’s Inequality, and the triangle inequality are just univer-
sally quantified inequalities, and so they are negative formulas, whose set-theoretic interpretation
is the same as the interpretation in modest sets.

Example 5.6.5 (Discrete Metric) If A is a decidable space, then the transposition of the char-
acteristic map of equality is a metric, i.e.,

d(z,y) 0 ifz=y,
T,y) =
Y 1 ife#y.

This is the discrete metric. Note that the underlying space must be decidable, otherwise the
definition of discrete metric is invalid, since we cannot define it by cases. The discrete metric is
computable if, and only if, the characteristic map for equality is computable.

Definition 5.6.6 Let (A,d4) and (B, dp) be metric spaces. The product metric daxp: (A X B) X
(A x B) — R is defined by

daxs((u,z), (v,9)) = /da(u,v)? + dp(x,y)? .

The proof that the product metric really is a metric is analogous to the proof that the Euclidean
metric on R is a metric. It is straightforward to extend the definition of product metric to a product
of finitely many spaces. The Euclidean metric on R™ is just the product metric formed from n copies
of the Euclidean metric on R. The product metric of computable metrics is computable.

Definition 5.6.7 Let (A,d4) be a metric space and B C A a subspace. The subspace metric
dp: B x B — R is defined, for all z,y € B, by

dp(z,y) =da(z,y) .

Definition 5.6.8 In a metric space (A, d), the open ball with radius r € R, r > 0, and centered at
x € A is the subspace
B(z,r)={ycAl|d(z,y)<r} .

The closed ball with radius r, centered at x, is the subspace

B(z,r) = {yEA ‘ d(x,y) §r} .
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Note that open and closed balls are regular subspaces because inequality on reals is stable.
Furthermore, an open ball B(z,r) is an open subspace of A in the intrinsic topology of A, because
inequality on reals is not only stable but also semidecidable. Similarly, a closed ball is a closed
subspace in the intrinsic topology.

Definition 5.6.9 A subspace B C A of a metric space (A,d) is dense when for all z € A and
k € N there exists y € B such that d(z,y) < 1/k. A metric space (A4, d) is separable if it contains
a dense countable subspace.

Example 5.6.10 The reals with the Euclidean metric are a separable metric space because QQ C R
is a dense countable subset. A product of separable metric spaces is again a separable metric space.

Caution, a subspace of a separable metric space need not be separable. Classically, this is the
case, but the proof requires the use of the axiom of choice.

Proposition 5.6.11 A separable metric space is countably based. More precisely, let (A,d) be
a separable metric space with a dense countable subspace S C A. The family of open balls
{B(a,1/k) | a € SAk € N\ {0}} forms a countable basis on A, called the metric basis generated
by S.

Proof. Let B =S x (N\ {0}) and define €p to be the relation
x €p (a, k) «— x € B(a,1/k) .

Since = €p (a, k) is equivalent to d(a,z) < 1/k, €p is semidecidable. Because S and N\ {0} are
countable, so is B. Therefore, B is a prebasis on A. Because S is a dense countable subspace of
A, there exists for every x € A some a € A such that d(x,s) < 1, hence z € B(a,1). Hence, A
is open with respect to B. By Corollary 5.4.6 it suffices to show that there is a strong inclusion
for B. Define < on B by
1 1
(a,k) < (b,m) «— d(a,b) + LS

Clearly, this is a semidecidable relation. It is easy to check that (a, k) < (b, m) implies B(a, 1/k) C
B(b,1/m). Suppose z € B(a,1/k) and x € B(b,1/m). There exists a positive integer n such that
d(z,a) +1/n < 1/m and d(x,b) + 1/n < 1/k. Because S is dense, there exists ¢ € S such that
d(z,c) < 1/(3n). Then x € B(c,1/(3n)), (¢,3n) < (a, k) and (c,3n) < (b, k). ]

Note that the metric topology depends on the choice of the dense countable subspace S. How-
ever, this dependency is inessential, because different choices of dense countable subspaces result in
canonically homeomorphic countably based spaces, which is an easy consequence of the following
proposition.

Proposition 5.6.12 Suppose S C A is a dense countable subspace of a metric space (A,d). For
allz € A, r € R, r > 0, the open ball B(xz,r) is open with respect to the metric basis generated
by S.



5.6 Metric Spaces 207

Proof. Let (ag,kg): N — A x (N'\ {0}) be an enumeration of the metric basis generated by S.
Let x € A, r € R, and r > 0. Define C' € O(N) by

neC —d(x,ay)+1/k, <r.

Let T = {y €A ‘ dneC .y € Bl(ay, 1/k:n)}, which is open with respect to the basis by Proposi-
tion 5.4.4. The open ball B(z,r) is open with respect to the basis because, for all y € A, y € T if,
and only if, y € B(z, 7). ]

Proposition 5.6.13 The metric topology is Hausdorff. Therefore, the intrinsic topology of a met-
ric space is Hausdorff.

Proof. Let (A, d) be a metric space. Suppose x # y. Then d(z,y) > 0. There exists k € N such
that 1/k < d(z,y). Now z € B(x,1/(3k)), y € B(y,1/(3k)), B(z,1/(3k)) N B(y,1/(3k)) = (), and
open balls are always open in the intrinsic topology. =

Continuous and Uniformly Continuous Maps

In a metric space, pointwise continuity of maps is equivalent to the usual e-§ continuity.

Proposition 5.6.14 Let (A,d4) and (B,dp) be metric spaces. A map f: A — B is pointwise
continuous in the metric topology if, and only if, it is €-0 continuous, which means that for all
T €A,

Ve>0.30>0.VyeA.(da(x,y) <0 — dp(fz, fy) <e) .

Proof. The e-§ continuity states that for every € > 0 there exists § > 0 such that f.B(z,0) C
B(fz,¢€). Hence, pointwise continuity in the metric topology implies e-§ continuity.

Conversely, suppose f is e-d continuous, and fx € B(y,n). There exists € > 0 such that
d(y,z) + € < n. Then x € B(fx,e) C B(y,n). There exists § > 0 such that x € B(x,d) and
[«B(z,6) € B(fz,e) € B(y,n). m

Definition 5.6.15 Let (A,d4) and (B,dp) be metric spaces. A map f: A — B is uniformly
continuous when

Ve>0.36>0.Vz,yc A.(da(z,y) <6 — dp(fzx, fy) <e) .

A map f: A — B is locally uniformly continuous when for every x € A there is an open ball
centered at x in which f is uniformly continuous:

VeeA.dn>0.YVe>0.36>0.Vy,zeB(z,n).(da(y,2) <6 — dp(fy, fz) <€) .

Proposition 5.6.16 A uniformly continuous map is locally uniformly continuous. A locally uni-
formly continuous map is continuous.

Proof. Obvious. [
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We denote the space of uniformly continuous maps f: A — B by Cy(X,Y). It is defined by
Cu(A,B)={f: A— B ‘ Ve>0.30>0.Va,ycA.(da(z,y) <6 — dp(fz, fy) <e)} .
We also write Cy(A4) = Cy(4, R).

5.6.1 Complete Metric Spaces

The definitions of convergent and Cauchy sequences generalize from the reals to arbitrary metric
spaces in a straightforward fashion.

Definition 5.6.17 Let (A, d) be a metric space. A sequence a: N — A converges to © € A when
VkeN.3neN.VmeN.d(z,apntm) < 1/k .

We say that x is the limit of the sequence a, and that a is a convergent sequence. A Cauchy sequence
in a metric space (4, d) is a sequence a: N — A such that

VkeN.d3neN.Vm,peN. (d(antm, antp) < 1/k) .

It is straightforward to check that every convergent sequence is a Cauchy sequence. A metric space
is complete when every Cauchy sequence is convergent. A subspace S C A of a metric space is
complete when every convergent sequence in S converges to a limit in S.

Let Cauchy(A) be the space of convergent sequences in a complete metric space A,
Cauchy(A) = {a €AY | YkeN.IneN.Ym,peN. (d(anpm, anip) < 1/k)} .

Just like in the case of Cauchy complete ordered fields, we can check that a Cauchy sequence
has exactly one limit. By Unique Choice we obtain the limit operator lim: Cauchy(A) — A,
characterized by (an)neny — lima, for all a € Cauchy(a). When A is a computable metric space,
the limit operator is computable as well.

5.6.2 Totally Bounded Metric Spaces

Complete totally bounded metric spaces play the role of compact spaces in constructive mathemat-
ics.

Definition 5.6.18 Let (A, d) be a metric space. An e-net for A is a finite sequence ag, ...,a,—1 € A
such that for every x € A there exists i € {0,...,n — 1} such that d(z,a;) < e. A metric space
(A, d) is totally bounded when for every k € N there exists a 1/k-net for A.

Note that every totally bounded metric space is separable.
Proposition 5.6.19
(1) R is not totally bounded.
(2) A closed bounded interval is complete and totally bounded.
(3) If (A,da) and (B,dp) are totally bounded then so is their metric product (A X B,daxp).
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Proof. (1) and (2) are easy. (3) Let € > 0. Let ag,...,am—1 € A be a y/e-net for A, and let
bo,...,bn—1 € B be a \/e-net for B. Then {(ai,bj) ‘z':(),...,m—l;j :0,...,n—1} is an e-net
for A x B. (]

An upper bound for f: A — R is M € R such that fx < M for all x € A. A least upper
bound, also called the supremum, is an upper bound My for f such that for all £ € N there exists
x € A such that My < f(x) + 2=k Tt is obvious that a map has at most one least upper bound.
The notions of a lower bound and the greatest lower bound, also called the infimum, are defined
analogously.

Proposition 5.6.20 Let (A,d) be an inhabited totally bounded metric space. Every uniformly
continuous map f: A — R has a supremum M and an infimum m. In addition, for every e > 0
there exists x € A such that |fx — M| < €, and there exists y € A such that |fy —m| < e.

Proof. Let k € N. Because f is uniformly continuous there exists ¢ > 0 such that d4(z,y) < o
implies |fz — fy| < 27%. Let ao,...,a, € A be a 6-net, and let

N = max(faog,..., fa,) .

The number N is well defined because A is inhabited and so n > 0. For every x € A there exists 4
such that da(x,a;) < 6, hence |fz — fa;| < 27% and

fr < fa+2F<N+t+27F.

Thus, N + 27" is an upper bound for f, and there exists i such that fa; = N. By Number Choice,
there is a sequence M : N — R such that, for every n € N, M,, + 27" is an upper bound for f and
there exists x € A such that fo = M,. For all k,j € N, M, < M; + 277 and M; < My + 27k
hence |M; — M| < 2~ min(7.k) - Therefore, (M, )nen is a Cauchy sequence. Let M = lim, o, M,.
For every k € N, |[M — M| < 27% and M;, < M. Thus, by construction of My, for every k € N
there exists 2 € A such that |M — fz| < 27%. T remains to show that M is an upper bound for f.
Suppose that for x € A it were the case that M < fxz. Then there would exist £ € N such that
27F < ((fx) — M) /2, from which it would follow

(fr) =M = (fx) = My + M, — M <27%F 1+ 27% < (fz) - M .

This is a contradiction, therefore fz < M. We have proved that M is the supremum of f, and it
is clear from the construction that for every k € N there exists € A such that |fz — M| < 27,
The infimum m of f is equal to —K where K is the supremum of —f. [

Let (A,d) be a totally bounded metric space. The supremum operator sup,: Cy(A) — R is
defined by
supy f =the M € R. (M is the supremum of f) .

The infimum operator inf is defined analogously.
By Theorem 2.3.1 supy4 is a computable map. The uniform metric d, on C,(A) is defined by

du(f,g) =supy (A\z: A.|fz — gz]) .

Proposition 5.6.21 Suppose (A,d) is an inhabited totally bounded metric space. There exist
a:N— A and 3: N — N such that, for every k € N, a0, ..., a(Bk) is a 27%-net.



210 Computable Topology and Analysis

Proof. For every k € N there exists a 2 *-net a0, ---,0akn, € A By Number Choice we can
concatenate all these finite sequences together into one infinite sequence a: N — A and define 3 by
B0 = ng, B(k+1) = (Bk) + ngy1. ]

Definition 5.6.22 A metric space (M, d) is connected when, for every pair of inhabited metrically
open subsets A, B C M, AU B = M implies that A N B is inhabited.

Proposition 5.6.23 (a) A closed interval [a,b] is connected. (b) An open interval (a,b) is con-
nected. (c) R is connected.

Proof. We only prove (c), since the proofs of (a) and (b) are very similar. Suppose A, B C R
are metrically open, ag € A, by € B, and A U B = R. Let p be the binary relation on R? defined
by

p((z,y), (w,v)) — ((x+y)/2€ A—u=(z+y)/2 v=y) A
(x+y)/2e B—u=xzANv=(x+y)/2).

By assumption A U B = R, hence for every (x,y) € R? there exists (u,v) € R? such that
p({(x,y), (u,v). By Dependent Choice 3.6.3 there exists a sequence (2, ¥n), ey such that zg = ao,
yo = bo, and p({zn, Yn), (Tnt+1, Yn+1)) for all n € N. It follows that (z,)nen and (yn)nen are Cauchy
sequences with the same limit because |zp+1—Yn+1| < |n—yn|/2. Let ¢ = limy, o0 Ty = limy 00 Y-
Because A is metrically open and by construction x,, € A for all n € N, we see that ¢ € A. For the
same reason ¢ € B, therefore c € AN B. n

Theorem 5.6.24 (Intermediate Value Theorem) Let (A,d) be a connected metric space, a,b €
A, and f: A — R a uniformly continuous map. For every & € [fa, fb] and every e > 0 there exist
c € A such that |fc—&| < e.

Proof. Let U = {:EGA ’ fx>§—e} and V = {:L"EA ’ fx<§—|—e}. The subspaces U and V/
are metrically open because they are inverse images of open intervals (§—¢, c0) and (—o0, {+¢€) under
the uniformly continuous map f. The subspaces U and V' are inhabited by b and a, respectively.
Because E —e < &+¢€, £ —e< fror fr <&+ € forall x € A, therefore A =U U V. Because A is
connected there exists ¢ € U N V. This the ¢ we are looking for. =

Example 5.6.25 In Example 2.2.9 we defined the space of paths Path(F') for a fan F' € Fan. Let
§: NN x NN — N+ be defined coinductively by

5 (p,q) = if p0 # g0 then 0 else s(d (An.p(n+ 1), An.q(n+1))) .

Thus, 0(p,q) = n if pn # gn and pi = qi for all i < n, and §(p,q) = oo if p = ¢q. Define a map
dp: Path(F) x Path(F) — R by
dp(p,q) =279,

where 27°° = (0. The map dr is well defined by Lemma 5.5.29. We claim that dr is a metric
on Path(F'). The only non-obvious part is the triangle inequality. Suppose it were the case that
dr(p,q) > dr(p,r) + dp(r,q) for p,q,r € Path(F). Then dr(p,q) > 0, hence d(p,q) < oco. It
also follows that 0(p,q) < d(p,r) and d(p,q) < d(g,). But this implies p(d(p,q)) # ¢(6(p,q)) =
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r(0(p,q)) = p(d(p,q)), which is impossible. Therefore dp(p,q) < dp(p,q) + dp(r,q). Moreover,
(Path(F),dF) is a complete totally bounded metric space.

First we show that it is complete. Suppose (p,)nen is a Cauchy sequence. For every k € N
there exists m € N such that dp(pmii,Pm) < 27F for all i € N. By Number choice there exists a
map c: N — N such that dp(pcr)4is Per) < 27F for all i,k € N. Define ¢: N — N by ¢k = park. It
follows that m > k implies gk = p,,k. Hence ¢ € Path(F’) because, for every i < k € N, qi = pxi
for all ¢ < k. This also shows that dp (g, pex) < 27% for all k € N, therefore lim,, .o pp = ¢.

It remains to show that Path(F) is totally bounded, but this is straightforward because all paths
in F' of the form

no,nl,...,nk,0,0,. ..

can be listed and form a 2 %-net. There are only finitely many of them because F is finitely
branching.

Example 5.6.26 Continuing the previous example, let C' € Fan be the unique fan that satisfies
the corecursive equation C' = [C,C]. The fan C is the full infinite binary tree, and the space
Path(C) is isomorphic to the Cantor space 2. This gives us a metric d on 2%,

d(fv g) = 2—5(f,g) )

where 0 is as in the previous example. Therefore, the Cantor space is a complete totally bounded
metric space. We call this metric the standard metric on the Cantor space. Unless otherwise stated,
whenever 2V is considered as a metric space we have the standard metric in mind.

Example 5.6.27 (Hilbert Space ¢?) We conclude this section with an example of a famous
space, the Hilbert space ¢2. It is worth noting that the construction of 2 matches the classi-
cal one. We omit most proofs of the basic properties of ¢2, since they closely follow the usual
ones.

The field of complex numbers C is the space R x R with the usual basic operations on com-
plex numbers. The standard metric on C is defined as the absolute value of the difference,
Mz, w):C? .|z — w|. The complex numbers form a complete metric space.

Let S: CN — CN be the partial sum operator,

n

(Sa)n = Z a; .

i=0
The space ¢? is defined to be

2= {a ecN | S(An:N.|a,|*) € Cauchy(R)} .

In words, a complex sequence a: N — C is a point of 2 if, and only if, the infinite sum Y > ; |a,|?
converges. The space ¢? is a complex vector space, where the addition and multiplication by a
scalar are defined coordinate-wise. The scalar product (OJ,0)y: 2 x £ — C is defined by

(a,0)y = Y anby = limg (S(An:N. anby)) -

n=0
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The scalar product is computable, as it is a composition of computable maps. The ¢2-norm |||

and the (2-metric do are defined by
lall2 = 4/{a,a)y ,

da(a,b) = |la —b||2 .

These operations are computable because the scalar product is computable. The space ¢2 is a
complete separable metric space. It is separable because it contains a countable dense subspace
Q C %, where Q = Listg is the space of finite sequence of rational numbers, and the inclusion
iQ: Q@ — 2 is defined by

iglag, ... ax—1] = An:N. (if kK < n then aj else 0) .

Let us compute a representation of 2. For this purpose, we first unravel the defining predicate
S(M:N.|a,|?) € Cauchy(R). It is equivalent to

VEeN.IneN.YmeN. (10" a2 < 27F) .

=n

By Number Choice, this is equivalent to

IeNT VhmeN. (LI jaf? < 27F) |

Thus, ¢? is isomorphic to the quotient
{(a,t} e C¥ x N | Vk,meN. (ngg,jm la;|? < 2*k)}/w 7

where (a,t) ~ (b,u) if, and only if, @ = b. The map t gives us the rate of convergence of
S(An:N. |a,|?)—if we want to compute > o, |a,|? with accuracy 27%, it suffices to sum the first
t k terms.

5.7 Hyperspaces

Computability of points in a space is not the only kind of computability we are interested in.
Often we are concerned with computability of subspaces of a space. An example of this is the
space O(A) = ¥4 of open subspaces of A. The logic of modest sets cannot handle general subspaces
of a space. In order to study completely arbitrary subspaces, we would have to add a powerset
operator to the logic, which would turn it into a logic of realizability toposes. However, we avoid
doing that, and investigate instead how much can be done with modest sets alone. Of course, this
means that we must restrict attention to special kinds of subspaces.

A hyperspace H over a space A is a space H together with a membership relation €5: A x H.
We think of the points of H as representing subspaces of A. If forx € Aand h € H we have x €y h
then we say that = belongs to h. Every h € H determines a subspace |h| = {x €A ‘ T EH h}.
Thus, a hyperspace can be viewed as a dependent type {|h! ‘ he H }, where each space in the
family is a subspace of A.



5.7 Hyperspaces 213

5.7.1 The Hyperspace of Open Subspaces

For any space A the space O(A) = Y4 is the hyperspace of intrinsically open subspaces of A. The
membership relation is simply the evaluation map, i.e., for x € A, U € O(A), = €o(a) U if, and
only if, Ux = T.

Suppose (X, B) is a countably based space. By Proposition 5.4.4 a subspace S C X is open
with respect to B if, and only if, there exists C' € O(N), called a countable union predicate, such
that

VeeX.(xeS—3InelC.(xeBy,)) .

There is a preorder C on O(N) defined by
ccD« |JB.C|JBn.
neC neD

The relation ~ defined by C ~ D «—— C T D A D C C is an equivalence relation on O(N). The
hyperspace of open subspaces O(X, B) is the space

O(Xa B) = (ZN)/N )
with the membership relation

x EO(X,B) [C]N —— T € U B, .
neC

The countable union operator |J: O(X, B)N — O(X, B) is defined as follows. Suppose U: N —
O(X, B). Because N is projective there exists C: N — I such that Un = [Cn] for all n € N. Let

UnEN Un = [\/nEN Cn] :

Because \/ is computable, it follows that | J is computable as well.
By Definition 5.4.2 the intersection of two basic open subspaces B,, N B, is open. More
precisely,

Vm,neN.3CeXN.VeeX . (r € ByAz € B, — 3IkeC.z € By) .

By Number Choice there exists a map C: N x N — ¥V such that, for all m,n € N, z € X,
x € By, Nx € By, if, and only if, 3k € C(m,n).x € Bg. Now we can define binary intersection
Ond: O(X,B) x O(X,B) — O(X, B) by

[CIN D] = [Vinee Vnep Clmsn)] -

5.7.2 The Hyperspace of Formal Balls

Edalat and Heckmann [EH98] introduced the domain of formal balls to study computability on
metric spaces, and Edalat and Siinderhauf [ES99a] applied to formal-ball model to computability
in Banach spaces. The space of formal-balls is easily defined in the logic of modest sets.

Let M be a metric space and let R, = {ac eR ‘ x> 0} be the space of non-negative reals. The
hyperspace of formal balls over M is the space FB(M) = M x R4 with the membership relation

z €rg(ar) (Y, 1) —— du(w,y) <7
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We see that the point (y,r) € FB(M) represents the closed ball B(y,r). The formal order on FB(M)
is the relation C defined by

(x,r) C (y,s) —— dp(z,y) <r—s.

The order is “formal” because in general (x,r) C (y, s) implies B(z,7) C B(y, s), but not vice versa.
The metric space M can be embedded in FB(M) via the embedding e: M — FB(M) defined by
ex = (x,0). The image of e is exactly the subspace of maximal elements of FB(A/).

5.7.3 Complete Located Subspaces

Let (M,d) be a metric space and S C M a subspace. Classically, we define the distance map
d(d,8): M — R for S by

d(z,S) =inf {d(z,y) |y € S} . (5.12)
Classically the distance map for a set is well defined as long as the set is non-empty. In a constructive
setting we need to be careful about the interpretation of the infimum in (5.12) because not every
inhabited subspace of reals that is bounded below has an infimum. In addition, we want to avoid
talking about powersets since the logic of modest sets does not have a powerset operator.

We say that a € R is the infimum of A C R, and write a = inf A, when a < x for every = € A,
and for every € € R there exists € A such that £ < a+ ¢. Note that we did not define an infimum
operator that maps subspaces to their infima, even though the notation a = inf A suggests so.

Let (M,d) be a metric space and S C M a subspace. We say that S is located when it has a
distance map, which is a map d(0,S): M — R such that, for all z € M,

d(z,S)=inf {t eR ‘ JyeS.t=d(z,y)} .
Suppose S C M is located. Then its metric closure
S={zxeM|VkeN.3yeS . d(z,y) <1/k}

is located as well and it has the same distance map as S. The metric closure of a located subspace
can be recovered from its distance map because

S={zeM|d=75) =0} .

This suggests that we can define the space of metrically closed located spaces to be the space of all
distance maps.

Definition 5.7.1 Let (M, d) be a metric space. We say that f: M — R is a distance map when
its zero-space Z(f) = {x € M | fo =0} is located and f is the distance map for Z(f).

Formally, f: M — R is a distance map when
VeeM VYyeM.(fy=0= fx <d(z,y)) (5.13)

and
VeeM.VkeN.JyeM. (fy:()/\d(:c,y) < (f:c)+2_k) . (5.14)

If f,g: M — R are distance maps, it is obvious that f = g if, and only if, Z(f) = Z(g), because a
distance map and its zero-space uniquely determine each other.
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Proposition 5.7.2 (a) A distance map is uniformly continuous. (b) The zero-space of a distance
map is complete.

Proof. (a) Suppose S C M is a located space. For all z,y € M, d(z,S) < d(z,y) + d(y,S),
therefore d([J,.S) is uniformly continuous. (b) If S is located and (a,)nen is a convergent sequence
in S then d(lim,, . an, S) = lim, .~ d(an, S) = 0, because d(0J, S) is continuous. ]

Definition 5.7.3 The hyperspace Loc(M) of complete located subspaces over an inhabited metric
space M is the space

Loc(M) = {f e RM ‘ f is a distance map}
with the membership relation defined by = € ocar) f <— fz =0.

There is an embedding e: M — Loc(M ), defined by ex = Ay: M .d(x,y). To see that e is an
embedding, suppose f € Loc(M) and there ——-exists x € M such that f = \y: M .d(z,y). Because
M is inhabited, by (5.14) there exists z € M such that fz = 0. But then 0 = fz = d(z, 2), from
which we conclude ——(z = z), therefore x = z.

Let us compute a representation for Loc(M). For this purpose we need to know what the
realizers for (5.14) are. We need not worry about (5.13) because it is a stable statement. By
Intensional Choice, (5.14) is equivalent to

Fte M™M*N vaerM . VEkeN.d([a],ta) < (fla]) +27% .
Therefore, a representation for Loc(M) is the space

{{(f.t)y e RM x M™N | (Vvae M .Vye M. (fy=0= fz <du(z,y))) A
VreM.VkeN.d(v,tz) < (fr) +27%}/~,

where (f,t) ~ (g,u) if, and only if, f = g.

5.7.4 The Upper Space

Next we consider the hyperspace of complete totally bounded subspaces of a metric space, known
as the upper space.

Proposition 5.7.4 An inhabited complete totally bounded subspace of a metric space is located.

Proof. Suppose S C M is an inhabited totally bounded subspace of a metric space M. Let
a: N — M and #: N — N be as in Proposition 5.6.21. It is not hard to see that the distance map
d(d, S) can be defined by

d(z,S) = lim (min (d(z,a;) | 0 <i < Sk)) .

k—o0
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The upper space Upper(M) of an inhabited metric space M is the hyperspace that corresponds
to the inhabited complete totally bounded subspaces of M. By Proposition 5.7.4, we can define it
as a subspace of Loc(M),

Upper(M) = {f € Loc(M) | Z(f) is totally bounded} .

Recall that Z(f) is the zero-space of f, Z(f) = {x eM ‘ fr= 0}.

The embedding e: M — Loc(M) restricts to an embedding e: M — Upper(M) because a
singleton is a complete totally bounded subspace.

It is known that the complete totally bounded metric subspaces are exactly the uniformly
continuous quotients of Cantor space 2%, see [TvD88b, VII.4.4]. We can use this fact to prove that
the inhabited, complete, totally bounded subspaces of a complete metric space M are precisely the
uniformly continuous subquotients of M.

Theorem 5.7.5 A subspace S C M of a complete metric space M is inhabited, complete, and
totally bounded if, and only if, there exists a uniformly continuous map f € Cu(2Y, M) such that

S:{xeM‘3a€2N.fa:x}.

Proof. For a proof see [TvD88b, VII.4]. [

It follows that the upper space of an inhabited complete metric space M is a quotient
Upper(M) = Cu (2N, M)/~ , (5.15)
where ~ is defined as follows. Define a relation C on C, (2", M) by
fgg<—>Va€2N.Elﬁe2N.fa:gﬁ,
and let ~ be the equivalence relation
frrg— fEgAgE[.

Suppose f: 2N — M is a uniformly continuous map. For every k € N there exists m € N such
that, for all o, 3 € 2V, d(a, 8) < 27™ implies d(fo, f3) < 27*. The finite collection of all binary
sequences a € 2N such that aj = 0 for all j > m forms a 2™ net in 2. Therefore, when this
collection is mapped to M by f, it forms a 2 *-net for [f].. We denote this 2 ¥-net by net(f, k).

Suppose M is a complete separable metric space and B,, = B(an, ), n € N is the standard
countable basis for M. There is a semidecidable predicate C: Upper(M) x O(M, B) — X such that
(S CU) =T if, and only if, |S| C |U. Here |S| C |U| means that for all z € X, x € S implies
x € U. For suppose S = [f] € Upper(M) and U = [C] € O(M, B). Then |S| C |U| if, and only if,
there exists k € N such that, for all a € net(f, k), there exists j € N such that d(b;,a;) < rj. This
is obviously a semidecidable predicate.

Remark 5.7.6 Suppose we wanted to implement a data structure for the upper space of a com-
plete, inhabited metric space M. What does representation (5.15) suggest? We would be mistaken
to think that an appropriate representation of a complete totally bounded subspace of M is a
uniformly continuous map f: 2N — M. Such a mistake happens when we interpret the meaning
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of C,(2N, M) C M 28 classically rather than intuitionistically. We must also include a witness for
the uniform continuity of f. Therefore, a representation of a complete totally bounded subspace
of M is a pair (f: 2 — M, m: N — N), where m is the modulus of uniform continuity for f. With
the modulus of continuity we can compute an e-net for im(f), in other words, we can approximate
the space represented by f arbitrarily well in the Hausdorff metric on Upper(M).

5.7.5 The Hyperspace of Solids

Edalat and Lieutier [EL99] considered a space of solids in domain-theoretic setting. In this section
we explore the hyperspace of solids in the logic of modest sets.

For an arbitrary space X we can develop a theory of partial solids by taking the hyperspace 2| X
of partial Boolean predicates with the membership predicate defined by z €, x § «— Sz = 1.
Then the basic operations of complement, union, and intersection easily turn out to be computable
because the correspond to Boolean operations on 2. However, that is about all we can do in such
a general setting. Instead, let us consider the hyperspace of solids on a separable metric space.

Let M be a separable metric space and let B, = B(an,r,), n € N, be an enumeration of open
balls that form a countable basis for M. A partial solid in M is a pair (U, V) € O(M, B) of disjoint
metrically open subspaces of M. The domain of partial solids in M is the space

Solid(M) = {(U,V) € O(M,B) x O(M,B) |Vze X .~(zc UAz € V)} .

The complement, union, and intersection of solids can be easily defined in terms of union and
intersection on O(X, B) as

U, V) =(W,U),
U VYU U VY=(UuU, VAV,
UVYN U VY=UNU,VUV').

More interestingly, there is an inclusion predicate C: Upper(M) x Solid(M) — 2, such that, for
all S € Upper(M) and (U,V) € Solid(M), (S C (U,V)) = 1 if, and only if, |S| C |U], and
(S C(U,V)) =0 if, and only if, |S| C |V|. The inclusion predicate can be defined by

(SCU V) =h(SCU),(SCV)),

where h: {(:z:, Yy) EL XX ’ T ANy = J_} — 2 is the isomorphism from Proposition 5.3.35.

We compute a representation for Solid(R™). Let B = {B(an, Tn) ‘ n e N} be a countable basis
for R™ consisting of all open balls with rational radii centered at rational points. Suppose U,V C R"
are metrically open. Then U = [Clogn gy and V = [D]ggn, gy for some C,D € O(N). The
subspaces U and V are disjoint if, and only if, whenever n € C' and m € D then the open
balls B(ay,r,) and B(ap,,ry,) are disjoint, which is equivalent to d(an,am) > ry + . The pair
(C, D) € TN x ¥V determines a map fie,py: N — 2, defined by

fce.pn = h(Cn,Dn) .
Conversely, every map ¢g: N — 2| determines a pair (Cy, Dgy) € O(N) x O(N), defined by

Cyn=r(gn),  Dyn=s(gn),
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where 7, s: 2, — ¥ are the maps determined by r1=T,7r0=rL =1, and s0=T, s1 =sl = L.
More precisely, r is the the total map that corresponds to the partial map r: 2 — 1 defined on
{1} € 2 by r1 = %, and a similar construction works for s. We see now that every S € 2, N such
that

Vn,meN.(Sn=0ASm=1— d(an, am) > 1 +Tm)

determines a solid (Sp, S1) € Solid(R™), where
So = U{B(()an,rn) ‘ ne€NASn = O} , S| = U{B(()an,rn) ‘ ne€NASn = 1} .

Conversely, every solid is determined by some such S. Putting all this together, we obtain the
following representation for Solid(R"™):

Solid(R") = {SE 2, N } Vn,meN.(Sn=0ASm=1— d(ay,an) Zrn+rm)}/%,

where =~ is defined by
S~T +—— Syg=TgNS1 =T .

5.8 Two Applications of Banach’s Fixed Point Theorem

In this section we prove a computable version of Banach’s Fixed Point Theorem. Then we look
at two applications: the Newton-Raphson method for zero-finding, and Picard’s Theorem about
unique existence of local solutions of ordinary differential equations. We also recall briefly the basic
theory of integration and differentiation in a constructive setting from [BB85] and [TvD88a, VI.2].
The main difference between the classical and constructive theory of differential calculus is that
uniformly differentiable maps are used in the constructive version.

The proofs of the theorems are essentially the same as in the classical setting. The proofs of
Banach’s Fixed Point Theorem and Picard’s Theorem are the ones I learned in my undergraduate
course on ordinary differential equations.

5.8.1 Banach’s Fixed Point Theorem

A contraction between metric spaces (A4,d4) and (B,dp) is a map f: A — B for which there exists
a €R, 0 < a<1,called a contraction factor for f, such that

d(fz, fy) < a-da(z,y) . (x,y € A)

Proposition 5.8.1 A contraction is uniformly continuous.

Proof. Suppose f: A — B is a contraction with contraction factor a. For every € > 0,
da(z,y) < ¢/« implies dg(z,y) < a-da(z,y) < e. n
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Let Contr(A) be the space of all contractions on (A4, d):
Contr(A) = {f € A | 3a€(0,1).Va,ye A.d(fz, fy) < a-d(z,y)} .

Theorem 5.8.2 (Banach’s Fixed Point Theorem) Let (A,d) be an inhabited complete met-
ric space. Fvery contraction on A has a unique fixed point. There exists a fixed-point operator
fix: Contr(A) — A such that, for all f € Contr(A),

flfix f) =fixf.
If # A is inhabited then fix is computable.

Proof. Because A is non-empty there exists a point @ € A. In case #A is non-empty, we know
that there is a € #A. Let f € Contr(A) and let a be a contraction factor for f. Define a sequence
o =a, xn+1=f$n'

From the inequality
d($n+2a $n+1) = d(fanrla fl‘n) <a- d($n+1a l’n)
we obtain the estimate d(xn12,Zn+1) < a"d(fa,a), hence (z,) is a Cauchy sequence. Let z =

limy, 00 . Then x is a fixed point of f:

fr=f(lim z,)= lim fz, = lim z,41 =2
n—oo n—0o0 n—oo

We can exchange the limit and f because f is uniformly continuous. To see that x is the unique
fixed point of f, suppose fy =y for some y € A. Then

d(x,y) = d(fl',fy) <a d(!l),y) )

hence d(z,y) < 0. Since also d(z,y) > 0, d(z,y) = 0, therefore x = y. By Unique Choice, we
obtain the fixed-point operator fix: Contr(4) — A. It can be explicitly defined as

fix f =lim(An:N. f"a) .

where f" is the n-fold composition of f, defined by f° = 14, f**! = f o f*. Since we proved
that every contraction has a unique fixed point, fix does not depend on the choice of a. If there is
a € #A, then fix is computable. [

5.8.2 Differentiation and Integration

We briefly recall constructive theory of differentiation and integration. In a constructive setting
the uniformly differentiable maps are better behaved than the usual point-wise differentiable maps.
We encountered a similar situation in the theory of continuous maps where uniform continuity led
to a more satisfactory theory than point-wise continuity.

Definition 5.8.3 Let a < b. A map f: [a,b] — R is uniformly differentiable with derivative
f': Ja,b] — R when

Ve>0.36>0.Va,y€lab].(lz—y| <d — |(f'z) (. —y) — (fy— fo)|<e-|lz—y|) . (5.16)
Relation (5.16) is abbreviated as der(f, f').
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We define the space of differentiable maps CVa, b] to be
CWla,b] = { f e RO | 3¢ R der(f, f’)} .

It can be proved that whenever f € C(V[a,b] then both f and its derivative are uniformly continu-
ous [TvD88a, VI.2.2]. Thus, C(MV[a, b] is a subspace of Cy[a, b]. It is easy to show that the derivative
f’ is unique whenever it exists. Therefore by Unique Choice, we obtain the derivative operator

D: #(c<1>[a,b] N Cu[a,b]> .

We also write f/ for Df, f” for D2f, and f(™ for D™ f. We define the spaces of n-times uniformly
differentiable maps C™[a, b] inductively by

COa,b] = Cula, b] , CrHD g b = { fec™a,b) | IgeRH der[Df, g]} .
The space of uniformly smooth maps is defined by
C)a,b] = {f e RO |VneN. fe c<">[a,b]} .
The derivative operator D can be restricted to a map
D: "+ Va, b] — C™]a,b] D: C™a,b] — C>)[a, ] .
The derivative operator satisfies the usual properties, such as

D(a-f+pB-g)=a-Df+p-Dyg, (o, B €R)
D(f-g)=Df-g+f-Dg,
D(fog)= (Dfog) Dg ,
D(Az.z™) = Az. (nz"1) . (n e N)

A uniformly differentiable map can be expanded into a Taylor’s series.

Theorem 5.8.4 (Taylor’s Series) Let f € C"*D[a,b] and let the reminder R be defined by

n k) (g
_ka'( )-(b—a)k.

k=0

There ezists & € [a,b] such that

FrIE)

n!

R- =" (b—a)| <e.

Proof. See [TvD88a, Theorem 6.2.5] or [BB85]. The difference between this theorem and the
classical one is that in the classical setting the remainder R is equal to f*+D(£)-(b— &)™t /(n+1)!

for some £ € [a, b]. Also note that in the constructive version we have n! instead of (n+1)!, (§ —a)™
instead of (¢ —a)"*!, and there is an extra factor (b — a). ]
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The Riemann integral of a uniformly continuous map f is defined by the usual Riemann sums,

b N
f=lm » f(zr) (Tp41 — 1)
where 29 < --- < x, are suitable partitions of [a,b]. The value of the limit does not depend on

the partitions, see [TvD88a, Chapter 6, Section 2]. We obtain a computable uniformly continuous
operator

O
/ O # (Cula, ] — R)

|

that satisfies the usual identities, such as

/ab<a~f+ﬂ-g>—aLbf+ﬂ/abg, (0,4 € R)

/aber/bcf:/acf, (@a<b<c)

b b

/ (f - Dg) = (fB)(gb) — (fa)(ga) - / (Df - 9) . (f.9 € CDla, b))
‘ b " bn+1 _ an—l—l ‘
/a Az, " = il (n e N)

Theorem 5.8.5 (Fundamental Theorem of Calculus) Let f € Cy[a,b]. Then the map

Fx:/:f (x € [a,8])

is uniformly differentiable on [a,b] and F' = f. If G is any uniformly differentiable map such that
G' = f then F — G is a constant map.

Proof. See [BB85, Theorem 2.6.10]. =

5.8.3 The Newton-Raphson Method

Before proceeding with the derivation of the Newton-Raphson method we prove that a stricly
increasing continuous map that attains a negative and a positive value attains zero exactly once.
We find the unique zero with the trisection method. We cannot use the classical bisection method,
because it is not the case that every real number is either non-negative or non-positive.

Proposition 5.8.6 (Trisection Method) Let f: [a,b] — R be a strictly increasing continuous
map such that fa <0 and fb > 0. Then there exists exactly one ¢ € [a,b] such that fc = 0.
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Proof. There exists at most one zero of f because f is injective: if x # y then x < y or y < =,
therefore fz < fy or fy < fx, hence fx # fy.

We find ¢ with the trisection method. By Dependent Choice we can define sequences (z,)neN
and (yn)nen as follows. Let g = a and yo = b. To define x,, 11 and y,, 11 from z,, and y,, consider
t =2z, + ypn)/3 and s = (z, + 2yy)/3. Since t < s, ft < fs, therefore ft <0or 0 < fs. If ft <0
let z,41 =t and yp41 = yp, and if 0 < fs let 41 =z, and Y41 = s.

Since |z, — yn| < (2/3)™ - (b — a), it follows that (x,)neny and (yn)nen are Cauchy sequences
with the same limit ¢ = lim,, o0 £, = lim, o y». By construction fx, is an increasing sequence of
negative numbers, and fy, is a decreasing sequences of positive numbers. Because f is continuous
we get fc=lim,— o fr, <0 <lim,—o fyn = fc, therefore fec = 0. n

Figure 5.2: Newton-Raphson method

Let a < b, m >0, M >0 and f € C®a,b] such that fa < 0, fb > 0, f'z > m > 0, and
f"x >0 for all « € [a,b]. Since f” is uniformly continuous on [a,b] it has a supremum M on [a, b]
by Proposition 5.6.20. A picture of a typical such map is shown in Figure 5.2. The map f is strictly
increasing: if x < y then, by the Fundamental Theorem of Calculus,

fy—f:E:/:f’>/zym=m-(y—x)>0.

By Proposition 5.8.6 there exists exactly one ¢ € [a, b] such that fc = 0. Define the iterator map
N:[e,b] = R by
Nx =z — f_a: .
flx
Let us prove that there exists an interval [c,b1] C [¢,b] on which N is a contraction. Since f” is
uniformly continuous it has a supremum M by Proposition 5.6.20. For every x € [c, b] we have

|N/l’| _ ‘ (f('xf)/(xj;2x)

M
< —-|fx].
m
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Because fc = 0 and f is continuous, there exists by € (c,b] such that, for every x € [e, b1],
|fz| < m?/(2M). Then for all x € [c, by],

M m? 1
Nzgl<—=.— =2,
Nl < 05 00 = 3
By the Fundamental Theorem of Calculus, for all z,y € [¢, b1],
max(z,y)
Ny = Na| = [N(max(z,y)) - Nmin(e,)| = | [~
min(z,y)
max(z,y) max(z,y) 1
< [N [T~ max(ay) - winGe)/2 = |y - al/2
min(z,y) min(z,y) 2

Therefore, N is a contraction on [¢, b1]. Let us show that if ¢ < z < b; then ¢ < Nx < by. Obviously,
Nz =2z — (fx)/(f'z) < x < by. The inequality ¢ < Nz is equivalent to fz < (z —¢) - f’'z, and
since fc = 0, this is the same as

fr<fe+(x—c) flo.

Because f” is non-negative, f’ is increasing, hence:
X X
fo=fer [ f<fer [ fomferta-o) s,
C C

as required. Define the sequence (zy)nen by o = b1 and x,41 = Nuz,. This is well defined
because N: [c,b1] — [c,b1]. By Banach’s Fixed Point Theorem 5.8.2, N has exactly one fixed
point and (z,),en converges to it with a geometric rate. The unique fixed point of N is ¢ because

Ne=c—(fo)/(fe) = c.

5.8.4 Picard’s Theorem for Ordinary Differential Equations

Let H: [a,b] xR — R be a uniformly continuous map that is Lipshitz in the second argument, which
means that there exists A € R such that, for all € [a,b], y,z € R, |[H(z,y) — H(z,2)| < X |z —y].
Consider the ordinary differential equation

f/$:H($,f$), f$0=y0~ (fec(l))

Here zg € (a,b) and yy € R. By the Fundamental Theorem of Calculus, the differential equation is
equivalent to the integral equation

fo=w+ [ Hfo)dt. (f ec)
Zo
Define an operator ®: CV[a,b] — CV[a,b] by
d)g:yo—i-/ H(t,gt)dt .
o

The integral equation can be written as a fixed point equation

f=0af.
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Let us show that on a sufficiently small interval (a1, b;) around z, ® is a contraction:

|®g — ®h| =

/x “CH (L gt) — H(t,ht) dt‘ <

0

/>\-|ht—gt|dt‘Slx—ﬂé‘ol')\'Hh—gHoo-
)

For € < min(1/\, b—xg, xg—a) the operator ® is a contraction on the metric space C™M[zg—¢, zo+€].
By Banach’s Fixed Point Theorem there exists a unique fixed point f = fix® e ¢V [xo — €, 20 + €.
Let us summarize what we have proved.

Theorem 5.8.7 (Picard’s Theorem) Let H: [a,b] — R be a uniformly continuous map that is
Lipschitz in the second argument, with a Lipschitz constant \. Let x € (a,b) and yo € R. The
ordinary differential equation

f/.’E:H(IE,f.f), fx(]:yo

has a unique solution in the interval [xo — €,z + €] for every e < min(1/X, b — xg, 29 — a).
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Categories

wALat
AdmSeq
CDOmeﬂr
0Dim
wDom
Dome

DPER(wDom)

EPQo

Equ

Eque

OEqu

Lim
Mod(A)
Mod(A, Ay)
Mod(PP)
Mod (PP, ;)
PEqu

PER
PER(A, Ay)
PER(A)
PER(P)
PER(P, Py)
PQo
RT(A)
RT(A, Ay)
Seq

Top

Topy

wTop
wTopy

countably based algebraic lattices and continuous domains, 118
Th-spaces with admissible representations, 145

effectively presented continuous domains, 117
0-dimensional countably based Ty-spaces and continuous maps
Scott domains and continuous maps, 118

effective domains and computable maps, 27

dense PERs on Scott domains, 120

w-projecting equilogical spaces and equivariant maps, 144
equilogical spaces and equivariant maps, 106

effective equilogical spaces, 115

0-equilogical spaces and equivariant maps, 138

limit spaces and limit preserving maps, 141

modest sets and realized functions over A, 35

modest sets over A and realized functions over Ay, 35
modest sets over P, equivalent to Equ, 106

modest sets over (IP,[P4), equivalent to Equeg, 115

PERs on countably based aglebraic lattices, 106

partial equivalence relation

PERs on (A, Ay), 36

PERs on A, 36

PERs on P, equivalent to Equ, 106

PERs on (P,Py), equivalent to Equgg, 115

quotients of w-projecting equilogical spaces, 144
realizability topos over A

relative realizability topos over (A, Ay)

sequential spaces and continuous maps, 140

topological spaces and continuous maps

topological Typ-spaces and continuous maps

countably based spaces and continuous maps

countably based Tp-spaces and continuous maps
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Topest effective topological spaces and computable continuous maps,
111

Combinatory Algebras

AETF G partial combinatory algebra (PCA), 21

Ay, Ey, Fy, Gy a designated subPCA, 21

B Baire space, second Kleene algebra, 30

By total recursive functions, the effective second Kleene algebra, 32
false Boolean value false in a PCA, 22

fst first projection combinator, 22

I combinator I, 21

ifbuv conditional statement in a PCA, 22

iszero ‘comparison with 0’ combinator, 22

K basic combinator K, 21

N natural numbers, 76, first Kleene algebra, 23

P graph model, 24

Py r.e. graph model, 26

PP enumeration operators, continuous maps on P, 24
pairu v pairing combinator, 22

PCA partial combinatory algebra, 21

pred predecessor combinator, 22

RE r.e. sets, equal to Py, 26

S basic combinator S, 21

snd second projection combinator, 22

succ successor combinator, 22

TM(S) PCA over a first-order structure 8, 34

true Boolean value true in a PCA, 22

U universal domain, 27

Uy computable part of the universal domain, 28

\% partial universal domain, 29

Vi computable part of the partial universal domain, 29
W combinator W, 22

Y fixed-point combinator Y, 22

Z fixed-point combinator Z, 22

UV, Uv u applied to v, in a PCA, 21

u | expression u is defined

U= Kleene equivalence, 21

Nex.u A*-notation in a PCA, 21

{m}n Kleene application, the m-th partial function applied to n, 23
alp continuous application in B, 30

n Curry numeral in a PCA, 22
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o7

JEy) — (F,Fy)

PCA

n

(
E—TF
0

Logic

ACy
ACu B

false
true

WCP

OV Y

ONY
=1

¢ —

¢ =
¢
r=y

TF#yY
VeeA.p(x)
JxeA.o(z)
HNxeA. ¢(x)
thex € A. ¢(x)

partial continuous map B — B encoded by «, 31
applicative morphism, 52

applicative morphism, 51

functor induced by discrete applicative morphism p, 52

Choice Principle for A, 86
Choice Principle between A and B, 86

falsehood, 62
truth, 62

Weak Continuity Principle, 166

¢ or v
¢ and
¢ implies 1)

¢ implies ¢ (in logic of modest sets)
¢ and v are logically equivalent
¢ and 1) are logically equivalent (in logic of modest sets)

z is equal to y

x is not equal to y, 62

¢(x) forallz € A

there exists © € A such that ¢(x)

there exists a unique x € A such that ¢(x), 63
description operator, the unique = € A such that ¢(x), 63

complex numbers, 211

space of Cauchy rational sequences, 188

space of continuous real maps on X

space of continuous maps from X to Y, 180

space of pointwise continuous maps from X to Y, 180
space of uniformly continuous maps from X to Y, 208
space of k-times continuously differentiable real maps on M
space of Cauchy sequences on A, 208

space of contractions on M, 219

space of convergent sequences in an Archimedean field F', 196
finitely branching fans, 79

hyperspace of formal balls, 213

Hilbert space, 211

finite sequences on A, 77

hyperspace of complete located subspace, 215
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Solid(M)
Stream(A)
Tree
Upper(M)

Maps
dom(f)

ed 4
fix f
fstp
Hom(X,Y)

coinductive space, 77

natural numbers, 76, first Kleene algebra, 23
generic convergent sequence, 158

intrinsic topology of space X, equal to XX, 163
hyperspace of open subspaces, 213

powerset of S

space of paths of a fan F', 79

rational numbers, 188

Cauchy real numbers, 189

canonical cover of A, the space of realizers of A, 99
space of realizers of formula ¢, 99

hyperspace of solids, 217

streams on A, 79

inductive type of binary trees, 47

upper space, 216

inductive space, 76

integers, 187

zero-space of a map f, 214

dominance, 161, standard dominance, 167
dependent type in a category of modest sets, 41
dependent type B(z), parametrized by = € A, 74
dependent sum, 41, 74

dependent product, 42, 75

subspace of A of those points z for which ¢(x), 68
initial object, 38, empty space, 67

terminal object, 38, unit space, 68

1+1,68

finite discrete space on n points, 68

lifting of A, 172

computable part of A, 80

product space of A and B, 65

disjoint sum of A and B, 66

set difference, space difference

function space of A and B, 64

function space of A and B, 64

domain of f, 21

characteristic map of equality on a decidable space A, 85
unique fixed-point of f, fixed-point combinator, 219

first component of an ordered pair p, 38, 65

set of homomorphisms between X and Y
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[inlz — t(z),inry — t(y)]
if b then x else y

(f:9)
Ixg
[f, 9]
f+g

Miscellaneous Symbols

r.e.

canonical inclusion of a subspace, 68

image of f, 73

infimum of f, 209

left canonical inclusion of x into a coproduct, 38, 66

right canonical inclusion of x into a coproduct, 38, 66
structure map of a coinductive space

unique y € {y €A | (Z)(y)} such that izy = x, 69

structure map of the generic convergent sequence N*, 158
canonical quotient map q,: A — A/p, 71

equivalence class of x, equal to q,x, 71

first component of an ordered pair p, 38, 65

inverse of the structure map of the generic convergent se-
quence N*, 158

step function with step y at x, 113

range of f

structure map of an inductive space Wy, 76

a map f from A to B, a morphism f from A to B

partial map from S to T

restriction of f to S C dom(f)

inverse image, 74

inverse image of U under f

direct image

direct image of U under f

embedding of A into B

monomorphism from A to B

epimorphism from A to B

identity map on A

unique map from A to 1, 68

unique map from 0 to A, 67

A-abstraction (in logic of modest sets), 64

A-abstraction

transpose f: A—CBof f: Ax B— C, 66

smallest n for which fn =1, 156

definition of a map on a coproduct, definition by cases, 67
definition by cases, where b is a decidable predicate

pairing (f,g): C — A x B of maps f: C — A, g: C — B, 65
product f x g: AxC —-BxDof f: A— B, g: C— D, 65
copairing [f,g]: A+ B — C of maps f: A— C, g: B— ¢, 67
sum f+g: A+C —- B+ Dofmaps f: A— B, g: C — D, 67

recursively enumerable
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r:A
reA
A=B
ACB
AC. B
AUB
ANB
Uiel A
ﬂiel A
rVy
TAY
\/:J:EA t(l’)
/\zEA t(l‘)
Ox(a)
O(a)

B(z,r)
B(z,7)
Tz
lz

Ly

T =AY
T=aY
Eax
TSy
F=d
X(P)
[¢]

[A]

[t]
Mod(A, Ay) = ¢
#a(z)
Pk

alFg x
[a]/

(m,n)

placeholder, e.g., (,0) indicates the syntax of pairing
variable or point x has type A, 62

variable or point = belongs to A, 62

A is isomorphic to B, 65

A is a subspace of B, 69

A is a subspace of B via map e: A — B, 69
union of A and B, 164

intersection of A and B, 163

union of the family (A;)ies.

intersection of the family (A;)er.

least upper bound of x and y

greatest lower bound of = and y

least upper bound, 164

greatest lower bound

open neighborhoods of a € X

open enighborhoods of a

topological closure of U

open ball with radius r and centered at x, 205
closed ball with radius r and centered at x, 205
upper set of x (the set of elements above x), 27, 24
lower set of x (the set of elements below x)
bottom, the smallest element, 172

top, the largest element

x is way below y

x is equivalent to y, w.r.t. PER ~4

x is equivalent to y, w.r.t. equivalence relation =4
realizers of x € A, existence predicate on A, 35
apartness relation, x and y are apart, 192

natural transformation from F to G

set of compact elements of a poset P, 27
realizability interpretation of formula ¢, 89
realizability interpretation of space A, 89
realizability interpretation of term ¢, 89

semantic validity, ¢ is valid in Mod(A, Ay), 90

x is a computable ponit of A, 80

k-th partial recursive function, 23

k-th r.e. set, 180

realizability relation on S, a realizes z, 35

point of A that is realized by a € rA, 99

encoding of pairs of natural numbers m and n, 24
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(x,y) ordered pair of sets x,y € P, encoded as an element of P, 24
finsetn n-th finite set of natural numbers, 24

[T1,..., 2] finite list, finite sequence, of elements z1,.. .,z

[] empty sequence, 77

a::s concatenation of a to sequence s, 30, 77

a:B set of sequences that have prefix a, a basic open subset of B, 30
seq [n1, ..., Nk finite sequence of numbers encoded by a number, 30

* unique point of the unit space, 68

0 first point of the generic convergent sequence NT, 158

o0 point at infinity in NT, 158

(Tn)neN infinite sequence xg, 1, ..., 139

(Tn)neN — Too infinite sequence (z,,)nen converges t0 Too, 139

[an]nen real number represented by Cauchy sequence (an)nen, 189
[z, y] closed interval with end-points x and y

(z,9) open interval with end-points z and y

<y x is strictly smaller than y, 193

<y x is smaller than or equal to y, 193

>y x is strictly greater than y, 193

T>y x is greater than or equal to y, 193
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0-dimensional space, 30, 30, 138
0-equilogical space, 138

adjunction
applicative, 53
between N and Py, 55
between (P, P4) and (B, By), 55
between (P, P;) and (U, Uy), 56
induced by applicative adjunction, 54
between Mod(P) and Mod(U), 135
between Mod (PP, IP4) and Mod(B, By), 137
admissible representation, 141, 142
algebra
combinatory, see combinatory algebra
first Kleene N, 23
for a polynomial functor, 46
initial, 46
partial topological, 35
second Kleene B, 30
algebraic poset, 27
apartness relation, 62, 179, 192
in Archimedean field, 200
on real numbers, 197
vs. inequality, 192, 197
application, 64
continuous [ | OJ, 30
Kleene {J} OJ, 23
partial in PCA, 21
applicative
adjunction, see adjunction, applicative
equivalence, see equivalence, applicative
inclusion, 53
between (P, P4) and (U, Uy), 56
morphism, 51, 52
adjoint pair of, 53
composition of, 52
decidable, 52

discrete, 52
functor induced by, 52
projective, 52
realizer for, 51
retraction, 53
between (P,Py) and (B, By), 55
Archimedean field, see field, Archimedean
axiom
Markov’s Principle, 85
Number Choice, 87
of coinductive spaces, 77
of computability, 80
of dependent products, 75
of dependent sums, 74
of disjoint sums, 66
of dominance, 161-166
of empty space, 67
of function spaces, 64
of inductive spaces, 76
of products, 65
of projective spaces, 86
of quotient spaces, 71
of stability, 62
of subspaces, 68
of unit space, 68

Baire space, 30
Embedding Theorem for, 30
Extension Theorem for, 31
topological properties of, 30
ball
closed, 205
formal, 213
open, 205
Banach’s Fixed Point Theorem, 219
basic neighborhood filter, 176
basis
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generated by metric, 206
generated by subbasis, 178
point-free, 176
pointwise, 176
B-rule, 64
bijection, 72
vs. isomorphism, 72
binary tree, 47
Boolean domain, 119
Booleans, partial, 175
bottom, 161
of a space, 172, 174
bounded complete poset, 27
bounded set, 27

CA, see combinatory algebra, total
canonical
cover, 99
inclusion, 39, 66
projection, 65
quotient map, 71
canonically separated modest set, 43
Cantor space, 27, 136, 160
metric for, 211
cartesian closed, locally, 40
category
of 0-equilogical spaces, 138
of applicative morphisms, 52
of dense partial equiv. rel., 120
of effective equilogical spaces, 115
of effective topological spaces, 112
of effectively presented domains, 117
as subcategory of Topgg, 117
of equilogical spaces, 106
has countable (co)limits, 107
is lecc, 108
of modest sets, 35
regular structure of, 42
of partial equivalence relations, 36
on Scott domains, 119
of representations, 37
of sequential spaces, 140
is ccc, 141

of Ty-spaces with admissible repr., 145

is sub-ccc of Mod(B), 145

of Ty-spaces with w-projecting maps, 144

is sub-ccc of Equ, 144
Cauchy

complete field, see field, Cauchy complete

convergence test, 188
reals, see real numbers
sequence, 188, 195, 208
rapidly converging, 189
Cauchy-Schwarz inequality, 204
cce, see cartesian closed
characteristic zero, 193
choice
and projective spaces, 86
Dependent Choice, 101
function, 42
Intensional Choice Principle, 101
map, 86
Number Choice, 87
principle, 86
Unique Choice, 64
closed
ball, 205
subspace, 161
co-semidecidable subspace, 161
coalgebra
final, 49
for a polynomial functor, 49
codense set, 119
coding function
for finite sets finset, 24
for sequences seq, 30
pairing (,0) in N, 24
pairing ((J,00) in P, 24
codomain, 64
coequalizer, 38
coincidence relation, 189, 190
coinduction principle, 78
for streams, 79
coinductive
space, 77
interpretation of, 96
type, 49
existence of, 50
combinator, 21
Booleans, 22
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Curry numeral, 22 predicate, 80
false, 22 interpretation of, 97
fst, 22 computable
I, 21 continuous map, 111, 117
if, 22 enumeration operator, 26
iszero, 22 field, see field, computable
K, 21 isomorphism, 82
pair, (O,0), 22 metric space, 203
predecessor (pred), 22 part, 51, 80, 83
S, 21 interpretation of, 97
snd, 22 of disjoint sum, 83
successor (succ), 22 of product, 83
true, 22 of singleton space, 83
Y, 22 of U, 28
Z, 22 of V, 29
combinatory algebra, 21 point, in eff. topol. space, 112
partial, 21 space, 84
effective second Kleene By, 32 connected metric space, 210
first Kleene N, 23 consistent
over a first-order structure, 34 parameterization, 125
second Kleene B, 30 set, 27
universal domain V, 29 continuous
total, 21 application O | O, 30
continuous graph model P, 24 effectively, 181
r.e. graph model Py, 26 function, 23
universal domain U, 27 graph model, see graph model, continuous
comonad, 51, 116 lattice, 58
compact element of a poset, 27 map, 201
complement of a subspace, 162 map, point-free, 176
complete map, pointwise, 176
located subspaces, 215 map, space of, 180
metric space, 208 reflexive lattice, 58
poset, 23 Continuous Choice Principle, 132
composition contraction, 218
of applicative morphisms, 52 factor, 218
of maps, 64 convergence, 179
computability in a field, 195
and dominance, 166 in a metric space, 208
and A-abstraction, 82 convergent sequence, 179, 208
and Unique Choice, 81 coproduct, 38
at higher types, 82 corecursion, definition by, 49, 77
of inverse maps, 82 countable
of maps, 82 functionals, see Kleene-Kreisel countable
of natural numbers, 84 functionals

operator, 51 set, 156
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characterization of, 157
space, 156
in Equ, 157
in Equg, 158
in Mod(N), 157
subspace of N, 174
union map, 176
union predicate, 177
countably based
poset, 27
space, point-free, 176
space, pointwise, 176
cover
canonical, 99
of a modest set, 43
CPO, see complete poset
Curry numeral, 22
as natural number, 96
Currying, 66
large, 126

decidable
applicative morphism, 52
predicate, 63, 84
characterization of, 84
2 as a classifier of, 84
space, 85
characterization of, 85
decider, 52
defining predicate, 69
definition
by cases, 67
by corecursion, 49, 77
by recursion, 46, 76
dense
partial equivalence relation, 119
subset, 118
subspace of a metric space, 206
dependent
Dependent Choice, 101
graph, 75
pair, 74
product, 42, 75
as generalization of exponentials, 42
for totality, 125

sum, 41
as generalization of coproducts, 41
as generalization of products, 41
for totality, 125
totality, 125
type, 40, 74
and domains with totality, 122
as uniform family, 41n
interpretation of, 89, 96
description operator, 63
and computability, 81
interpretation of, 91
directed
complete poset, 27
set, 23, 27
discontinuous map, 202
and Weak Continuity Principle, 203
existence of, 203
discrete
applicative morphism, 52
metric, 205
disjoint sum, 66
interpretation of, 94
distance map, 214, 214
domain, 27, 64
effective, 27
effectively presented, 117
of Booleans, 119
representation, 133
Scott, 27, 118
universal, 27
dominance, 161
axioms for, 161-166
existence of, 166
standard, 167
as quotient of NN, 174
as quotient of NT, 171
in Equeg, 170
in Mod(N), 170

e-net, 208

effective
domain, 27
Effective Embedding Theorem, 113
Effective Extension Theorem, 113
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equilogical space, 115, see equilogical space,
effective
strong base, 180
topological space, 111
effectively
continuous map, 181
presented domain, 117
embedding, 27, 70
characterization of, 70, 74
interpreted as regular mono, 94
Yoneda, of modest sets in sheaf topos, 150
Embedding Theorem, 25
for B, 30
embedding-projection pair, 27
empty space, 67
interpretation of, 94
enumeration, 156
enumeration operator, 24
computable, 26
graph of, 24
environment, 23, 28
epi, 38
regular, 39
equality, 62
interpretation of, 90
equalizer, 38
equilogical space, 106
0-equilogical, 138
effective, 115
equivalent definitions, 115
equivalent definitions, 106, 120
internal in Mod(N), 187
w-projecting, 144
equivalence
applicative
of (P,P4) and (V,Vy), 57
of reflexive continuous lattices, 58
applicative, of PCAs, 52
class, 71
of OEqu and Mod(B), 138
of modest sets and part. equiv. rel., 37
of modest sets and representations, 37
of PER(Domeg) and Mod(U, Uy), 134
of PQy and AdmSeq, 145

of realizability and subobject interpreta-
tion, 90
of toposes of sheaves, 148
relation, 70
equivariant map, 106
n-rule, 64
Euclidean metric, 204
evaluation morphism, 40
example
binary trees, as inductive type, 47
countable space in Equ, 157
countable space in Equgg, 158
countable space in Mod(N), 157
countably based spaces in Mod(N), 186
Fuclidean metric, 204
fans, as coinductive type, 79
generic convergent sequence in Equgg, 160
generic convergent sequence in Mod(N),
160
lists, as inductive space, 77
lists, as inductive type, 46
natural numbers, as inductive space, 76
PCA violating WCP, 167
standard dominance in Equgg, 170
standard dominance in Mod(N), 170
streams, as coinductive space, 79
streams, as coinductive type, 49
existence
of a dominance, 166
of discontinuous maps, 203
predicate, 35
unique, 63
interpretation of, 91
existential quantifier, 62
exponent, 191
exponential, 40
space, see function, space
Extension Theorem, 26
for B, 31
Extensionality Theorem, 64

factorization
canonical, of maps, 73
canonical, of morphisms, 45
through a quotient space, 71
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through a subspace, 69
fan, 79
field, 192
Archimedean, 193, 200
Cauchy complete, 195
computable, 193, 193
ordered, 193
final coalgebra, 49
finite
colimit, 38
element of a poset, 27
limit, 38
sequences, as inductive type, 77
first Kleene algebra, 23
over a first-order structure, 34
first-order logic, 62
first-order structure, 32
partial combinatory algebra over, 34
fixed-point operator fix, 219
forcing semantics, 151
formal
ball, 213
order, 214
formula
local, 152
negative, 92
realizability interpretation of, 90
validity of, 90
function
choice, 42
coding, see coding function
continuous, 23
domain of, 21
partial, 21, 33
partial continuous, 31
realized, 35, see realized function
recursive, 32
sequentially continuous, 139
space, 64
external vs. internal, 36
interpretation of, 93
support of, 21
tracked, 35, 35, 37
functor

between domains with totality and Equ,

127
between toposes of sheaves, 150
induced by applicative morphism, 52
lifting, 172
local map of toposes, 151
polynomial, 45

generic convergent sequence, 158
in Equeg, 160
in Mod(N), 160
graph, 63
dependent, 75
graph model
continuous P, 24
topological properties of, 25
r.e. graph model P4, 26
greatest lower bound, 209
Grothendieck
topology, see topology, Grothendieck

Hausdorff space, 179, 207
Hilbert space, 211
homeomorphism
point-free, 178
pointwise, 178
hyperspace, 212
of complete located subspaces, 215
of formal balls, 213
of intrinsically open subspaces, 213
of open subspaces, 213
of solids, 217
upper space, 216

I, 21
identity map, 64
image, 73
of a morphism, 45
inclusion
applicative, see applicative, inclusion
canonical, 39, 66
of a subspace, 69
of wTopy into Equ, 109
order, 164
semidecidable, 176
strong, see strong inclusion
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induction principle, 76
for natural numbers, 76
inductive
space, 76
interpretation of, 96
type, 46
existence of, 47
inequality
Cauchy-Schwarz, 204
Minkowski’s, 204
vs. apartness, 192, 197
infimum, 209, 214
infinite time Turing machine, 167
infinity, point at, 158
inhabited space, 62

initial
algebra, 46
object, 38

injective map, 69
integers, 187
Intensional Choice Principle, 101
intensional map, 101
Intermediate Value Theorem, 210
internal
equilogical spaces, 187
logic, 61
interpretation
of coinductive space, 96
of computability predicate, 97
of computable part, 97
of dependent type, 96
of description operator, 91
of disjoint sum, 94
of empty space, 94
of equality, 90
of V4 formula, 91
of formula, 90
of function space, 93
of inductive space, 96
of logic of modest sets, 89
of logical connectives, 90
of N as Curry numerals, 96
of negation, 91
of product, 93
of quotient space, 95

of stable predicate, 91
of subspace, 94
of unique existence, 91
realizability interpretation, 89
intersection, 163
intrinsic
order, 163
preorder, 165
To-space, 165
topology, 163, 177
intuitionistic
logic, 62

inverse image, as dependent type, 41, 74

inverse map, 65
computability of, 82
isomorphism, 65
characterization of, 72
computable, 82
vs. bijection, 72

K, 21

Kleene
application {(J} O, 23
effective second algebra By, 32
first algebra N, 23
second algebra B, 30

Kleene-Kreisel countable functionals

in Equ, 121
in Mod(B), 146

A-abstraction, 64
computability of, 82
dependent, 75

A-calculus, model of
continuous graph model P, 25
r.e. graph model Py, 27
reflexive poset, 23
universal domain U, 28

lece, see cartesian closed, locally

least upper bound, 209

lifting, 172

limit, 179, 208
of a sequence, 139, 195
operator lim, 196, 208
point, 158

list, 46, 77
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local formula, 152
locally uniformly continuous map, 207
located subspace, 214
logic
internal, 61
interpretation of, 89
intuitionistic first-order, 62
logical connectives, 62
lower bound, 209
greatest, 209

machine constant, 34
Main Thm. (for domains with totality), 126
mantissa, 191
map
bijective, 72
vs. isomorphism, 72
canonical factorization of, 73
canonical quotient, 71
computable continuous, 111, 117
constant, 65
continuous, locally uniformly, 207
continuous, point-free, 176
continuous, pointwise, 176, 207
continuous, uniformly, 207
contraction, 218
discontinuous, see discontinuous map
distance, 214, 214
embedding, see embedding
equivariant, 106
evaluation, 64
identity, 64
image of, 73
injective, 69
interpreted as mono, 94
intensional, 101
inverse, 65
isomorphism, 65
local map of toposes, 151
locally uniformly continuous, 207
w-projecting, 144
partial, see partial, map
projection, see projection
quotient, 40, see quotient, map
sequentially continuous, 139

structure, see see structure, map
surjective, 71
interpreted as epi, 95
transpose of, 40, 66
uniformly continuous, 207
Markov’s Principle, 85
and Continuous Choice Principle, 132
equivalent forms, 85
for semidecidable predicates, 170
validity of, 98
maximal r.e. set, 182
meet, 163
membership relation, 212
metric, 203
discrete, 205
space, 203
complete, 208
computable, 203
connected, 210
separable, 206
totally bounded, 208
standard, on Cantor space, 211
subspace, 205
uniform, 209
minimization operator u, 156
Minimization Principle, 156
Minkowski’s inequality, 204
modest set, 35, 35
as data structure, 36
as partial equivalence relation, 36
as representation, 37
canonically separated, 43
categorical properties of, 37
projective, 43
separated, 43
mono, 38
regular, 39
morphism
applicative, see applicative, morphism
canonical factorization of, 45
evaluation, 40, 42
reindexing, 41
transpose of, 40

natural numbers, 76
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as Curry numerals, 96
as decidable space, 85
computability of, 84
natural totality, 125
negative formula, 92
validity of, 92
net, 208
non-computable points, 81
Number Choice, 87
numbered set, 180
numbering, 180

object
initial, 38
terminal, 38
topological, 110
w-projecting
equilogical space, 144

map, 144
open
ball, 205

subspace, intrinsically, 161
subspace, point-free, 176
subspace, pointwise, 176
operator
computability, 51
description, see description operator
fixed-point fix, 219
limit lim, 196, 208
minimization p, 156
partial sum, 211
powerset, 212
realizability, 99
“sharp” #, 116
supremum sup, 209
order
formal, 214
inclusion, 164
intrinsic, 163
ordered field, 193
ordered pair, 65

pair
dependent, 74
ordered, 65
pairing

(0,0) in N, 24

(0,0) in P, 24
parameterization, 125

consistent, 125
partial

application, see application, partial in PCA

Booleans, 175

combinatory algebra, see combinatory al-

gebra, partial
continuous function, 31
continuous predicate, 119
equivalence relation, 36
dense, 119
function, 21
map, 172
solid, 217
sum, 211
topological algebra, 35
universal domain V, 29
partially ordered set, see poset
path in a fan, 79
PCA, see combinatory algebra, partial
PER, see relation, partial equivalence
Phoa’s Principle, 164, 166
and standard dominance, 167
and Weak Continuity Principle, 167
point, 62
at infinity, 158
computable, in eff. topol. space, 112
limit, 158
point-free
basis, 176
continuous map, 176
countably based space, 176
homeomorphism, 178
open subspace, 176
topology, 176
pointwise
basis, 176
continuous map, 176
countably based space, 176
homeomorphism, 178
open subspace, 176
topology, 176
polymorphism, 74
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polynomial functor, 45
poset, 23
algebraic, 27
bounded complete, 27
complete, 23
countably based, 27
directed complete, 27
model of A-calculus, 23
reflexive, 23
powerset, 212
prebasis, 175
predicate, 63
countable union, 177
decidable, see decidable, predicate
defining, 69
existence, 35
interpretation of, 89
partial continuous, 119
semidecidable, see semidecidable, predi-
cate
stable, 63, 70
interpretation of, 91
preorder, intrinsic, 165
Presentation Principle, 99
primitive recursion, in a PCA, 23
principle
induction, 76
Markov’s, see Markov’s Principle
of Continuous Choice, 132
of Intensional Choice, 101
of Minimization, 156
of Presentation, 99
of Weak Continuity, see Weak Continuity
Principle
Phoa’s, see Phoa’s Principle
transfer, see transfer principle
product, 38
dependent, see dependent, product
interpretation of, 93
projection, 27
from a dependent sum, 41
from a product, 39, 65
projective
applicative morphism, 52
modest set, see modest set, projective

space, 86
and choice, 86
pseudobase, 142, 142
pullback, 39
pushout, 39

quotient

map, 40, 71
canonical, 71
characterization of, 71
interpreted as regular epi, 95

space, 71
interpretation of, 95

stable, 71

r.e., see recursively enumerable
rational numbers, 188
as Archimedean field, 194
RE-Ty-space, 181
real numbers, 187, 189
algebraic structure of, 192
and apartness relation, 197
and decidability, 202
as a first-order structure, 33
as a topological algebra, 33
characterization of, 198
construction of, 188
rapidly converging, 190
signed binary digit, 191
real RAM machine, 34
realizability
forcing semantics for, 151
interpretation of logic, 89, see interpreta-
tion
operator, 99
equations for, 99
relation, see relation, realizability
topos, 212
realized family, uniformly, 41
realized function, 35
as program, 36
characterization in B, 32
in B, 31
inV, 29
realizer, 35
for applicative morphism, 51
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for computable continuous map, 112
recursion, definition by, 46, 76
recursively enumerable

graph model, see graph model, r.e.
recursively enumerable set, 26
reflexive

continuous lattice, 58

poset, 23
regular

epi, 39

mono, 39

structure, of modest sets, 42

subspace, 70
relation, 63

apartness, 62, see apartness relation

coincidence, 189, 190

equality, 62

equivalence, 70

graph, 63

interpretation of, 89

membership, 212

partial equivalence, 36

as modest set, 36

realizability, 35, 35

stable equivalence, 71

total, 101
representation, 37

admissible, 141

as modest set, 37

of a domain, 133

of subspaces, 102

signed binary digit, 191
representative, of an equiv. class, 71
retraction, applicative, see applicative, retrac-

tion
rule

B-rule, 64

n-rule, 64

S, 21

scalar product, 211

Scott
domain, 27, 118
topology, 24, 27

second Kleene algebra B, 30

semidecidable
inclusion, 176
predicate, 161, 161
properties of, 161
subspace, 161
separable metric space, 206
separable set, 118
separated modest set, 43
separating set, 119
sequence, 139
Cauchy, 188, 208
convergent, 179
generic convergent, see generic convergent
sequence
sequential
space, 140
topology, 139
sequentially
continuous map, 139
open set, 139
set
bounded, 27
codense, 119
consistent, 27
countable, 156
directed, 23, 27
Gs, 31
maximal r.e., 182
modest, see modest set
numbered, 180
partially ordered, see poset
recursively enumerable, 26
separable, 118
separating, 119
sequentially open, 139
sheaves, over PCA, 148
> -partial map, 172
signed binary
digit expansion, 191
digit representation, 191
reals, 191
slogan
about computability, 81
about modest sets, 36
solid
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hyperspace of solids, 217 interpretation of, 91
partial, 217 quotient, 71
sort, 33 standard dominance, see dominance, standard
basic, 33 stream, 49, 79
space, 62 strong base, 180
0-dimensional, see 0-dim. space strong inclusion, 177, 180
Baire, see Baire space structure
bottom of, 172, 174 first-order, 32
Cantor, see Cantor space map
coinductive, see coinductive, space for coinductive space, 77
complete metric, 208 for coinductive type, 49
computable, 84 for inductive space, 76
countable, see countable, space for inductive type, 46
countably based Ty, 25 subbasis, 178
decidable, 85 subPCA, 21
empty, see empty space By of B, 32
equilogical, see equilogical space Py of P, 26
exponential, see function, space Uy of U, 28
first-countable, 140 Vi of V, 29
function space, see function, space subspace, 68
Hausdorff, 179, 207 closed, 161
Hilbert, 211 co-semidecidable, 161
inductive, 76 complement of, 162
inhabited, 62 dense, 206
inverse image, 74 interpretation of, 94
metric, see metric, space intersection of, 163
of continuous maps, 180 intrinsically open, 161
product, 65 located, 214
projective, 86 metric, 205
quotient, 71 open, 173
RE-Tp-space, 181 regular, 70
sequential, 140 semidecidable, 161
singleton, 68 support, of a partial map, 172
Spreen Ty-space, 180 supremum, 209
subspace, see subspace operator sup, 209
Ty, 179 surjection, 71
terminal, 68
unit, 68 To-space, 179
upper, 216 Taylor’s series, 220
zero-space, 214 terminal object, 38
spread, 79 Theorem
Spreen Ty-space, 180 Banach’s Fixed Point, 219
stable Coinduction Principle, 78
equality, 62 Effective Embedding Theorem, 113

predicate, 63, 70 Effective Extension Theorem, 113
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Embedding Theorem, 25
Embedding Theorem for B, 30
existence of coinductive types, 50
existence of inductive types, 47
Extension Theorem, 26
Extension Theorem for B, 31
Extensionality, 64
Induction Principle, 76
Main Thm. (for domains with totality),
126
Unique Choice, 64
theorem
Intermediate Value Thm., 210
top, 161
topological
effective space, 111
object, 110
partial algebra, 35
topology
Grothendieck
coproduct, 148
jointly-split, 149
intrinsic, see intrinsic, topology
point-free, 176
pointwise, 176

Scott, 24, 27
sequential, 139
topos

of sheaves over PCA, 148
realizability, 212
total combinatory algebra, see combinatory
algebra, total
total element, 119
total relation, 101
totality, 119
dependent, 125
dependent types for, 122
Main Theorem, 126
natural, 125
totally bounded metric space, 208
tracked function, see function, tracked
transfer principle
between domain th. and TTE, 147, 153
for modest sets, 152
translation, of applicative morphisms, 52

transporter, 125
transpose, 40, 66
Trisection Method, 221
TTE (Type Two Effectivity), 136
Turing machine
infinite time, 167
over a first-order structure, 33
type, 62
coinductive, see coinductive, type
complex, 74
corecursive, see type, coinductive
dependent, see dependent, type
inductive, see inductive, type
parametrized, 74
recursive, see type, inductive
Type Two Effectivity, 136

uniform family, 41n

uniform metric, 209

uniformly continuous map, 207

uniformly realized family, 41, 89

union, 164

Unique Choice, 64
and computability, 81
validity of, 93

unique existence, 63
interpretation of, 91

unit space, 68

universal domain, 27

universal quantifier, 62
internal vs. external, 148

upper bound, 209
least, 209

upper space, 28n, 216

valid formula, 90
validity
of Axiom of Computability, 97
of Axiom of Projective Spaces, 98
of Axiom of Stability, 91
of formula, 90
of Markov’s Principle, 98
of negative formula, 92
of Number Choice, 98
of Unique Choice, 93
variable
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freely occurring, 63

WCP, see Weak Continuity Principle
Weak Continuity Principle, 167, 171
and decidability of 2V, 167
and existence of discontinuous maps, 203
and PCA violating it, 167
and Phoa’s Principle, 167

Y, 22
Yoneda embedding, 150

Z, 22
zero-space, 214



