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Abstract
We consider the problem of constructing personalized symbolic knowledge base

(KB) through natural language instructions. This problem presents several chal-
lenges, including (1) integrating symbolic knowledge from the evolving KB with
user utterances to produce the appropriate KB modification commands, and (2) han-
dling open domain utterances that may, e.g., introduce new entities at test time. We
design alternative neural network encoder-decoder models that combine the unstruc-
tured context from the utterance with the structured context from the KB. Empirical
results and analysis show that our models are able to construct the knowledge bases
from user utterances with high accuracy. We also contribute an evaluation dataset,
and perform detailed analysis that reveals interesting properties when applying neu-
ral models on this task.
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Chapter 1

Introduction

Users of current personal devices are able to interact with AI assistants (e.g., Siri, Alexa) in
a limited capacity, often by querying pre-programmed commands (e.g. ”What is the weather
like today?”). These devices, however, do not allow users to teach their assistants personalized
concepts. If AI assistants could be taught such knowledge, it would open the possibility of
automated assistants that can cater to each user’s unique needs.

While there is a growing research interest in learning from instructions [12, 13], there has
been little effort in constructing personalized knowledge bases (KB) from user instructions. Per-
sonalized KBs would allow users to inspect their taught knowledge via visualization, as well
as assist in downstream tasks such question answering, email classification, or commonsense
reasoning [1]. At the same time, current automatic KB construction efforts mainly focus on
extracting information from large text corpora like the Web [2, 5].

andrew_
wilkins

PhdStudent lucy_ 
mack

Professor

Second-
year

year 

generalization 
advise

generalization Create a second-year PhD student 
named Andrew Wilkins

Andrew studies in the music 
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Professor Mack

music
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User’s instructions KB

Figure 1.1: User’s personal KB (represented as a Knowledge Graph) is constructed from user’s
instructions

This work lies between learning from instructions and automatic KB construction: we aim to
construct a personalized KB from natural language instructions (Figure 1.1). We hypothesize that
on-the-fly KBs constructed through interactions with the user will provide an additional source
of structured context to aid in processing the unstructured natural language utterances from the
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Chapter 1: Introduction

user. This problem combines a unique set of challenges, including extracting relevant entities
and relations from the user instructions, linking them to the symbolic KB, and executing the
information to evolve the KB.

We propose several neural models that can effectively learn to map user instructions to a
set of commands executable on the KB, therefore continuously populating the KB with person-
alized information as the user interacts with the system. Evaluations on a synthetic dataset of
natural language instructions show that our models can construct the personalized KB with high
accuracy, while our analysis reveals interesting properties when building neural models for this
task.

In summary, our contributions include:
• Introducing the task of user-instructed KB construction, with a supporting dataset
• A neural system incorporating the symbolic, evolving KB that performs effectively on the

proposed task and dataset
• Analysis that shows strengths, weaknesses, and interesting properties of the proposed task

and system
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Chapter 2

User-Instructed Knowledge Bases
Construction

2.1 Task Definition
In the user-instructed KB construction setting, the system is given a sequence of natural language
utterances and an initial personal KB from the user. The goal is to extract relevant information
from these utterances in order to construct and modify the user’s personal KB. For example,
from the utterance ”Create a second-year PhD Student named Andrew Wilkins”, we create a
new entity called andrew wilkins, set its category to PhdStudent, and set its year to
second year (Figure 1.1). Formally, given a sequence of T utterances u1, u2, ..., uT and an
initial KB0, we want to learn a function f that sequentially constructs KBi from KBi−1 and
utterance ui:

KBi = f(KBi−1, ui) ∀1 ≤ i ≤ T (2.1)

KB Construction as Sequence Generation Instead of learning f (eq. 2.1) directly, we adopt
the sequence generation approach for information extraction [3] by mapping utterance ui to an
executable target sequence called command, denoted ci, via function fgenerate. This command is
then executed on KBi−1 using an execution engine fexecute to produce KBi:

KBi = f(KBi−1, ui)

= fexecute(KBi−1, ci)

= fexecute(KBi−1, fgenerate(ui))

The design of fexecute is tightly coupled with the format of ci and the KB (e.g. if the KB is a
SQL database and ci is a SQL query, then fexecute will be a SQL executor). In this work, we treat
the KB as a Knowledge Graph (KG), where each node in the graph represents an entity in the
KB and edges between nodes represent their relations (Section 2.2). We also design a custom
command language (Section 2.3) and execution engine fexecute (Section 2.4). The problem can
then be reduced to learning the mapping fgenerate from utterance ui to command ci in a supervised
manner.
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Chapter 2: User-Instructed Knowledge Base Construction

Treating this problem as a sequence-generation problem allows us (1) to experiment with
rich encoder-decoder models from NLP literature and (2) the flexibility in designing the target
language. While the target language in this work is designed for natural language instructions,
we can extend the language to accommodate more complex natural language utterances, such
as rules (”PhD students are required to submit a thesis”) and questions (”Who are the PhD
students?”)

2.2 Directed Knowledge Graph

We represent our Knowledge Base as a Knowledge Graph (KG): each node in the graph rep-
resents an entity in the KB. Edges between nodes represent their relations. The node types
correspond to pre-defined entity categories (e.g. PhdStudent, Course, etc). These entity
categories are also themselves entities in our KB, and thus are also nodes in the graph. Repre-
senting categories as entities permits categories to participate in relations just like other entities
do, including links to the utterances that mention them.

2.3 Target Command

Under the Knowledge Graph representation, knowledge fragments can be represented as triples
(h, r, t), where h, r, t denote head entity, relation, and tail entity. To extract this information from
the utterance u,1 each entity in the triple must be matched with a mention from the utterance, and
we need to know what action to take with this information. All of this information (mentions,
entities, relations, and actions) must be encoded in c.

Notations Example(s)

Utterance u Andrew studies in the music department
Mention set Mu {Andrew, music}
Entity set Eu {andrew wilkins, new}
Relations set Ru {department}
Actions set Au {set}
Command c Andrew:andrew wilkins

department:set music:new

Table 2.1: An example of an utterance u and corresponding command c, with the components
that make up c

Mentions Mention set Mu contains noun phrases in the utterance that refer to entities in the
KB. This mention set can consist of all possible spans in u or come from an oracle [14]. We
only experiment with the mentions provided a priori, leaving the investigation of the all possible
spans setting for future work.

1To simplify the notation, we omit the subscript i (e.g. ui, ci become u, c, respectively)

4



Chapter 2: User-Instructed Knowledge Base Construction

Entities Entity set Eu comprises all entities mentioned in utterance u. In particular, each m ∈
Mu should have a corresponding e ∈ Eu. We also add special entity new if m refers to an entity
not yet present in the KB, which can then be created during execution. This allows our model to
link the mention m against an open vocabulary of entities during test time.

Relations and Actions Relation set Ru consists of pre-defined relations between the entities
in u. Each relation r ∈ Ru needs an action a ∈ Au to specify how to execute the extracted
knowledge. a can take the following values:

• add: adding an edge
• remove: removing an edge
• set: replacing an old edge if one exists, otherwise adding an edge
We construct c by linearizing the components of Eu,Mu, Ru, Au in roughly (h, r, t) order.

Specifically, each token in c is either a mention-entity pair m:e or a relation-action pair r:a,
separated by whitespace. The first token of c is the head mention-entity, and we constrain the
utterance to have only one head. 2 Subsequent tokens of c are (r, t) pairs: a relation-action
token r:a followed by its corresponding tail mention-entity token m:e. In other words, c is the
linearization of triples (mh:eh, r1:a1,m1:e1), ..., (mh:eh, rp:ap,mp:ep):

c = mh:eh r1:a1 m1:e1 ... rp:ap mp:ep

Table 2.1 shows a full example of c and its components. A limitation of this formulation for
command c is that it requires explicit mentions to be linked to an entity, thus prohibiting us from
detecting implicit entities not mentioned in the utterance.

Our formulation of command c requires explicit mentions to appear in the utterance, with the
exception of commonly used Boolean entities True and False. We link these Boolean entities
to special the mention <BOOL>.

2.4 Execution Engine
After generating the command ci, we execute ci on the KB using the fexecute algorithm 1

2.5 TextWorldsKB Dataset

2.5.1 Overall
We evaluate our approach using TextWorldsKB, a synthetic dataset generated ourselves using
the TextWorlds framework [13]. This framework is designed to serve as the experiment testbed
for the task of Question-Answering over user-instructed knowledge. We chose TextWorlds be-
cause of the available user-simulated settings, where each utterance in the dataset can introduce
new knowledge or update existing knowledge, simulating a user’s world. The flexibility of the

2We can relax the “one head mention-entity” constraint for more complex utterances by inserting a head token
right before each (r, t) pair
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Chapter 2: User-Instructed Knowledge Base Construction

Algorithm 1 KG construction algorithm fexecute

Input: initial KGi−1, target command ci = mh:eh r1:a1 m1:e1 ... rp:ap mp:ep
KGi = KGi−1 mh, eh = first element of ci T = pairs of (rj:aj,mj:ej) from ci if eh = new then

create head entity h with name lowercase(mh) add h to KGi

else
retrieve head entity h = eh from KBi

end
for (rj:aj,mj:ej) ∈ T do

if ei = new then
create tail entity t with name lowercase(mj)

else
retrieve head entity t = ej from KGi

end
if aj = add then

Create an edge rj connecting h and t in KGi

else if aj = remove then
Remove an edge rj connecting h and t in KGi

else if aj = set then
Remove an edge rj from t in KGi Create an edge rj connecting h and t in KGi

end

framework also allows us to easily generate supporting KBs that change with each new utter-
ance, as well as label the utterances with target commands. We generated four out of five worlds
(i.e. domains),3 where each world has a different set of entity categories and relations. Within
a world are stories, with each story containing different entities but sharing the same relations.
TextWorldsKB also has a natural flow of instructions, incorporating linguistic phenomena such
as coreference (e.g. ”the meeting with Lucio to grade papers”, ”the homework about linear
algebra”- Figure 2.1). We show the overall statistics in Table 2.2 and detailed statistic according
to each world in Table 2.3.

Statistics Single Multiple

# of utterances 10000 12000
# stories 1 120
Avg. utterance length 7.1 7.3
Avg. mentions per story 19716 207.1
Avg. coreferences per story 3325 39.6
Avg. entities per story 2137 37.4
# relations 48 48
# entity category 57 57
# token size 1716 1787

Table 2.2: Overall dataset statistics, for single story and multiple stories

3Shopping world is not available on the TextWorlds framework
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Chapter 2: User-Instructed Knowledge Base Construction

Statistics ACADEMIC MEETING HOMEWORK SOFTWARE Total
# of utterances 3000 3000 3000 1000 10000
Avg. utterance length 6.5 6.3 8.1 8.5 7.1
# of mentions 5615 5578 6276 2247 19716
Avg. mention per utterance 1.9 1.86 2.1 2.2 2.0
# of coreferences 960 1026 821 518 3325
# of entities 520 545 854 218 2137
# of relation 25 10 12 12 48
# of entity category 9 7 9 8 57
Tokens vocabulary size 674 665 584 292 1716

Statistics ACADEMIC MEETING HOMEWORK SOFTWARE Total
# of utterances 3000 3000 3000 3000 12000
Avg. utterance length 6.6 6.2 7.8 8.9 7.3
# of stories 30 30 30 30 120
Avg. # utterance per story 100 100 100 100 100
# of mentions 5848 5625 6255 7125 24853
Avg. mention per story 195.0 187.5 208.5 237.5 207.1
# of coreferences 971 992 872 1590 4425
Avg. coreference per story 32.4 33.1 29.1 53.0 36.9
# of entities 1047 1027 1230 1179 4483
Avg. # entity per story 35.0 34.2 41.0 39.3 37.4
# of relation 25 10 12 12 48
# of entity category 9 7 9 8 57
Tokens vocabulary size 903 731 856 373 1787

Table 2.3: Full TextWorldsKB dataset statistics

2.5.2 Single story vs. multiple stories

Each world in TextWorldsKB contains two types of datasets: single story and multiple stories.
A single story dataset contains one story describing the perspective of a single user. This cor-
responds to the setting where the system only learns from a single user, where every entity in
a single story dataset is unique. A multiple stories dataset contains multiple stories describing
the perspectives from different users, corresponding to the setting where the system learns from
multiple users. In multiple stories dataset, we can have cases where an entity refers to a category
in one story, and another entity with the exact same lexical form refers to another category in
another story (Figure 2.1). For each of these dataset types, we report the results and analysis
separately.
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Chapter 2: User-Instructed Knowledge Base Construction

Figure 2.1: Examples from the single story dataset (left) vs. the multiple stories dataset (right). In
multiple stories, we can see that Andrew Wilkins is a professor in story 1, but a master student in
story 2. These are two different Andrew Wilkins described by two different users, corresponding
to two different stories. In single story, there is only one unique Andrew Wilkins, who is a PhD
student.

2.5.3 Dataset Analysis
Since our dataset is synthetic and sequential in nature, it is not necessary the case that the more
data the better the performance. In particular, since there are a finite amount of entities that can be
created, subsequent utterances generated after we max out all the entities will be skewed towards
certain relations. This is particularly true for the single story datasets: We can see from the Figure
2.2 that in dataset size with 10000 statements, the data is skewed towards relations committee
and sabbatical. In this project, we want to evaluate the system on as many relations and
entities as possible. Thus, we choose the dataset size with the most uniform distribution across
the relations and entities. Note that this effect only appears in single story dataset. For multiple
stories, since the number of utterances at each story is significantly smaller (100), and each
story is independent, we don’t have the issue of dataset skewing towards certain relations/entities
(Figure 2.3). Thus, we chose the dataset size that is comparable to single story datasets (30
stories, 100 statements/stories, 3000 statements in total for each world)
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Chapter 2: User-Instructed Knowledge Base Construction

Figure 2.2: Distribution of categories (top) and relations (bottom) for Department world, single-
story dataset with 100, 1000, 3000, 5000, 10000 statements
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Chapter 2: User-Instructed Knowledge Base Construction

Figure 2.3: Distribution of categories (top) and relations (bottom) for Department world,
multiple-stories dataset with 1000, 3000, 5000, 10000 statements
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Chapter 3

Dynamic KG Transformer Networks

We learn the mapping from utterance u to command c with neural encoder-decoder models in a
supervised manner.1 Furthermore, having access to the KG motivates us to combine the struc-
tured information from the KG with the unstructured context from the utterances to produce the
target command. Using the common Transformer encoder-decoder [26] as our base model (Sec-
tion 3.1), we augment with (1) a mention embedding for each mention m (Section 3.2), (2) an
entity embedding for each entity e that encodes both the structured context from the KB and
unstructured context from the mention history (Section 3.3), and (3) an entity linker that learns
to link m to e (Section 3.5).

3.1 Base Transformer Architecture

Our base architecture is the commonly used Transformer encoder-encoder model. Since our
model architecture is almost identical to the original work, we omit the details and refer the
reader to [26]. We refer to this architecture as BaseTransformer. While powerful, this architecture
has a key shortcoming when applied to our task: it cannot split the mention from the entity in
the mention-entity pair m:e, as it treats m:e as a single token in the output vocabulary. This
prohibits the model from linking entities created during test time. We solve this by decoupling
the mention-entity pair during the decoding process, allowing the model to learn how to link
mentions to the correct entities (Section 3.4).

Input Representations We represent the input utterance u as the input vector u. We pass u
onto a pretrained embedding layer, which consists of context-independent GloVe embeddings
[16] and Elmo embeddings [17]. We concatenate the these two pretrained token embeddings and
pass the concatenated vector into the Transformer encoder, forming the contextualized encoding
ū (Figure 3.1).

1Similar to section 2.3, we omit the subscript i denoting the order of utterance for most of this section, except in
section 3.3 where we need information from previous utterance ui−1 and KGi−1 to construct entity embedding.
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Chapter 3: Dynamic Knowledge Graph Transformer Networks

Pretrained Embeddings

ui = u :  Andrew studies in the music department 

ci = c : Andrew:andrew_wilkins department:set music:new  
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Figure 3.1: Overview of our approach. Given knowledge graph KGi−1 and utterance ui = ”An-
drew studies in the music department”, we first produce entity embeddings for each entity in
KGi−1 and mention embeddings mAndrew, mmusic. The entity linker (with two different mech-
anisms, joint and sequential, corresponding to two different models) then learns to linnk the
mentions with the appropriate entities {andrew wilkins, new}. These linking information
is passed to the entity-aware decoder to help generate the target command c. The execution
engine then combines c with KGi−1 to produce KGi

3.2 Mention Embedding

Given the contextual encoding ūi, for each mention m ∈Mu, we produce a mention embedding
m concatenating the embeddings of the first and last words in the mention [10]. We then feed
the concatenated vector into a standard feed forward network. Assuming the span of mention
m = [uq, ..., ur], we have

m = FFNNm([ūq; ūr)]

3.3 Entity Embedding

Inspired by [7], we leverage the KG constructed from the previous utterances to help with parsing
the current utterance. For each entity node e in the KG, we compute the mention history vector
vh(e) representing the unstructured context of e, and the graph embedding vg(e) that captures
the structured context of e.

Mention history The mention history vector vh(e) comprises the aggregated mentions of e up
to, but not including, the current utterance ui. 2 Concretely, suppose we are processing utterance

2Since we have yet to know if e is linked to mentions in ui
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Chapter 3: Dynamic Knowledge Graph Transformer Networks

ui. Let Eui−1
be the extant entities 3 linked at utterance ui−1. If e ∈ Eui−1

, then we know that e
is linked to a mention me (and its embedding, me) in mention set Mui−1

of utterance ui−1. We
then incorporate this me into vh(e), otherwise we inherit vh(e):

vh(e) = λvh(e) + (1− λ)me

where

λ =

{
σ(Wh · [vh(e); me]) if e ∈ Eui−1

1 otherwise

This formulation is similar to [7]. Our work differs in that (1) our KBs evolve as the inter-
actions progress, whereas their KBs do not, and (2) we learn to link entities, and then integrate
the mention embedding after decoding (since we only know the linking results after decoding),
while they integrate their mention embedding after heuristically linking entities before the de-
coding process

Graph Embedding To learn the structured context of entity e from the KG, we utilize a Re-
lational Graph Neural Network [21] to produce the graph embedding vg(e). Specifically, for
a graph network with L layers, we compute the output representation h

(l+1)
e at the lth layer

(0 ≤ l ≤ L) for entity e as

h(l+1)
e = (

∑
r∈R

∑
e′∈Nr(e)

Wr
(l)h

(l)
e′ )

whereR is the relation set, and Nr(e) is the neighbors of e that are connected by relation r.
The initial input to the graph network is the mention history vector h0

e = vh(e), and the output
of the graph network is graph embedding vg(e) = hL

e . This graph network allows information
to propagate between nodes via message-passing.

3.4 Entity-aware Decoder

We decouple the mention-entity pair during the decoding process in order to learn how to link
the mentions to the correct entities, allowing the model to link entities that are created at test
time and thus access to a growing open vocabulary of entities. There are two ways we can link
mention to entities: (1) link the mention before command generation in a sequential manner, or
(2) link jointly with the decoding process and leverage the information from the previous decoder
outputs.

Sequential Model This model attempts to first link the mention m ∈ Mu of utterance u to
entity e in entity set Eu, and only start the command generation process when we know which

3This is to exclude new from the mention history; a mention can be linked to new if it’s not in the KB, but once
it’s created we take that new entity as an ”extant” entity for this mention
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Chapter 3: Dynamic Knowledge Graph Transformer Networks

entities are linked to which mentions. In particular, we want to maximize the likelihood

P (Eu, c|u,Mu) = P (Eu|u,Mu)P (c|Eu;u,Mu)

=
k∏

e∈Eu;m∈Mu

P (e|u,m)P (c|Eu;u,Mu)

=
k∏

e∈Eu;m∈Mu

P (e|u,m)

|c|∏
t=1

P (ct|c<t;u,Mu;Eu)

where e is the entity linked to mention m. At each decoding timestep t, we generate either
relation-action pair r:a 4 or a mention-entity pair m:e:

P (e|u,m) ∝ exp(score(e,m))

P (ct = r:a|c<t;u,Mu, Eu) ∝ exp(Wd
raht)

P (ct = m:e|c<t;u,Mu, Eu) ∝ exp(FFNNme([m,vg(e)]) · ht))

where
• Wd

ra is the weight matrix for relation-action token r:a during decoding
• ht is the decoder hidden state at timestep t
• score(m, e) is the sequential entity scoring function (eq 3.1)

We can think of the score(m, e) as scoring the “matching goodness” between e and m. The
“positional goodness” of pair m:e at timestep t in the target command c must be scored at a later
step in the generation process. We refer to this model as SequentialTransformer.

Joint model In this model (which we refer to as JointTransformer), we jointly link the entity
with the decoding process, thus aiming to leverage the information from the previous decoder
outputs to inform the linking process. Specifically, we want to maximize the likelihood

P (Eu, c|u,Mu) =

|c|∏
t=1

P (Eu, ct|c<t;u,Mu)

Similar to SequentialTransformer, at each time step twe generate either r:a orm:e as follows:

P (ct = r:a|c<t;u,Mu) ∝ exp(Wd
raht)

P (ct = m:e|c<t;u,Mu) ∝ exp(score(m, e,ht))

where score(m, e,ht) is the joint entity scoring function (eq. 3.2), jointly scoring both the
“matching goodness” between e and m, and the “positional goodness” of pair m:e at timestep t
of command c.

4Each r is associated with an action a, so we treat r:a as a single token, which has the same cardinality as the
vocabulary of relations
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Chapter 3: Dynamic Knowledge Graph Transformer Networks

3.5 Entity Linking
The entity linking functions for both SequentialTransformer and JointTransformer share the same
form, with the only difference being the integration of previous decoder hidden state ht in the
entity linking decision at timestep t for the joint model. Specifically, for SequentialTransformer,
we have the entity linking function

score(m, e) = wl · FFNNl(v(m, e)) (3.1)

where wl is the weight vector learned by the sequential entity linker, and v(m, e) is the feature
vector defined below. For JointTransformer, we have

score(m, e,ht) = ht · FFNNl(v(m, e)) (3.2)

Feature vector v(m, e) is a key component of our scoring system, defined as:

v(m, e) = [m, φ(m, e),vh(e),vg(e),

m ◦ vh(e),m ◦ vg(e)]
(3.3)

with
• mention embedding m (Section 3.2)
• φ(m, e) is the distance (in number of entities linked) from the current mention m to the

last time e was linked
• mention history vh(e) and graph embedding vg(e) of e (Section 3.3)

The feature vector and the entity linking function combine to learn the interactions between
different components of m and e via element-wise product ◦ and feed-forward neural network
FFNNl.

3.6 Candidate Entities
For each mention, we consider a set of candidate entities to link to that mention. Since consid-
ering all the entities in the KB is prohibitively expensive, we develop a simple heuristic reduce
the number of candidate entities: the candidate set includes pre-defined entities (eg Entity,
PhdStudent, True, False, special entity new etc.), r number of most recently linked en-
tities, and s number of entities in the KB with the most similar lexical form to the incoming
mention, with similarity score computed by the modified Ratcliff and Obershelp algorithm, us-
ing Python’s SequenceMatcher class of difflib library. 5. During training, we include
gold linked entities.

5https://docs.python.org/3/library/difflib.html
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Experiments and Analysis

4.1 Experimental Setup

Setup For both single story and multiple stories, we split the data sequentially into train, vali-
dation, and test sets (8:1:1). We use a 1-layer Transformer with a 256-unit feedforward network.
The input to the encoder is the concatenation of 50-dimension GloVe embeddings, and 1024-
dim ELMo embeddings. We use 200-dim embeddings for mention history vh, graph embedding
vg, and mention embedding m. For the Relational Graph Network, we employ a 2-layer graph
convolution network with 50 hidden units. Hyperparameters are tuned with simple grid search
on the validation set using the values in Table 4.1. We use the Adam optimizer [9] with a fixed
learning rate of 10−4. Each model is trained for 200 epochs, with 50 epochs of early stopping
based on the validation exact match. We employ greedy decoding during inference.

Hyperparameters Values
Learning rate 10−3, 10−4, 10−5

Encoder-decoder hidden size 128, 256, 512
Encoder-decoder num layer 1, 2
Mention/Entity embedding dimension 100, 200, 300
Graph net hidden size 50, 100, 200

Table 4.1: Hyperparameter values

Single-utterance vs. multi-utterance There are two possible settings during inference: single-
utterance and multi-utterances. In the single-utterance setting, we provide the gold KB before
processing each utterance. In the multi-utterances setting, we process k utterances continuously,
injecting gold KB only at the beginning of the sequence. Practically, single-utterance represents
the case where the user corrects the system after every command, while in the multi-utterance
setting, the user corrects the system after every k commands. We report the results on the single-
utterance setting k = 1, and perform experiments on the effect of varying k in section 4.3.2
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Evaluation metrics Our main evaluation criteria is command exact match, which measure if
the predicted command exactly matches the gold command. This is a conservative metric, since
a matching command will always yield a correct KB, but a nonmatching command may yield
a correct KB under certain circumstances1. In addition, since the command contains extracted
entities and relations, we further report the entity and relation F1 in order to gain insights into
the effectiveness of our approach when extracting entities and relations.

4.2 Results

Department Meeting Homework Software Average

Single story Val. Test Val. Test Val. Test Val. Test Val. Test

BaseTransformer 0.16 0.18 0.24 0.29 0.06 0.04 0.32 0.31 0.20 0.20
SequentialTransformer 0.82 0.77 0.79 0.73 0.72 0.65 0.87 0.73 0.80 0.72
JointTransformer 0.82 0.79 0.76 0.69 0.69 0.64 0.87 0.78 0.78 0.72

Department Meeting Homework Software Average

Multiple stories Val. Test Val. Test Val. Test Val. Test Val. Test

BaseTransformer 0.07 0.06 0.12 0.07 0.08 0.02 0.11 0.16 0.09 0.08
SequentialTransformer 0.63 0.62 0.60 0.53 0.64 0.61 0.56 0.62 0.61 0.59
JointTransformer 0.61 0.61 0.60 0.58 0.66 0.66 0.54 0.57 0.60 0.60

Table 4.2: Exact match on validation and test data on single story (top) and multiple stories
(bottom). We averaged the results over three separate runs with different seeds

Single story Multiple stories
Metrics Seq Joint Seq Joint
Entity 89.8 89.1 76.2 76.5
Relation 99.2 99.5 97.3 93.4

Table 4.3: Average F1 scores on the val dataset of all the worlds, categorized by entity and
relation metrics

Table 4.2 show our main results on both single story and multiple stories datasets. Both
JointTransformer and SequentialTransformer expectedly outperform BaseTransformer. While
SequentialTransformer has higher overall results, the difference between the results of the two
models are not significant, showing that incorporating the previous outputs from the decoder
during entity linking (for the JointTransformer) does not yield significant improvement.

1Consider commands with multiple relations. For some cases, if we switch the execution order of the relation-tail
entity pairs, then we still get the correct KB (e.g. ”Both Andrew and Leo are TAs for U302”). However, there are
other cases where the order matters, such as ”Andrew was a second-year student, but is now a third-year student”
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We also report the average F1 scores of the entity and relation metrics on the validation
datasets in Table 4.3. This results illustrates that our models perform well with generating the
correct relation information, but still need improvement over entity linking. In addition, multiple
stories datasets are harder to learn than single story datasets.

4.3 Analysis and Discussion
We analyze our results, both qualitatively and quantitatively. Our goal is to identify sources of
error, as well as evaluate the strengths and weaknesses of our approach.

4.3.1 Error Analysis

Single story Multiple stories
Error type Seq Joint Seq Joint
Entity-based 96% 97% 99% 99%
Relation-based 4% 2% 8% 6%
Command-based 19% 16% 10% 13%

Table 4.4: Percentage of incorrect commands based on error categories, average over all worlds.
Note that a command can contain a combination of these errors

We report the percentage of errors, which are aggregated from all the experiments in section
4.2, in Table 4.4. We break the errors into three classes described below. Table 4.5 shows error
examples.

Error type Example utterances Example gold and predicted commands
Entity-based Alverta Mabee is now Gold: Alverta Mabee:alverta mabee status:set assistant:assistant

an assistant professor Predicted: Alverta Mabee:alverta depriest status:set assistant:assistant
Relation-based Luanna currently Gold: Luanna:luanna park has funding:set ¡BOOL¿:True

has funding Predicted: Luanna:luanna elvis funded:set ¡BOOL¿:True
Command-based this student has Zenaida Gold: this student:eun galbreath committee:add Zenaida Pedraza:zenaida pedraza

Pedraza and Alejandra committee:add Alejandra Michael:alejandra michael
Michael on the Predicted: this student:eun galbreath committee:add
committee Alejandra Michael:alejandra michael

Table 4.5: Qualitative examples, based on error type. In this first utterance, the model incor-
rectly links Alverta Mabee to entity alverta depriest. In the second utterance, the model
incorrectly predicts relation funded instead of has funding. It also made an entity-based
error, erroneously mistaking entity luanna park for luanna elvis. In the last utterance,
the model did not predict that Zenaida Pedraza is also on the committee.

Entity-based errors: These are the biggest sources of error, which happen either when a men-
tion is linked to a wrong entity, or when the model predicts the incorrect position of the mention-
entity pair within the command. Figure 4.1 shows the precision and recall for each category
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of the seperationTransformer model, for Department world, single story dataset. The worst-
performing categories are PhdStudent, Professor, MasterStudents. As an example,
a closer look at the distribution of predicted entities type Professor in Table 4.6 reveals that
most of the errors come from mistaking entities within its own category (eg correct category
linked but not correct entity itself, such as confusing a professor with another professor). This is
further supported by looking at the t-SNE visualizations of the graph embeddings in Figure 4.2,
where most of the entities are correctly clustered together. In summary, most of the entity-based
errors come from mistaking entities within the same category (e.g. confusing a professor with
another professor).

Figure 4.1: Precision and Recall for entities according to each category. Results from separa-
tionTransformer model on single story dataset, Department world

Statistics Value
Correct entities linked 76 (58%)
Incorrect entities linked 53 (42%)
Wrong category (PhdStudent) 2 (4%)
Wrong category (MastersStudent) 2 (4%)
Wrong within category 49 (92%)

Table 4.6: Error statistics for entities of category Professor

We also categorize entity-based metrics into entity-coref F1, which reports the F1 over enti-
ties that are linked to an anaphoric mention, as opposed to entity-nocoref which reports the F1
over entities that are linked to their full lexical forms. Results in Table 4.7 shows that there is no
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Figure 4.2: t-SNE visualization of graph embeddings for entities in the KB, clustered by category.
Results after computed on the validation set, using best separationTransformer model on single
story dataset, Department world

difference between linking anaphorical mentions (entity-coref) vs. linking entities’ full lexical
forms (entity-nocoref).

single story multiple stories
Metrics Sep Joint Sep Joint
Entity-nocoref 90 89 81 80
Entity-coref 89 89 59 61
Relation 99 99 97 93

Table 4.7: Average F1 scores on the val dataset of all the worlds, categorized by entity and
relation metrics

Relation-based error: These errors are extremely rare but do occur. For example, the model
confuses the relations funded (for PhdStudent category) and has funding (for Professor
category). These relations have overlapping utterance semantics (e.g. ”that student currently
has funding” and ”this professor currently has funding” are both valid utterances in our dataset),
which confuses our neural models.

Command-based error: A closer look at the actual incorrect commands reveal that our models
sometimes struggle with longer commands with multiple relations (Table 4.5).
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4.3.2 Effect of k in Multi-utterances

We study the difference between the single-utterance and multi-utterances settings discussed
in section 4.1 by varying the number of utterance k (Figure 4.3). We expect multi-utterances
to be the harder setting, as errors will propagate from previous incorrect commands to affect
subsequent generations (Table 4.8). We observe that for the single story dataset, the single-
utterance case k = 1 yields the best exact match. This illustrates there is an advantage when the
user corrects the system after every incorrect command. For k > 1 however, the value of k does
not make a difference in performance. We hypothesize this is because similar errors are made
across the dataset, regardless of where the corrections are in the sequence. For multiple stories
datasets, there is essentially no difference when varying k, for similar reasons.
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Figure 4.3: Effect of varying k in the multi-utterances setting
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Figure 4.4: Effect of multi-utterance k vs val exact match for separationTransformer model, on
single story (left) and multiple stories (right), breakdown down according to each world

22



Chapter 4: Experiments and Analysis

Utterances Commands for k = 1 Commands for k = 10

there is a new PhD student Alejandra Galbreath:new generalizations:set Alejandra Galbreath:new generalizations:set
named Alejandra Galbreath PhD student:PhdStudent PhD student:luanna elvis
Loyd Mabee’s email is Loyd Mabee’s:loyd mabee email:set Loyd Mabee’s:loyd mabee email:set
loyd mabee@nh.edu loyd mabee@nh.edu:new loyd mabee@nh.edu:new
Alejandra Galbreath Alejandra Galbreath:alejandra galbreath funded:set Alejandra Galbreath:hanna galbreath has funding:set
currently has funding ¡BOOL¿:True ¡BOOL¿:True

Table 4.8: Three consecutive utterances that illustrate the error propagation for k > 1. For k = 10
(right), the first command is incorrectly generated, thus no entity alejandra galbreath
is created. This effects the third utterance, where k = 10 case incorrectly link the mention
Alejandra Galbreath to hanna galbreath, possibly due to alejandra galbreath not
existed in the KB. Contrast this to k = 1 case, where the gold KB is available at every utterance,
and it was able to link Alejandra Galbreath to alejandra galbreath

4.3.3 Ablation Studies
A key component of our model is the entity linker that produces the scores for linking a mention
to entities in the KG. We study the importance of the linking feature vector in equation 3.3 by
ablating its features and report the Exact Match (Ex. Mat.) performance in Table 4.9. We
observe that all features are important in improving the performance of the model. Predictably,
eliminating both the mention history vector vh and the graph embedding vg components reduces
the performance the most. We also note that the ablation effects are more visible for the single
story dataset, compared to the multiple stories (Tables 4.10 and 4.11).

Model Ex. Mat. ∆(%)
JointTransformer 0.80
− distance feature φ 0.66 -0.14 (18%)
− mention history vh 0.68 -0.12 (15%)
− graph embedding vg 0.69 -0.11 (14%)
− both vh, vg 0.57 -0.23 (29%)

Table 4.9: Ablations on the entity linking features, done with the JointTransformer model, single
story dataset, averaging on the validation set of all worlds

Model Department Meeting Homework Software Average
jointTransformer 0.81 0.76 0.74 0.89 0.8
− distance feature φ 0.67 0.56 0.69 0.72 0.66 (-18%)
− mention history vh 0.70 0.50 0.70 0.80 0.68 (-15%)
− graph embedding vg 0.72 0.51 0.68 0.85 0.69 (-14%)
− entity embeddings (both vh, vg) 0.58 0.44 0.54 0.72 0.57 (-29%)

Table 4.10: Feature ablations, single story

23



Chapter 4: Experiments and Analysis

Model Department Meeting Homework Software Average
jointTransformer 0.62 0.61 0.67 0.59 0.62
− distance feature φ 0.59 0.60 0.65 0.57 0.60 (-3%)
− mention history vh 0.58 0.54 0.65 0.54 0.58 (-6%)
− graph embedding vg 0.57 0.57 0.65 0.54 0.58 (-6%)
− entity embeddings (both vh, vg) 0.57 0.5 0.49 0.51 0.52 (-16%)

Table 4.11: Feature ablations, multiple stories
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Chapter 5

Related Work

Learning from Dialogs and User Interactions Recent years have seen studies on NLP sys-
tems that learn from the end-user via conversational dialog [6, 15, 27] and natural language
interactions [12, 18, 23, 24]. While these works open the door to building conversational assis-
tants that can learn from the user, most do not attempt to build a personalized, user-centric KB
to be used for downstream personal tasks or the current task itself. [8] and [12] build a KB from
extracted knowledge with a certain degree of success, but their information extraction systems
did not take advantage of the representational power that neural models offer in modeling the
extracted knowledge.

Knowledge Base Construction Most works in this area focus on KB construction over un-
structured text extraction on the Web [2, 5] or commonsense reasoning [1, 20, 22]. Similar to our
work is [4], where they build a Machine Reading Comprehension model that constructs dynamic
knowledge graphs to track state changes in procedural text. However, their KG is limited to two
node types with one edge (relation) type denoting the binary location change. In contrast, our
KGs contains a diverse set of entity and relation types.

Neural Open Information Extraction Our work is formulated as a sequence-generation based
Neural Open Information Extraction problem, similar to [3, 11]. Our work differs in that we (1)
involve the KB in the extraction process by embedding it, and (2) perform entity linking on
the constructed KB. The advantage of formulating this task as sequence generation instead of
as sequence-labelling based information extraction [19, 25] is the possibility of extending the
target language to more complex utterances. This formulation easily bridges the problem into
that of semantic parsing, from which we can use the extensive results from the semantic parsing
literature.
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Conclusion and Future Work

We study the task of user-instructed Knowledge Base construction by formulating it as a sequence-
generation problem: learning how to map the natural language instructions to target command
than can be executed to construct the KB. We build Transformer-based encoder-decoder models
that integrate the structured context from the evolving KB with the unstructured context from
the utterance to aid command generation. Our models, JointTransformer and SequentialTrans-
former, perform well when extracting relations, while also allow for linking of entities created
during test time. However, they still struggle with linking entities within the same category and
in more challenging settings (multiple stories data and multi-utterances).

Currently, this work has several simplifying assumptions, thus allowing for various future
directions. While our models support open vocabulary of entities, it does not support out-of-
vocabulary relations, restricting the ability to generalize to domains where the model is not
trained on. In addition, our models assume the the entity mentions are provided a priori. Re-
moving this assumption would add the problem of Mention Detection to the task, which is an
interesting end-to-end setting to investigate. Finally, we hope to obtain and evaluate our models
on more challenging datasets that include more variety of utterances as well as implicit knowl-
edge that requires commonsense reasoning.
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