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Abstract
Monaural source separation refers to the process of extracting individual com-

ponents from a mixture, where the mixture is a single-channel audio recording of
multiple sources emitting sounds simultaneously, and the individual components
are the constituent sounds emitted by each source. In recent years, data-driven
approaches using deep neural network-based models for monaural source separa-
tion have been shown to outperform their non-data-driven counterparts. However,
these approaches are designed using specialized datasets in which the sources be-
long to a constrained set of categories and the mixtures are not very representative
of audio mixtures in the real world. Consequently, whether existing models could
generalize to more complex source separation settings is open to questions. In this
work, we want study and formalize the notion of monaural source separation in
real-world scenarios and explore model designs that adapt to such complex settings.
Speci�cally, we present theWild-Mix Dataset, a synthetic dataset in which mixtures
consist of sources belonging to a variety of sound categories and are synthesized in
dynamic ways. We also present ASTNet, the �rst supervised learning model to uti-
lize multi-headed attention to tackle monaural source separation. We show that the
Wild-Mix Dataset is a challenging benchmark for evaluating model performance in
complex real-world scenarios and that ASTNet achieves the state-of-the-art perfor-
mance on the Wild-Mix Dataset.
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Chapter 1

Introduction

Figure 1.1: The monaural source separation process

1.1 Overview

Audio source separation has been a fundamental challenge for intelligent systems. Monaural
source separation is de�ned where only a single-channel audio recording of multiple sources
emitting audio signals simultaneously is available (Figure 1.1 (a)) and the goal is to extract
constituent audio signals emitted by each individual source(Figure 1.1 (b)). Given that single-
channel mixtures reveal extremely limited information about how constituent source signals
are combined together, monaural audio source separation presents one of the most challenging
scenarios of audio source separation.
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There has been signi�cant progress on monaural source separation approaches. In recent
years, data-driven, deep neural network-based models has been shown to outperform tradi-
tional models that are not data-driven[13, 14, 31, 32]. However, to our knowledge, existing
data-driven models are developed to tackle special cases of monaural source separation, since
such models are trained using datasets tailored for specialized separation problems such as
speech enhancement, speaker separation, and music instrument separation. These problems
assume that the sources come from limited number of categories. Additionally, most existing
datasets for source separation make many assumptions about mixture composition. For exam-
ple, these datasets assume that source signals always appear from the beginning and last until
the end of the mixture without any breaks and at most two sources of interest are present in
the mixture.

In order to explore how audio source separation fundamentally works, we believe that
source separation models should not only focus on these special cases, but also explore source
separation in real-world scenarios, where audio mixtures encompass a more comprehensive set
of sources beyond speech and music, and could be formed in more diverse ways. To this end,
we want to formalize the notion of such real-world scenarios by de�ning a set of standards and
crafting a comprehensive dataset featuring the real-world scenarios. Since existing models are
designed for the aforementioned special cases of source separation, we want to evaluate their
generalizability to the real-world scenarios by training them using the dataset we propose. Fur-
thermore, we want to develop novel models that could better adapt to the increased complexity
than existing models.

1.2 Contributions

Our research is therefore two-fold, we have made contributions to both dataset creation and
novel model design. Speci�cally, our contributions are:

• Formal de�nition of real-world scenarios for monaural source separation. We establish a
set of standards for emulating real world auditory scenes.

• Wild-Mix Datasets, which is a collection of synthetically created datasets featuring real-
world scenarios with diverse con�gurations. We use them to train and evaluate supervised
models.

• The library for synthesizing the Wild-Mix Datasets. We walk through its API and show
the example usage. We also introduce how its versatility could help researchers to create
arbitrarily many datasets with di�erent con�gurations that could be utilized by existing
or potential future research topics on monaural source separation.

• Attentive Spatio-Temporal Network (ASTNet), a neural network-based model that com-
bines recurrent units, dilated convolution, and multi-headed self-attention. It achieves
the state-of-the-art performance on the Wild-Mix Datasets.

• Thorough evaluation of competitive monaural source separation models and ASTNet on
both the Wild-Mix Datasets and TIMIT[9] speech separation datasets (speech enhance-
ment and speaker separation). We o�er an ablation study of how each components of our
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model contribute to its overall performance and present our observations on the robust-
ness of di�erent source separation models against variations in dataset complexity.

• We make the datasets and related implementations public12.

1.3 Thesis Organization
The thesis document is organized as follows: In Section 2, we introduce related work inclduing
important datasets and models that have been proposed for monaural source separation. In
Section 3, we de�ne real-world scenarios in more details, introduce the data collection process
and the data synthesis library for creating the Wild-Mix Datasets. In Section 4, we present
ASTNet and the intuition behind its design, presents the experiments setup, and analyze the
experiment result. Finally, in Section 5, we summarize the contributions of this thesis and
discuss future directions.

1Wild-Mix Datasets and synthesis library: https://github.com/A2Zadeh/WildMixDataset
2ASTNet+experiment pipeline: https://github.com/tianjunm/monaural-source-separation
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Chapter 2

Related Works

2.1 Datasets

2.1.1 Source Separation Datasets
There are many existing highly-quality datasets designed for training monaural audio source
separation models. Existing source separation datasets are specialized for certain tasks includ-
ing speech and music instrument separation. Examples of the most widely used datasets are:

CHiME-2 WSJ0 Dataset

The dataset is published for the 2nd ’CHiME’ Speech Separation and Recognition Challenge
[30]. It contains around 166 hours of English speech in a noisy room environment. The clean
speeches are based on CSR-I (WSJ0) Complete[15], where sentences (5,000 word in total) come
from Wall Street Journal texts. This dataset creates a suitable setting for speech separation
tasks as clean speeches are accompanied by background noises from room environments, and
it also provides noises outsided of the training set for evaluation purposes. The noisy speeches
are synthesized using clean speeches and background noises and all audio data are recorded as
16-bit, 16kHz waveforms [30].

TIMIT Acoustic-Phonetic Continuous Speech Corpus

TIMIT Speech Corpus provides speech data originally designed for speech recognition systems,
nevertheless, researchers �nd it a high-quality dataset for training speech separation models
as well, as mixed speeches could be synthesized using the clean speechs within the TIMIT
corpus[13, 14]. It contains 630 speakers speaking 8 di�erent dialects of American English, and
each speaker records 10 phonetically rich sentences. The speeches are recorded as 16-bit, 16kHz
waveforms[9].

AVSpeech

A large-scale audio-visual speech dataset developed by Google[5]. It contains 4700 hours of
speech videos spanning a variety of people, languages, and face poses. It is developed for build-
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ing multi-modal speech separation algorithms, but the audio-only portion of the dataset also
provides valuable resource for monaural speech separation.

MUSDB18

A high-quality dataset for music instrument separation. It is the �rst dataset targeted specif-
ically for multi-source separation where more than 2 sources of interest are present in the
mixtures. It contains 150 full-length music tracks of di�erent genres, along with their corre-
sponding drums, bass, vocals and others as ground truths[25].

2.1.2 Emulations of Source Separation in the Real World
Researchers have also devised many data augmentation techniques beyond existing datasets to
introduce more diversity and complexity to the datasets. Their works have also inspired our
formulation of the real-world scenarios. However, even though they have made existing datasets
more representative of realistic settings, these data augmentation techniques are only applied
to speech and music datasets. We will discuss how we extend real-world scenarios beyond these
�xed categories in more details in Section 3.

Uhlich Data Augmentation

Uhlich et al. have proposed a data augmentation technique using music instrument separation
datasets in [27]. Speci�cally, the authors have introduced the following manipulation of the
DSD100 Dataset (subset of MUSDB18):

• Random swapping left and right channel for each instrument.
• Random manipulation of the volumes of source signals.
• Random chunking of source signals.
• Random mixing of instruments from di�erent songs.

These manipulations break the originally rigid and static ways mixtures are formed by source
signals and establish the stepping stone for more complex manipulations.

Generalized Speech Enhancement

Pascual et al. also argue that speech datasets should be more generalized in they way that
mixtures are formed. Speci�cally, beyond what Uhlich et al. have proposed in their work, the
authors also present some additional data augmentation techniques:

• Clipping of speech data to create di�erent levels of distortion.
• Random re-sampling of speech waveforms.
• Synthetically generating whispered speeches.

These techniques further force speech separation algorithms to adapt to more challenging sce-
narios given the additional distortions and missing information from the input data. Even
though these techniques are specialized to speech data, we believe they provide valuable in-
sight to the design of the real-world scenarios as well.
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2.2 Models

2.2.1 Before the Pervasion of Data-Driven Approaches

The performance of recent data-driven approaches using deep neural network-based mod-
els have substantially exceeded that of earlier non-data driven models designed for monaural
source separation [13, 14, 20, 31, 32]. Nevertheless, we want to acknowledge some in�uential
works before deep learning became more accessible and prevalent since they have provided a
signi�cant amount of insight and guidance on the design of subsequent deep neural network-
based approaches.

Gaussian Mixture Model

Gaussian scaled mixture model (GSMM) is a statistical model proposed by Benaroya et al. for
monaural audio source separation. They present the idea of using adaptive Wiener �ltering
during the derivation of maximum a posteriori and posterior mean estimates of the sources[1],
and their work has in�uenced both feature engineering techniques for audio mixtures [18] and
the design of supervised learning models utilizing adaptive �ltering[16].

Non-negative Matrix Factorization

An in�uential unsupervised technique using non-negative matrix factorization (NMF) is pro-
posed by Tuomas Virtanen along with a cost function that favors temporal continuity and
sparseness of source signals and has demonstrated the e�cacy of �nding the low-rank represen-
tations of reference sources with prede�ned constraints. The application of NMF to monaural
source separation not only provides mathematical interpretability to the separation process but
has also been incorporated in many subsequent works using deep neural networks [8, 17, 20].

2.2.2 Multilayer Perceptron (MLP)

With the availability of large-scale datasets and increasing computational power, researchers
are able to extensively study application of deep learning on monaural audio source separa-
tion. In this section, we introduce some representative works that incorporate deep multilayer
perceptron, the most basic and essential type of deep neural network, into their model design.

DNN

Wang et al. proposed DNN-CRF, one of the �rst works that uses deep learning and shows the
superior performance of deep neural networks in monaural source separation compared to sta-
tistical or non-data-driven models[32]. Their work argue that acoustic features are intrinsically
not linearly separable, so DNNs, which models non-linearity, are ideal candidates for audio
signal processing.
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Autoencoder Based Source Separation (AESS)

[20] Osako et al. take inspiration from NMF models and incorporate deep multilayer percep-
trons in the design of AESS, an autoencoder which models a dictionary that encodes target
sources with higher expressiveness than NMF’s low-rank representations. By e�ectively com-
bining the idea of source representation and deep neural networks that model non-linearity,
their autoencoder takes the best from both worlds and is shown to substantially outperform
NMF [20].

2.2.3 Convolutional Neural Networks (CNN)
The time-frequency representation of audio data prompts researchers to exploit the rich visual
information within spectrograms by adopting convolutional neural networks.

Redundant Convolutional Encoder Decoder (R-CED)

Park et al. propose R-CED, a fully convolutional autoencoder-based model for monaural source
separation, and besides that it could model speech enhancement performance better than DNNs,
it requires much less parameters to reach superior performance[22]. Many variations of such
convolutional autoencoder-based models have been studied thereafter given their e�ectiveness
in modeling audio data with time-frequency representations[12, 21].

2.2.4 Recurrent Neural Network (RNN)
Researchers have also noticed that DNNs are sub-optimal candidates for modeling audio data
in that DNNs focus on segments of acoustic features without capturing much temporal depen-
dency within audio streams [31]. Models with recurrent structures thus come to rescue as they
are known for their ability to build connections among timesteps.

Deep Recurrent Neural Network (DRNN)

Huang et al. o�ers systematic study of the application of RNNs to monaural source separation.
They thoroughly compare DNNs with di�erent variations of RNNs including DRNN, a deep
feed-forward neural network with one intermediate layer of recurrent connection, and stacked
RNN, which is a deep neural network with stacked recurrent layers. It is shown that stacked
RNNs are able to capture temporal dependency of audio streams and outperform both NMF and
DNN-based models on speech enhancement and speaker separation.[14]

Long Short-time Memory (LSTM)

Even though RNNs are e�ective at capturing temporal dependency, they su�er from the well-
known vanishing and exploding gradient problem during back propagation through time [2].
This is especially problematic for source separation as input audio could be arbitrarily long.
Therefore, LSTM becomes a more suitable recurrent structure for modeling audio as there is a
memory component to it that enables it to capture long-term temporal depency. The superiority
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of LSTM-based models are illustrated by Chen et al. in their study of the e�ectiveness of stacked
LSTM layers for speaker separation[3].

2.2.5 Combination of CNN and RNN
Both CNN and RNN-based models are shown to be very e�ective, but which one is intrinsi-
cally more suitable for monaural source separation is still an open question. More recently,
researchers have also tried to blend two fundamental designs in model development.

EHNet

Zhao et al. argue that better models should capture both temporal and spectral information from
the audio input. Therefore, they propose EHNet, a purely data-driven deep neural network-
based model for speech enhancement. EHNet contains three components: a CNN-based com-
ponent that exploits spatio-temporal information from spectrograms, a LSTM-based compo-
nent that models complex long-term temporal dependency within the audio input, and a fully-
connected component for generating the spectrograms of clean speech[35]. A similar model
which uses dilated convolutional layers in the CNN-based component is used as the audio-only
component in Google’s multimodal audio source separation model [5] and is shown to achieve
state-of-the-art performance in audio-only speech separation tasks as well. Such combination
of RNN and CNN-based structures have also greatly inspired our model design, which we will
explicate in Section 4.

9
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Chapter 3

Dataset Construction

3.1 Introduction

Data-driven models for monaural source separtion have demonstrated substantial performance
improvement in comparison to traditional statistical or unsupervised approaches. However, the
scope of monaural source separation has always been limited to certain special cases such as
speech enhancement, speaker separation, and music instrument separation. Given the potential
of more powerful models, wouldn’t a more generalized monaural source separation scenario
be an interesting problem to investigate as well? We denote the generalized scenario we are
referring to as real-world scenarios. Intuitively, such scenarios encompass all types of sound
we hear in our day-to-day life (e.g. birds chirping, cars passing by, and keys jangling), beyond
speci�c ones such as speech and musical instruments.

Existing datasets do not re�ect the complexity of the real-world scenarios, as the sources are
always from a �xed set of categories, namely human speech with speci�c types of background
noise or a handful of musical instruments. The mixtures within the existing datasets are also
synthesized in the same way: there are always a �xed number of sources present in the mixture,
the source signals are recorded using the same microphone setting, and they have the same du-
ration as the mixture. Even though here have been some works that design data augmentation
methods to synthesize mixtures in more dynamic manners, the resulting datasets still feature
the special cases mentioned previously.

Therefore, in order to investigate monaural source separation in real-world scenarios, we
need to formalize this idea and create the corresponding datasets. To do that, we �rst present
the notion of real-world scenarios, which de�nes a set of standards that we want a synthetic
dataset to meet so that it could be be considered an emulation of the real world. Then, we
carry out the dataset creation process to meet those standards. Speci�cally, we have adopted
the AudioSet ontology and manually selected a representative subset of data within AudioSet,
and have created a versatile synthesis library to help us build the Wild-Mix Datasets, which is
a collection of synthetic datasets featuring the real-world scenarios.

For the rest of this chapter, we will begin by explicating real-world scenarios in Section 3.2.
Following the de�nition, we introduce the steps we have taken to create datasets that meet the
standards of real-world scenarios, including the audio data collection which will be detailed in
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Section 3.3 and the dataset synthesis library which will be introduced in Section 3.4. Finally,
we will showcase the result datasets in Section 3.5.

3.2 Real-World Scenarios
So, what are the real-world scenarios that we’ve been mentioning from the beginning? They are
a set of desired properties that we want a monaural audio source separation dataset to have to
be representative of complex auditory scenes in the real world.

Girin et al. have proposed what real-world scenarios should look like for multi-channel
source separation. Speci�cally, they argue that datasets re�ecting real-world scenarios should
be created in an into-the-wild fashion, where for each audio mixture, sources and microphones
are not always physically static, the number of sources could be varying, the sources could be
spatially di�use, and microphone arrays should not be standardized[11]. Even though these
speci�cations are designed for multi-channel source separation, beside the requirement for
more arbitrary settings of microphone arrays, the other three are directly applicable to the
monaural case.

Drawing inspirations from both the into-the-wild formulation and the data augmentation
techniques introduced in Chapter 2 [23, 27], we propose the standards that monaural source
separation datasets should meet in order to feature real-world scenarios: diversi�ed source sig-
nal acquisition, arbitrary mixture composition, and arbitrary mixture heterogeneity. We will
discuss each of them in detail from Section 3.2.1 to Section 3.2.3.

3.2.1 Diversi�ed Source Signal Acquisition

As we have mentioned previously, the existing datasets for special cases of monaural audio
source separation impose many assumptions on how source signals are recorded. We aim to
remove as many of these assumptions as possible by:

• de�ning a larger ontology for audio data, that is, ensuring that sources come from a much
more diverse set of categories beyond speech and musical instruments,

• encouraging variegated microphone settings including the intrinsic parameters of record-
ing device and the physical setup of recording environment

• encouraging variations in the volumes of source signals

3.2.2 Arbitrary Mixture Composition

Having mixtures formed in more complex ways is also crucial in emulating real world audi-
tory scenes. Arbitrarity in the composition of mixtures are enforced by making the following
parameters variable:

• source count: there could be more than two sources present in audio mixtures and the
number of active sources within di�erent segments of mixtures could also vary

• source appearance: in the audio mixtures, source signals should not always last from the
beginning to the end but could also occur at random intervals within the mixture
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• source segmentation: source signals could be cut into multiple chunks with adjustable
levels of granularity and mixtures could contain any one or more chunks of the segmented
source signal

3.2.3 Arbitrary Mixture Heterogeneity
Di�erent levels of heterogeneity of source signals within mixtures is enforced by making the
following parameters con�gurable:

• source selection: within the same dataset, di�erent mixtures could contain sources from
di�erent categories

• category scope: the scope of all possible source categories should be adjustable
• mix method: within every audio mixture, the constituent sources can all come from dis-

tinct categories, identical categories, or a hybrid of these two cases
Given the practical di�culties of recording large-scale audio mixtures and their constituent

sources manually, we decide to build synthetic datasets that meet these standards. Diversi�ed
source signal acquisition imposes requirements on the diversity of individual sources and their
recording process. Arbitrary mixture composition and heterogeneity, on the other hand, em-
phasizes the versatility of the synthesis process. Therefore, we design and carry out an audio
data collection process to tackle diversi�ed source signal acquisition and we build a library for
dynamic mixture synthesis to make sure that the resulting datasets embrace arbitrary mixture
composition and heterogeneity. As a result, we are able to create datasets featuring real-world
scenarios with the properties illustrated in Table 3.1.

Uhlich et al. SEGAN Wild-Mix
Ontology musical instruments speech diverse
Variegated microphone setting ✔

Variation in source volume ✔ ✔

Adjustable source count ✔

Adjustable source appearance ✔ ✔

Adjustable source segmentation ✔ ✔ ✔

Con�gurable source selection ✔ ✔

Con�gurable category scope ✔

Con�gurable mix method ✔

Mixed sample rate ✔

Synthetic sound ✔

Publicly available? ✔

Table 3.1: Comparison of properties of di�erent synthetic datasets.

3.3 Audio Data Collection
In order to make sure that the acquisition of source signals is indeed diversi�ed, we have to
de�ne a comprehensive ontology, record audio data using di�erent types of equipment, set
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up numerous di�erent recording environments, and make sure that audio signals are recorded
with di�erent volumes. Theses requirements makes Google’s AudioSet a great choice for us
to obtain the source signals. AudioSet de�nes a comprehensive ontology for real world audio
events and o�ers large-scale audio data annotated from Youtube videos[10]. Therefore, Au-
dioSet encompass the diversity requirement for both the categories of source signals and their
recording process.

There is one caveat in directly using AudioSet as the basis for synthesis: even though more
variations is favored during the source signal recording process, too much uncertainty would
compromise our knowledge or the quality of the source signals and thus a�ect the synthetic
dataset. To counter this, our data collection involves a veri�cation process that �lters out data
that we consider problematic from the AudioSet. We will start by introducing the AudioSet in
Section 3.3.1, and then describe the dataset veri�cation process in Section 3.3.2.

Figure 3.1: The AudioSet ontology.
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3.3.1 AudioSet Ontology

We found Google’s AudioSet (Figure 3.1, source: [10]) to have the largest ontology available
online. AudioSet also saves us a lot of work in de�ning an ontology and obtaining diversi�ed
audio data.

The AudioSet establishes an audio ontology with 527 source categories, and each category
contains hundreds of machine-annotated audio clips selected from YouTube videos, totaling 2.1
million videos with 5.8 thousand hours of audio [10]. The scale of AudioSet and the fact that
audio data come from Youtube videos which are recorded using di�erent microphone settings
in a variety of environments ensure that the source signals are acquired in a diverse fashion
and could serve as a solid basis for creating synthetic datasets featuring real-world scenarios.

3.3.2 Data Veri�cation

We have to put extra care, though, on the veri�cation process, in that the intrinsic diversity of
audio data from AudioSet introduces potential ambiguity in data labeling. There are mainly two
common problems that require further attention and we have to make sure the source signals
we use for synthetic dataset creation are free of those problems.

First of all, AudioSet contains audio data labeled with more than one categories. Mixtures
in our datasets should be synthetically created, so that we have perfect knowledge about the
categories of the source signals and the ground truth information for source separation algo-
rithms. Therefore, it is not desirable for source signals to be mixtures themselves, and it is
thus necessary to avoid using such data as the basis for dataset synthesis. What’s more, there
are also a signi�cant amount of data with single label but actually contain multiple sources.
For example, an audio clip with label "barking" might contain background noise such as people
talking. Therefore, we should not let our guard down during the veri�cation process even when
source clips have single labels.

Figure 3.2: AudioSet data re-annotation

Second, data with only one source might also contain a considerable amount of silence. This
type of data should be discarded or re-annotated since they are not characteristic of whatever
its label suggests. For example, a 10-second audio clip labeled with bird chirping with 8 seconds
of silence should be re-annotated, as illustrated in Figure 3.2. What’s more, another reason for
this extra step of precaution is that lengthy silence also creates complications for the adjustable
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source segmentation property introduced in Section 3.2.2, in that randomized segmentation of
such data will very likely capture silence instead of the sound event suggested by its label.

Therefore, we have stipulated the following rules for conducting a manual veri�cation pro-
cess of data from AudioSet, before we synthesize the �nal datasets:

• Discard audio data with multiple labels.
• If an audio clip has a single label, but contains unlabelled sources, either discard it or

re-annotate the clip with the start and end timestep (at least 1 second) where only the
labeled source is present.

• If an audio clip is predominated by silence, annotate the start and end timestep (at least 1
second) so that the annotated clip does not contain an unacceptable amount of contiguous
silence, which is usually contained within half a second.

Given the amount of manual work to perform the veri�cation on the entire AudioSet, we
only select a subset of sound categories that we think are most representative of the real world
and performed veri�cation on one hundred audio clips for each category. The veri�cation pro-
cess is strictly conducted by a well-trained group of students at Carnegie Mellon University. We
have around 60 categories annotated, and selected 30 categories from them for experimentation
purposes (Table 3.2 ). Within each category of the veri�ed AudioSet, 80% of data are reserved
for training, 10% are reserved for validation, and 10% are reserved for testing.

Firetruck Siren Violin Male Speech
Church Bell Flute Child Speech

Telephone Bell Ring Acoustic Guitar Applause
Keys Jangling Piano Duck

Typing Female Singing Bark
Writing Trumpet Bird
Shaver Sxaophone Engine

Vacuum Cleaner Snare Drum Water
Chainsaw Tambourine Wind
Fireworks Baby Laughter Knock

Table 3.2: 30 categories selected for synthetic dataset creation.

3.4 Dataset Synthesis

Given that it’s infeasible create datasets featuring real-world scenarios by manually recording all
the mixtures along with their constituent sources, dataset synthesis is the most cost-e�ective
alternative. Therefore, we build a versatile dataset synthesis library and makes it easy to create
datasets with arbitrary mixture composition and heterogeneity described in Section 3.2.2 and
3.2.3. We �rst walk through the APIs of the library to show how it facilitates the process of
creating quali�ed source spearation datasets featuring real-world scenarios. In the end, we then
demonstrate the Wild-Mix Datasets, a collection of synthetic datasets based on the veri�ed data
from AudioSet.
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3.4.1 Library APIs

We have de�ned a set of standards that datasets need to meet in order to be considered repre-
sentative of the real-world scenarios. Diversi�ed source signal acquisition is mostly taken care
of by the AudioSet besides arbitrary volume adjustment, and it is the data synthesis process
that ensures the arbitrarity in mixture composition and heterogeneity of the resulting synthetic
dataset.

Arbitrary mixture composition speci�es that there should be variations in source count, the
timestep that a particular source signal appear in the mixture, and the way source signals are
segmented. Arbitrary heterogeneity requires the synthesis process to allow the selection of the
categories of sources for each mixture, make it possible to de�ne what categories could be con-
sidered, and alter between di�erent mix methods. As a result, our library allows the following
parameters to be customized with di�erent levels of granularities to synthesize datasets:

• source volume:
"original", source signals will be taken unmodi�ed
"normalized", all the source signals will be normalized to the same loudness
levels according to the EBU R 128 recommendations
"random", all the source volumes are randomized after they are normalized to
same loudness levels according to the EBU R 128 recommendations

• source count:
count, an integer value that speci�es the number of sources each mixture contains
(lo, hi), an integer tuple representing the minimum and maximum number of
sources to appear in the mixtures

• source appearance:
(start_low, start_high), an integer tuple representing the lowerbound
and upperbound on the timestamp at which each source signal could appear within
the mixture
if "random" is given, the source signals will appear at random positions within
the mixture

• source segmentation:
(start_low, start_high, duration_low, duration_high), an in-
tegter tuple representing the lowerbound on the segment starting timestamp, the
upperbound of the segment starting timestamp, the lowerbound on the segment
duration, and the upperbound on the segment duration, respectively
if "random" is given, segments will be taken randomly from the source signals

• source selection:
[id_1, id_2, ...] a list of integers specifying the IDs of audio data within
each category that the mixtures could choose from (currently, there are 100 source
clip within each veri�ed category, and a the number of clips reserved for train, val-
idation, or test set is pre-de�ned).
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if "random" is given, the source clip is selected randomly from all clips within the
category (with the constraint of train, validation, and test set speci�cation)

• category scope:
filename is the path to a JSON �le listing the possible categories that a dataset
could sample source clips from.
num_categories, an integer representing the desired number of categories that
a dataset sample source clips from. If the number is given instead of �le path, the
dataset will randomly select that many categories from all possible categories avail-
able in the veri�ed AudioSet.

• mix method:
"interclass", each source come from a di�erent category
"intraclass", all the sources come from the same category
"hybrid", there could be zero or more sources that come from the same category

• mixture duration: duration, an integer representing the duration of mixtures in sec-
onds. Currently, we only support �xed

• dataset size: (train_size, val_size, test_size), a integer tuple represent-
ing the size of training data, validation data, and test data in the generated dataset. With
pre-de�ned train/validation/test split of the veri�ed AudioSet data, these sizes could be
arbitrarily large given that we are creating a synthetic dataset.

3.4.2 Example Usage
This is an example of a particular use case of the API. It is used to create part of our datasets
for experimentation.

python datagen.py
--source_volume original \
--source_count 2 \
--source_appearance random \
--source_segmentation (0, 4, 2, 4) \
--source_selection random \
--category_scope 10category.json \
--mix_method interclass \
--mixture_duration 4 \
--dataset_size 20000

Using the speci�cation above, the following process (Figure 3.3) is probably happening un-
der the hood: one 4-second mixture is created by taking two random segments from two source
signals and each segment appear randomly within the mixture. The part where they overlap
will be added together.

The generated datasets are stored as comma-separated values (CSV). Each row of the dataset
�le contains the following information:

• �lename: the �lename to identify a particular audio �le from the veri�ed AudioSet
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Figure 3.3: An example of the data synthesis process.

• source start: the starting timestamp of the segment within the source clip
• source end: the ending timestamp of the segment within the source clip
• source signal duration: the duration of the source clip segment
• mixture timestamp: the timestamp from which the segment starts within the mixture
• volume multiplication factor: a number between 0 and 1 that gets multiplied with the

source clip segment before it is added to the mixture
• category: the category of the source, used for bookkeeping
During training, the CSV �le is loaded by a PyTorch and the mixtures are created on-the-�y.

This design enables fast modi�cations of datasets, saves tremendous amount of storage space,
and is shown to be faster than loading data from the disk when the mixtures are pre-generated
and are stored on disks.

3.5 Wild-Mix Datasets and Beyond

We have created a comprehensive set of datasets for the experiments. We �rst present the
Wild-Mix Datasets, a collection of datasets created using the veri�ed AudioSet data and di�er-
ent synthesis con�gurations. For additional studies, we have also used the synthesis library
to create TIMIT-based speech separation datasets featuring speaker separation and speech de-
noising scenarios.

3.5.1 Wild-Mix Datasets

Wild-Mix Datasets are created using di�erent synthesis con�gurations. These datasets collec-
tively form a comprehensive benchmark for evaluating models under the real-world scenarios.

Speci�cally, we decided to �rst �x our scope of source categories to a pre-de�ned 10-category
subset of the 30 categories we selected from the veri�ed AudioSet for experiment purposes.
Even though creating datasets using larger category scopes is feasible, we selected 10 to pre-
serve the complexity while maintaining the quality of separation result across models. We also
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�xed the source volume parameter to be original, as variance of source volumes is already
high in the veri�ed AudioSet. We create datasets with 2, 3, 5 sources, segmented and placed
within mixtures randomly. For each di�erent source count (2, 3, or 5), we create three datasets
that use inter-class, hybrid, and intra-class as mix methods. For additional experiments, we
only created one additonal dataset using 5 and 30 as the category scope, respectively. For these
two additional datasets, we �xed the source count to be 2 and mix method to be inter-class. All
of the datasets contain a training set with size 20k and a validation set with size 2k. In total,
Wild-Mix Datasets encompass 11 con�gurations in total. Wild-Mix Datasets meet the standards
of real-world scenarios given the variety o�ered by these 11 con�gurations.

3.5.2 Speech Datasets
We believe incorporating classic scenarios into our experiments will o�er more fairness to the
experiments as we are not only using our own datasets for evaluating model designs. We chose
speaker separation and speech denoising since they are two of the most frequently studied
problems in the source separation community.

The speech data come from the TIMIT Acoustic-Phonetic Continuous Speech Corpus [9].
Since the TIMIT corpus only contains clean speech, we need to generate speech separation and
denoising scenarios by creating synthetic datasets.

For both datasets, we respect the original train/validation split of the TIMIT speech dataset.
The speaker separation dataset is created by randomly combining segments of speech from two
di�erent source speeches, and the speech denoising dataset is created by overlapping source
speeches with noises randomly sampled from the veri�ed AudioSet. Both datasets have a train-
ing set with size 23.1k and a validation set with size 8.3k since the original TIMIT speech dataset
contains 4620 source clips for training and 1680 source clips for validation, and each speech is
mixed with 5 other speeches or noises for the synthetic speaker separation dataset and speech
denoising dataset. respectively.
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Chapter 4

Modeling

4.1 Introduction
In recent years, many deep neural network-based models have been proposed to tackle monau-
ral audio source separation and they have been shown to perform substantially better than
traditional non-data-driven approaches[13, 14, 32]. However, they are designed for specialized
source separation tasks such as speech enhancement, speaker separation, and music instrument
separation, and how they would perform given more complex real-world scenarios still requires
further investigation.

Nevertheless, the success of deep neural network-based models also motivates us to inves-
tigate novel model designs. Many aspects are involved in designing supervised learning algo-
rithms, including but not limited to feature engineering, objective function design, and neural
network modeling. In the scope of our work, we will choose appropriate feature engineer-
ing and objective functions, while primarily focusing on innovating neural network modeling.
We present the Attentive Spatio-Temporal Network (ASTNet), which is the �rst model to utilize
multi-headed self-attention for monaural audio source separation.

We evaluate existing best-performing models on the Wild-Mix Datasets featuring real-world
scenarios and investigate their robustness against increased complexity in the source separation
tasks. We also show that ASTNet achieves the state-of-the-art performance among all of its
competitors on the Wild-Mix Datasets. We will conduct additional studies regarding ASTNet’s
performance on specialized source separation tasks using TIMIT-bsaed datasets featuring the
speech enhancement and speaker separation scenarios.

We start by introducing the audio data descriptor (feature engineering) we use in section 4.2.
We discuss the training target and objective function settings in section 4.3. We then present
the design of oASTNet in section 4.4. Finally, we will explicate our experimental setup in section
4.5 and analyze the experimental results in section 4.6.

4.2 Audio Data Descriptor
Appropriate feature engineering is essential to successful data-driven models. PCM, usually
encoded in the WAV format, is the most common digital representation of audio. However, in
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our work, we will use spectrograms, which can be obtained by transforming PCM data, as our
audio descriptor. We will introduce both representations in the following sections and explain
the reason behind our choice.

4.2.1 Pulse Code Modulation (PCM)

Figure 4.1: Pulse Code Modulation (PCM) audio: an analogical signal is represented by 25 sam-
ples with 4 bits each, adopted from Fabbri et al. [7]

Audio signals are most commonly represented as in the form of PCMs, also referred to as
the audio waveform. Digital systems encode PCMs using discrete samples along the analogical
signal, as illustrated in Figure 4.1. There are two parameters for the digital encoding: sample
rate for the resolution of the encoded PCM and number of bits for encoding the amplitude
range of the signal. All the datasets we use in this work are digitally encoded PCMs in the WAV
format with sample rate 16kHz and 16-bit samples.

4.2.2 Spectrogram

Spectrogram is one of the most frequently adopted time-frequency representation of audio data
for signal analysis. Spectrograms have both real and imaginary components, encoding the mag-
nitude and the phase information of the original signal, respectively. It is also more expressive
than audio waveforms since besides the time dimension (x axis), it also has a frequency di-
mension (y axis), and each time-frequency bin contains both the corresponding magnitude and
phase information. A visualization of spectrogram is given in Figure 4.2. Spectrograms make
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distinctive graphical patterns of di�erent timbres within an audio mixture explicit and are thus
especially suitable for source separation tasks.

Figure 4.2: Spectrogram of a speech signal with breath sound, adopted from Dumpala et al.[4]

We obtain spectrograms by applying Short-time Fourier Transform (STFT) to 16-bit, 16kHz
audio waveforms. We used the librosa [19] library for this conversion with window size 256 and
hop length 196. This process is visualized in Figure 4.3, where we convert a 4-second speech
waveform to its corresponding time-frequency representation using STFT.

Figure 4.3: STFT conversion

There are many other time-frequency representations for audio data, including but not lim-
ited to MFCC, LOG-Mel, and MRCG [31]. Some of these representations reveal richer infor-
mation than spectrograms. We chose to represent audio in the form of spectrograms for the
following reasons: �rst, it’s the most commonly adopted audio representation of existing works,
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so it allows us to base our approach on many existing appraoches and compare with them more
easily. Second, there’s a trade-o� between feature representation and learning machine [31],
where the best feature puts almost no demand on model capability, while an oracle machine
might excel with no feature engineering at all. We believe spectrograms obtained using STFT
strike a nice balance between them by enabling learning machines to generate decent result
while keeping separation challenging.

4.3 Objective Functions
There are two essential problems to address in the design of our objective function. First, we
have to specify the target of optimization. Second, we need to circumvent the multi-source
alignment problem during supervised training.

4.3.1 Training Targets
Since we are using spectrograms, the monaural source separation models are trained using the
mixture spectrogram as the input and multiple source spectrograms as the ground truth labels.
The model should simultaneously predict all of the separated sources. However, during the
training process, the training targets do not necessarily need to be the source spectrograms.
There are three main types of training targets that researchers have used to train spectrogram-
based models: masking-based targets, mapping-based targets, and signal approximation-based
targets [26]. There exist an ideal complex ratio mask (cIRM) for each source, and the spec-
trogram of each source can be recovered by applying each mask to the mixture spectrogram
with point-wise multiplication. This ideal mask can be calculated based on the the mixture
spectrogram and its corresponding source spectrograms. In the masking-based approach, the
ideal mask is pre-calculated for each pair of mixture and sources and is used as the training
target. In the mapping-based approach, the source spectrograms are directly used as the train-
ing target. We adopt the signal approximation-based approach, where while we use the source
spectrograms as training targets, the model does not directly approximate the source spectro-
grams. Instead, the model �rst predicts the complex ratio masks to be applied to the mixture
spectrogram, and the loss is then calculated between the source spectrograms and the results
of applying each predicted masks to the spectrograms. This process is illustrated in Figure 4.4,
where Ŝ is the approximated source, M the predicted mask, and Y the mixture.

Figure 4.4: The signal approximation-based target, M
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We formalize the signal approximation-based approach by �rst looking at the representation
of spectrograms. Spectrograms obtained using STFT contain both the real and the imaginary
parts, and they represent the magnitude and phase information, respectively. We utilize the
complex component so that the phase information of audio data could also be modeled, which is
shown to increase model performance than modeling the magnitude information alone [5, 33].
Using the signal approximation-based approach, we denote the source spectrogram (ground
truth) as S, the approximated source spectrogram as Ŝ, the predicted mask as M , and the input
mixture spectrogram as Y . To incorporate both magnitude and phase information, we optimize
the real and imaginary components separately [26]. We �rst decompose each component as
follows:

Ŝ = M ∗ Y (4.1)

Each spectrogram can be further decomposed into its corresponding real and imaginary com-
ponents:

Y = Yr + iYi (4.2)
M = Mr + iMi (4.3)
Ŝ = Ŝr + iŜi (4.4)

Then, we can approximate Ŝ using the predicted M as follows:

Ŝ = M ∗ Y (4.5)
= (Mr + iMi) ∗ (Yr + iYi) (4.6)
= (MrYr −MiYi) + i(MrYi +MiYr ) (4.7)

By equation (4.4), we have:

Ŝr = MrYr −MiYi (4.8)
Ŝi = MrYi +MiYr (4.9)

We use total Euclidean distance (L2 norm of the di�erence between the target and the ap-
proximated spectrogram) between the ground truths and the approximated source spectro-
grams, for both the real and imaginary components as the loss metric. Therefore, for each
source S of an input mixture spectrogram Y with the predicted mask M , the loss is de�ned as

S =

1

Nseq ⋅ Nf req

⋅ (||Ŝr − Sr ||2 + ||Ŝi − Si ||2) (4.10)

=

1

Nseq ⋅ Nf req

⋅ (||(MrYr −MiYi) − Sr ||2 + ||(MrYi +MiYr ) − Si ||2) (4.11)

Note that we are normalizing the loss with the number of time-frequency bins (Nseq ⋅ Nf req)
within each spectrogram. This quantity is the same for every data point within the dataset.
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Since we are training the models using mini-batches, for each mini-batch, the model is
trained by optimizing against:

batcℎ =

1

Nbatcℎ ⋅ Nsources

∑

Y

∑

S

S (4.12)

This is the averaged total loss with respect toNbatcℎ, the batch size andNs , the number of sources
within the mixtures.

4.3.2 Permutation-Invariant Training
Even though the source signals within audio mixtures do not intrinsically form an ordered set,
an implicit and arbitrary ordering among them is imposed by the supervised learning setting.
More speci�cally, during the dataset creation process, since each source is randomly selected
to appear in the mixture, the indexing of sources in the label(the ground truths for the sep-
arated result), is arbitrary. For example, there might be multiple mixtures containing speech
and dog barking, but the corresponding ground truths could be ordered as speech followed by
dog barking or the other way around. This creates confusion for the model as given a dataset
that imposes an indexing of the ground truths for each misture, the model is trained to not
only separate the sources but also respect their indexing. However, the randomness within the
ground truth ordering makes accurate prediction impossible.

In order to circumvent this issue, we are adopting the idea of permutation-invariant training,
proposed by Yu et al. [34]. The idea is to calculate the loss using every permutation of the in-
dexing of the predicted sources and pick the permutation that results in the minimum loss. This
operation ensures that the arbitrary indexing of within each label will not matter during the
training process. It clearly does not scale with increasing number of sources, but is su�ciently
fast for our experiments given that our datasets contain at most 5 sources. Given s sources, the
Hungarian algorithm is the fastest known algorithm since it �nds the best permutation within
O(n

3
) time. It should be adopted as an alternative implementation for permutation-invariant

training for future source separation settings with large s.

4.4 Model Design
Better neural network design is the core of a more successful data-driven approach for monau-
ral source separation. Existing models have identi�ed the importance of utilizing temporal
dependency within audio data and have shown that recurrent models introduce signi�cant per-
formance improvement [13, 14]. Other works also explored the potential of exploiting the rich
visual information o�ered by spectrograms using convolutional layers [12, 21]. We discover
another factor that we deem essential to better performance: the ability to utilize more useful
contextual information. Our proposed model design, ASTNet, is able to utilize dynamic contex-
tual information using multi-headed self-attention, the main technique used in the transformer
model for sequence to sequence modeling [28].

We will start by showing the overall architecture of the ASTNet. We will then discuss each
component within the ASTNet and their functionalities in more details in the subsequent sec-
tions.

26



4.4.1 Overall Architecture

Figure 4.5: Overall architecture of the ASTNet.

We present the Attentive Spatio-Temporal Network (ASTNet), and its architecture is illus-
trated in Figure 4.5.

Each mixture spectrogram with Nseq × Nf req time-frequency bins is �rst fed into spectral
embedding, a CNN-based embedding component, then into contextual hinting, a component for
emphasizing contextual information using positional encoding and multi-headed self-attention,
and �nally to temporal decoder that utilizes temporal dependency in the decoding process. The
output of the model contains the complex ratio mask for each source, and the source spectro-
grams are approximated using these complex ratio masks according to the signal approximation
approach mentioned in Section 4.3.1.
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4.4.2 Network Components

We elaborate each component of the ASTNet with more details. We will discuss them in the
order they appear in the overall architecture, from input to output. Throughout the model,
ReLU is used after each linear layer as the non-linear activation function.

Spectral Embedding

We have discovered that many existing models are utilizing convolutional neural network
(CNN) given that it is able to extract useful visual features from the time-frequency repre-
sentation of audio data.

In our case, the spectral embedding within ASTNet contains deep convolutional sub-layers,
as illustrated in Figure 4.6. Each sub-layer contains a dilated convolution layer followed by
a batch normalization layer. The last convolutional layer is followed by a linear layer before
exiting the spectral embedding component.

Figure 4.6: The spectral embedding.

Figure 4.7: An example intermediate output before the last linear layer.
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The input to the spectral embedding are both the real and imaginary components of the mix-
ture spectrogram with Nseq × Nf req time-frequency bins, and the output of the spectral embed-
ding is a tensor with size Nseq by d , where d is the encoding size for the subsequent contextual
hinting component.

We argue that the outputs of the spectral embedding function similarly as a dictionary in
an autoencoder. Given a mixture spectrogram, it generates a set of feature decompositions
of the mixture. These decompositions o�er richer information regarding the composition of
the mixture for the following layers in the network than the mixture spectrograms alone. An
example of the decompositions of the mixture containing violin and dog barking is obtained
by visualizing the intermediate output before it goes into the �nal feed-forward layer of the
spectral embedding, as shown in Figure 4.7.

Contextual Hinting

The contextual hinting utilizes multi-headed self-attention. The internals of the component is
illustrated in Figure 4.8:

Figure 4.8: The contextual hinting.

The input to the contextual hinting is the output of the spectral embedding with dimension
Nseq by d . The output of the contextual hinting is a condensed representation of the result of
applying multi-headed self-attention. The output has the exact same dimension as the output
from the spectral embedding.

Intuitively speaking, when human auditory system tries to disambiguate sources from mix-
tures, it tends to recognize and replay individual source signals after hearing the entire input
signal, instead of solely relying on previous timestamps to make decisions. Similarly, segments
within a mixture where only a single source is present provide auditory cues for the model
when it tries to separate overlapping sources.
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We argue that multi-headed self-attention helps the model to pay attention to these contex-
tual cues during the source separation process. Multiple attention heads provide great �exibility
in the model’s ability to focus on di�erent areas within the input, especially given that there are
multiple sources present in the mxiture and there are also multiple decompositions provided
by the spectral embedding.

Figure 4.9: Visualization of multi-headed self-attention

The multi-headed self-attention mainly usesQ andK , the query and key vectors, to calculate
attention scores for di�erent representation subspaces. We discover that the attention vectors,
obtained using

softmax(QK
T

√

d

)

, align with our speculation that during a segment that is congested (the most overlapped seg-
ment within the mixture), the attention vectors help our model to focus on the less congested
segment with respect to di�erent sources. This is illustrated by an example in Figure 4.9, the
most congested region is marked by a segment starting from timestemp t and ending at t ′,
where both source A and source B are present. According to the visualization, one of the atten-
tion vectors is helping each frame between t and t

′ to focus on the segment where only source
A is present, the other is helping each frame to focus on the segment where only source B is
present.

Temporal Decoder

The ability to capture long-term temporal dependency has been shown to be extremely impor-
tant in building better source separation models, as evidenced in [13, 14]. Therefore, the tem-
poral decoder is based on Long Short-term Memory (LSTM), which not only models temporal
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dependency but also prevents the problem of exploding or vanishing gradients during BPTT,
a problem that often occurs in vanilla RNNs [2, 3]. The internals of the temporal decoder are
illustrated in Figure 4.10:

Figure 4.10: The temporal decoder

The input to the decoder is the output from the contextual hinting component with dimen-
sion Nseq by d . The outputs of the decoder are the estimated complex ratio masks to be applied
to the mixture for approximating source spectrograms.

4.5 Experiment Setup

We thoroughly evaluate the models using bothWild-Mix Datasets that feature real-world scenar-
ios and TIMIT-based speech separation datasets that feature speech enhancement and speaker
separation scenarios. We investigate how the existing models respond to the increased com-
plexity of the datasets.

We keep the feature engineering and objective function settings consistent for all of the
models. We only use the training and validation set of each dataset since no cross-validation is
conducted.

Since the idea of simultaneously separating multiple sources in the real-world scenarios is
novel, we think there is no formal metric for evaluating the separation result for this setting yet.
Therefore, we compare the performance of di�erent models using their validation loss (EU). For
the TIMIT-based speech separation datasets, we measure the widely used metric developed by
Vincent et al. [29]. Speci�cally, we use the sound-to-distortion ratio (SDR) improvement as the
performance metric for speech enhancement and speaker separation. SDR is measured in dB
and is the most general score used for speech separation models [5]. We utilize the mir_eval
library for SDR calculation [24]. The performance ditribution among models measured using
validation loss is consistent with that measured using SDR improvement.
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4.5.1 Candidate Models and Training Setting
We select a set of the most competitive models from existing works and use them as baselines.
Speci�cally, we selected cSA-LSTM proposed by Sun et al. [26], which is shown to achieve
better performance than most RNN-based models. Erdogan et al. have also argued that BLSTMs
are better than LSTMs in speech related tasks [6]. Therefore, we introduced the bidirectional
component into the cSA-LSTM model to create another baseline called cSA-BLSTM. Ephrat et
al. have proposed an audio-visual model in [5], which combines dilated convolution layers
with BLSTM in its audio-only baseline. The audio-only baseline which we denote as L2L-AO
is claimed to be the state-of-the-art model at the time it is proposed, so it could serve as a
competitive baseline for the real-world scenarios as well. We also include Transformer+, which
is a transformer baseline that only contains the transformer encoder with a BLSTM decoder
similar to the temporal decoder component of ASTNet.

All the hyperparameter settings for each model are optimized using extensive grid search
and are subject to change based on di�erent amount of available computational resources. All
of the models are trained using the Adam optimizer.

4.6 Result Analysis

4.6.1 Overall Results

Validation EU (10-category)
2S inter 2S hybrid 2S intra 3S inter 3S hybrid 3S intra 5S inter 5S hybrid 5S intra

cSA-LSTM 10.1 10.4 12.0 12.4 13.0 14.2 14.5 14.9 16.2
cSA-BLSTM 9.2 9.5 12.0 12.0 12.8 14.2 14.4 14.6 16.3

Transformer+ 8.6 9.0 11.6 11.4 12.0 14.2 13.7 14.2 16.1
L2L-AO 7.9 8.5 10.9 10.5 11.4 13.9 13.0 13.6 15.9
ASTNet 7.0 7.4 10.5 9.6 10.8 13.6 12.6 13.2 15.7

Table 4.1: Performance over real-world datasets with category scope 10.

Validation EU
5-category 30-category

L2L-AO 7.1 9.1
ASTNet 6.7 8.3

Table 4.2: Performance on 2-source, inter-class datasets with source category scope 5 and 30.

The ASTNet achieves the state-of-the-art results on all of the Wild-Mix Datasets. However,
we have noticed that it performs slightly worse than L2L-AO, the most competitive baseline, on
the speech enhancement dataset (Table 4.3). It should be noted that the speech separation is the
only task where each mixture (noisy speech) has only correspond with one source spectrogram
(clean speech). It seems that ASTNet is suitable for more complicated cases where there are at
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SDR Improvement
Enhancement Separation

cSA-BLSTM 6.7 1.5
L2L-AO 10.3 5.0
ASTNet 10.2 6.6

Table 4.3: SDR improvement on TIMIT-enhance dataset and TIMIT-separation dataset.

Figure 4.11: Separation results in the form of spectrograms.

least two source spectrograms to approximate. This is evidenced by its superior performance
on the speaker separation task, where each mixture spectrogram (mixed speech) corresponds
to two source spectrograms (separated speeches), as well as all the Wild-Mix Datasets in which
there are always at least 2 sources present in a mixture.

4.6.2 Source Separation Visualizations

We showcase some of the separation results using ASTNet and compare them with L2L-AO, its
strongest competitor in Figure 4.11.

4.6.3 Ablation Study

We have also conducted ablation study of ASTNet to learn about the contribution of individual
components within the model. It is interesting to see that permutation-invariant training is
an indispensable external manipulation for training supervised source separation algorithms.
However, future works should study how to fundamentally solve the permutation problem as
sources within are audio mixture are intrinsically not an ordered set. Multimodal approaches
are able to tackle this by utilizing visual cues [5] corresponding to each sources, but it is still an
open problem for the monaural case. We also notice that temporal dependency is an extremely
important factor to consider for monaural source separation, as it introduces the greatest per-
formance improvement to the �nal model.
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2S Inter, 10-category
Full Model 7.0
- no sequential generator 9.0
- no spectral embedding 8.6
- no contextual attention 7.9
- no PIT 15.2

Table 4.4: Ablation Study: we analyze the signi�cance of di�erent parts of our model design.

4.6.4 Observations
We also visualized some trends from the experiment results using the Wild-Mix Datasets to
investigate how monaural source separation models respond to variations in the complexity of
the datasets. We �nd the following research questions to be particularly interesting:

Robustness against increasing number of sources

While setting everything else stationary, we only vary the number of sources within the datasets.
For each mix method, we plot the performance of models under datasets with 2 sources, 3
sources, and 5 sources, respectively. Increased number of sources directly makes the source
separation process more challenging. Surprisingly, all of the models do not respond to the
jump agnostically as the curve is tend to be more �at as the number of sources increases.

Robustness against Source Homogeneity

We do the same thing with the mix methods which represent di�erent levels of hetero/homogeneity
of mixtures. For each source count among 2, 3, and 5, we plot the performance of models using
inter-class, hybrid, and intra-class mix methods, respectively. It seems like existing source sep-
aration models su�ers more from higher homogeneity than from increasing number of sources.

Robustness against Source Heterogeneity

We have 9 dataset con�gurations with category scope set to 10. We believe it’s unnecessary
to repeat all 9 con�gurations for the case where we have 5 and 30 as the category scope and
experiment with all the baselines, since the overall distribution of model performance will be
very similar and too many additional experiments will be redundant. Therefore, we only gen-
erate datasets using the 2-source inter-class con�guration with category scopes 5 and 30 and
only evaluate ASTNet against L2L-AO, the most competitive baseline, just to demonstrate the
e�ect of altering heterogeneity by having di�erent category scopes. We observe that models
do get a�ected by the higher variations of source categories, and it seems like ASTNet is less
tolerant to higher heterogeneity than L2L-AO, even though its absolute performance is better.
We observer similar trends for the previous two research questions as well, since the curves of
ASTNet are the steepest even though its performance is superior. We speculate that this might
be due to the �xed number of attention heads under increasing complexity.
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(a) EU of datasets with inter-class mix method.

(b) EU of datasets with hybrid mix method.

(c) EU of datasets with intra-class mix method.

Figure 4.12: Robustness against increasing number of sources
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(a) EU of 2-source datasets with di�erent mix methods.

(b) EU of 3-source datasets with di�erent mix methods.

(c) EU of 5-source datasets with di�erent mix methods.

Figure 4.13: Robustness against increasing homogeneity
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Figure 4.14: Robustness against increasing heterogeneity
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Chapter 5

Conclusion

5.1 Summary
In this work, we have formalized the notion of real-world scenarios, which speci�ed a set of
standards for monaural source separation datasets to be representative of diverse and complex
real world auditory scenes. We have also created the Wild-Mix Datasets as challenging bench-
marks for evaluating source separation algorithms in the real-world scenarios along with the
correpsonding data synthesis library. Beside datasets, we have also proposed ASTNet, a novel
deep neural network-based model that utilizes multi-headed self-attention to capture dynamic
contextual cues during the source separation process. In the end, we conduct extensive experi-
ments to investigate how existing models developed for specialized source separation tasks, as
well as ASTNet, respond to di�erent levels of complexity in the real-world scenarios. We show
that ASTNet perform consistently better on more complex real-world scenarios than other ex-
isting models, but we also discover that all models, including ASTNet, are especially vulnerable
to increasing homogeneity of audio mixtures.

5.2 Future Works
Many areas can be further studied based on our observations. For model design, future research
should focus on how to better utilize more information e�ectively from the spectrograms. Even
though ASTNet achieves better overall performance, it seems to be less resilient to increasing
complexity of the datasets than existing baselines, given that its performance worsens at a
steeper rate, and the reasons behind this phenomenon could also be studied. What’s more,
the supervised setting introduces the inevitable source permutation problem, and developing
fundamental solutions beyond external manipulations is an interesting research topic as well.

Given the versatile dataset synthesis library, it also provides a �exible infrastructure to cre-
ate datasets targeting zero-shot and few-shot learning. Additionally, since AudioSet is an audio-
visual dataset, datasets used for multimodal source separation can also be created with marginal
amount of functionalities added to the synthesis library. ASTNet, then, could serve as a strong
audio-only baseline or provide insights regarding model design for multimodal approaches.
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