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Abstract

We describe a cloud-based approach to opportunistic, crowd-sourced, near real-time search of untagged
images on smartphones that is sensitive to bandwidth and energy constraints. Our approach is inspired by
the long-established practice of photographers using contact sheets to rapidly visualize a new collection of
photographs, and then selecting a subset on which to focus attention. On behalf of each smartphone, the
cloud maintains a virtual contact sheet of images that have been captured but not yet uploaded. The virtual
contact sheet consists of thumbnails as well as full or partial meta data associated with the image. If search
processing on the cloud indicates that a particular thumbnail is relevant, then its full-fidelity image can be
obtained from the corresponding smartphone for further search processing or presentation to the user. We
identify refinements, design tradeoffs and research questions pertaining to this approach.
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1 Background and Problem Statement
Smartphones allow users to easily capture image and video data of real-world events at any time
and place. This rich mobile sensing role represents a disruptive technology. “Rich” connotes
real-world depth and complexity, implying data of very high dimensionality from the viewpoint of
pattern recognition [6]. Rich data capture combined with opportunism and crowd-sourcing leads
to new application metaphors. Specifically, the ability to search image content soon after capture
from a large collection of smartphones in the field would be valuable. This is best illustrated with
an example [16], summarized below.

Figure 1: Lost Child in Crowd-Sourced Photo

Consider the plight of parents who have lost their child in a large crowd such as the Macy’s
Thanksgiving Day parade in Manhattan. Searching for the child is a daunting task in these
circumstances. Imagine the police geocasting a request to all smartphone owners in the vicinity,
asking to search photographs that were taken recently. The background of one of those photographs
(such as Figure 1) may reveal the lost child, soon leading to her rescue. Note the role of
opportunism here. The users whose pictures are searched were completely unaware of this
potential future use. They took the picture for some other reason, such as an interesting building
or a funny float in the parade. But because of the richness of the sensed data, there are potentially
“uninteresting” aspects of the image (e.g. small child in the corner of the picture) that prove
to be very important in hindsight — it is context that determines importance. Because of the
opportunistic use of image data, it is very unlikely that the images will be manually tagged or
automatically indexed for the later search criteria.

Opportunistic use of images is reality today. A recent CNN news article [5] reported the arrest
of a thief whose act of stealing appeared in the background of a family picture. Figure 2 shows
this photograph, with an outline highlighting the thief caught in the act. Notice, once again, the
importance of opportunism and search context. The person in the background of Figure 2 would
normally have been ignored by the photographer. It is only the context of a theft that makes this
person interesting.

1



Figure 2: Theft Caught in Background of Family Photo (Source: CNN [5])

These examples show the importance of searching in near real-time. The longer a child is lost,
the greater the chances that she will be harmed. The longer a thief is undetected, the more likely
that he will escape far from the scene of the crime. These examples also show the significance
of near real-time data consistency. In the lost child case, the only relevant photographs are those
taken after the child was lost. In the theft example, the real-time constraint is even tighter.

Implementing this search capability is not trivial. One major challenge is that smartphones
tend to be weakly-connected to the Internet. We use the term “weakly-connected” in the sense
originally proposed by Mummert et al [10] as “networks with rather unpleasant characteristics:
intermittence, low bandwidth, high latency, or high expense.” Although smartphones can use Wi-
Fi in hotspots, they are more frequently dependent on wireless WAN (WWAN) connectivity which is
typically 200 Kbps or so today for uploads. While faster wireless technologies are on the horizon,
their rollout and widespread deployment will be a slow process. Further, wireless service providers
are moving away from “all you can eat” pricing to volume-sensitive pricing. “High expense” is
thus becoming an unpleasant reality on WWANs. For the foreseeable future, WWAN connectivity on
smartphones will remain weak relative to improvements in processing power, memory and storage
capacity, image resolution, and other smartphone parameters. High-end smartphones already have
the flash storage capacity today (32–64GB) to hold many thousands of high-resolution multi-
megabyte images. Even as technology evolves, this invariant will endure: the ability to capture
and store large volumes of image data on smartphones will outstrip wireless transmission of that
data from the distant edges of the mobile Internet. Video capture worsens this problem.

A second challenge is battery life. Computing and wireless transmission both consume energy
on a smartphone. An ideal search strategy would trade off a small amount of edge computing for
greatly reduced volume of data transmission.

A third challenge is that the features of interest in an image may not be known in advance of a
query, because of the opportunistic nature of queries. In Figure 1, for example, it is hard to see how
a preprocessing algorithm could be prescient enough to extract and index the unique features of the
tiny speck representing the lost child. The problem is easier in hindsight, with the child-specific
knowledge possessed by the parents and the context of their search. In Figure 2, the importance of
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Figure 3: Examples of Contact Sheets

the tiny figure in the background is only obvious in the context of the theft. Without that context,
one would typically ignore the figure as an irrelevant detail.

More generally, automated indexing of image data has been a long-standing challenge for
several reasons. First, automated methods for extracting semantic content from images are still
rudimentary. This is referred to as the “semantic gap” [9] in information retrieval. Second, the
richness of the data requires a high-dimensional representation that is not amenable to efficient
indexing. This is a consequence of the curse of dimensionality [2, 6, 21]. Third, realistic user
queries can be very sophisticated, requiring a great deal of domain knowledge and contextual
knowledge that is not available in preprocessing. These deep algorithmic issues are further
complicated by the energy and bandwidth constraints of smartphones. Our focus on near real-
time search suggests that the most valuable images for a search may not yet have been uploaded
to the cloud, but are only available on weakly-connected smartphones. The bandwidth and energy
constraints imply that neither extensive preprocessing on the smartphones nor uploading of all
images for search processing in the cloud is satisfactory.

These considerations frame the problem of interest: How does one perform opportunistic,
crowd-sourced, near real-time search of untagged images on smartphones while respecting their
bandwidth and energy constraints?

2 Solution Strategy
A well-known practice in film-based photography provides the inspiration for our solution strategy.
Photographers have long used contact sheets to rapidly visualize a new collection of photographs,
and to then select a subset on which to focus attention. In the era of film photography, a contact
sheet was created exactly as its name suggests: by placing a roll of film in contact with photo paper
and then generating a print. Figure 3 shows some example contact sheets. Although photography
has moved away from film-based technology, the practice of generating “contact sheets” continues
in digital photography. These consist of low-fidelity thumbnail images that are much smaller in
size and lower in resolution but are otherwise identical to the full-fidelity captured images. Popular
software such as Adobe Photoshop and Gimp support creation of contact sheets. The continuing
use of contact sheets in digital photography, long past its film-era roots, suggests a solution strategy
based on the following insights:
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• First, contact sheets represent a good abstraction for humans to rapidly visualize a large
collection of images and to then narrow interest to a few images.

• Second, search algorithms that embody image processing may be able to emulate this human
ability to rapidly narrow focus from thumbnails.

• Third, a bandwidth-efficient, energy-efficient and near real-time approach to smartphone
image search can be obtained by transmitting thumbnails from smartphones to the cloud,
executing search algorithms in the cloud to narrow focus, and then using these results to
selectively fetch full-fidelity images to the cloud for further search processing.

Elaborating on the above strategy, the cloud maintains on behalf of each smartphone a virtual
contact sheet of images that have been captured but not yet uploaded to the cloud. The virtual
contact sheet consists of thumbnails as well as full or partial meta data associated with the image
(such as location and time of capture, camera setting details, and so on). There are many design
tradeoffs in maintaining the virtual contact sheet. These include, for example, when thumbnails are
generated, their size and resolution, how soon after capture they are uploaded to the cloud, where
the cloud is located, the completeness of the meta-data uploaded with the thumbnails, and so on.
These tradeoffs are discussed in Section 3.

From time to time, each smartphone performs a full sync with the cloud. This might typically
occur many hours or days apart, for example when the smartphone is plugged in for charging its
battery and is able to communicate over a wired connection to the cloud. After a full sync, the
cloud has copies of all the captured images on the smartphone. The virtual contact sheet for this
smartphone is therefore reset to empty on the cloud.

For opportunistic searches such as the examples in Section 1, the features of interest in an
image may not be known a priori. It is therefore not possible to perform preprocessing for
indexing. Instead, the discard-based search approach of Diamond [19, 20] can be used. In this
approach, search processing is performed by the cloud in response to a specific search query, using
code fragments called searchlets that are provided as part of the query. If a searchlet indicates
that a particular thumbnail in a virtual contact sheet is relevant, one can proceed in a number
of ways. For example, the smartphone could be contacted to fetch the full-fidelity image using
the data retriever mechanism of Diamond, and the searchlet then applied to it. This could be
done completely transparently to the user. Alternatively, the user performing the search could
be involved in this process by presenting the thumbnail result and letting him decide if it is worth
fetching the full-fidelity image from the smartphone. A third possibility is to also involve the owner
of the smartphone in the process, either synchronously or by using an asynchronous notification
mechanism such as a text message or email. The optimal balance between transparency, search
user involvement, and smartphone user involvement may vary depending on factors such as the
use case, search context, privacy concerns, incentives for crowd-sourcing, business model, and the
technical constraints of the cloud-mobile architecture.

In settings such as participatory sensing [3] and citizen science [13], a complete set of feature
extraction and indexing algorithms may be known to be necessary and sufficient a priori. Indexed
search can then be supported on image content and image meta-data by preprocessing the images in
the cloud using these algorithms. This preprocessing can also be applied to a virtual contact sheet,
with the results indicating lower confidence because the algorithms can only access thumbnails. As
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with discard-based search, various degrees of user involvement and smartphone owner involvement
are possible when obtaining a full-fidelity image on demand from a smartphone.

3 Refinements, Design Tradeoffs and Research Questions
Implementing the high-level search architecture described in the previous section requires many
details to be specified. Here we discuss the tradeoffs involved in these design choices, as
well as optimizations and refinements to the basic architecture. An experimental approach to
understanding these tradeoffs follows as a natural research agenda.

One fundamental tradeoff involves the size of thumbnails. Since a larger thumbnail is likely to
preserve more relevant detail, the search algorithm to narrow focus is likely to yield precision and
recall values close to what it would obtain if executed on the full-fidelity image. In other words,
the false positives and false negatives are likely to be the same as on the full-fidelity image. There
is an asymmetry here that is worth noting. An anomalous false positive on a thumbnail is a false
positive that does not exist when the search algorithm is executed on the full-fidelity image. This
does not change the precision or recall metrics of the overall search process, but it does waste
bandwidth and energy: the corresponding full-fidelity image will be fetched from the smartphone
even though it is not really relevant. In contrast, an anomalous false negative on a thumbnail is
insidious. It worsens the recall metric for the overall search process because the corresponding
full-fidelity image will not be obtained from the smartphone. This false negative would not have
existed if the search algorithm had been executed on the full-fidelity image. Intuitively, this is a
situation where the reduction in fidelity is too severe. There is a clearly a tradeoff here between
resource usage (transmission bandwidth and energy) and search quality. Adaptive strategies that
dynamically select thumbnail size and fidelity based on available bandwidth, smartphone battery
level, and expected time to recharge may be useful.

Another important issue to be investigated is how precision and recall metrics degrade for
different search algorithms as fidelity is reduced. To compensate for the lowered fidelity, the
algorithms and parameters executed on thumbnails may have to be different from those used on
the full-fidelity images. While total compensation may not be feasible, partial compensation for
loss of fidelity in the input image may be possible. Since the search algorithms execute in the cloud,
higher computational expense may be acceptable if it saves on bytes transmitted from smartphones.

A third design tradeoff involves thumbnail creation and upload latency. How soon after image
capture should a smartphone create its thumbnail, and when should it upload it to the cloud? A
write-through strategy has zero upload latency and best supports near real-time search. Until its
thumbnail is uploaded, a captured image is effectively invisible to search processing. Generating
the thumbnail may be most efficient soon after image capture. At this point, the full-fidelity image
is present in virtual memory or the I/O buffer cache (depending on the details of the smartphone
software) and can thus be processed without additional I/O on the smartphone. On the other hand,
a case can be made for a write-back strategy in which the computation involved in thumbnail
creation is deferred to periods when the smartphone processor is idle. Similarly, under conditions
of high bandwidth demand it may be wise to delay uploading thumbnails until network demand
from foreground activity is low. There is also an argument to be made for batching thumbnails
until sufficient data volume is available for efficient streaming transmission.
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In its simplest form, a thumbnail involves uniform reduction of fidelity over the whole image.
In some cases, it may be possible to perform relatively cheap computation on the smartphone that
reveals areas of the full-fidelity image that are of high importance for a specific application domain.
Thumbnails could then be encoded to preserve higher fidelity around these important areas. For
example, many cameras today have hardware/firmware support to perform face detection at near
real-time speeds with little energy overhead. By preserving the areas around faces at full fidelity,
a thumbnail that is shipped to the cloud could have face recognition performed on it without the
additional latency of reaching back to the smartphone for the full-fidelity image. This encoding
approach assumes that faces occupy only a small fraction of the total image area. In the case of a
close-in shot where one or more faces span almost the entire image, the benefit of this approach
may be limited. More generally, domain-specific image processing code that detects the presence
of specific target classes (such as specific weapons in a military application) could be run on the
smartphone to identify areas of importance in the full-fidelity image and to then guide the encoding
of the thumbnail at non-uniform fidelity. This leads to many open areas of research to investigate,
including the design of the thumbnail encoding format and the design of the domain-specific image
preprocessing algorithms. Since the thumbnail of an image encoded in this manner is likely to be
larger in size than if encoded at uniform fidelity, there is a complex tradeoff between encoding cost,
thumbnail transmission cost, and real-time responsiveness of the overall system. Optimal handling
of this tradeoff requires an adaptive thumbnail encoding mechanism that balances low-latency
target identification against the bandwidth and energy currently available to the smartphone.

The data representation and transmission of virtual contact sheets involves some tradeoffs.
Should the thumbnails in a virtual contact sheet be individual images (typically JPEG or PNG), or
should they be merged into a single virtual contact sheet image? Merging involves decoding and re-
encoding, and hence involves some energy consumption. However, for a small thumbnail image
the storage overhead of the header (e.g., a JPEG or PNG header) can be significant. Since this
overhead is amortized when thumbnails are merged into a single image, the total data transmitted
from smartphone to cloud may be significantly smaller. The transmission of a single large object
rather than many small objects may also be more efficient because of second-order effects involving
TCP window size. Some aspects of this tradeoff also extend to storage and use of virtual contact
sheets within the cloud.

4 Related Work
Closest in spirit to this work is Theia [1], which addresses the same problem of searching untagged
images on a large number of smartphones. However, Theia’s approach is fundamentally different
in that it performs nontrivial search processing on smartphones in response to a specific search
query. Only images that pass this early filtering are transmitted to the cloud and cached there, with
further search processing occurring within the cloud. The code to perform this early filtering
is shipped from the cloud to the smartphones. Based on results from a sampling of images,
attention is focused on a subset of the smartphones. This exploits relevance locality to direct
search processing to those smartphones that are most likely to have relevant results. Another
optimization, called partitioned search, dynamically splits search computations between the cloud
and smartphones in order to minimize use of the scarcest resource (energy or bandwidth). Theia’s
approach is more sophisticated and decentralized, but requires more complex software on the
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smartphones. This includes the machinery to safely execute possibly untrusted searchlet code
on smartphones. In contrast, the contact sheet approach described here is a simpler, centralized
and cloud-centric approach that will be easy to deploy across a large number of users with diverse
types of smartphones. No open-ended search computations are ever performed on smartphones,
only reduction from full-fidelity images to thumbnails. The latter computation can be performed
by carefully vetted, pre-installed code with a relatively small footprint in terms of code size and
energy usage.

Our approach to saving bandwidth and energy on mobile devices by reducing fidelity and
offloading computation builds on extensive prior work on application-aware adaptation in the
context of Odyssey [7, 11, 12, 18]. In the domain of image processing, fidelity reduction lies at the
heart of perceptual hash algorithms to define image similarity [8]. These algorithms use fidelity-
reduction techniques such as scaling, average hashing, and discrete cosine transforms to generate
a tiny image representation that is invariant across visually similar images.

The SLIPstream project [4, 14] explores some ways to distribute and efficiently execute
computer vision applications across a data center, while minimizing latency to allow interactive
use. The project explores automated techniques to characterize performance of such algorithms
as a function of adjustable parameters, including image rescaling, and trade off latency and
fidelity [22, 23]. This project has also demonstrated automatic partitioning of a computer vision
application between a mobile device and a backend server across slow wireless networks, while
maintaining interactive performance [15].

5 Conclusion
Although this document focuses narrowly on image search and smartphones, the ideas described
here have broader applicability. For example, they also apply to any collection of networked
sensors in which data capture and local storage are cheap and plentiful, but transmission of captured
data is expensive. Expressed in abstract form, this approach consists of application-specific
lowering of fidelity at the edges of the network, transmission of lower-fidelity representations
for compute-intensive and/or data-intensive remote processing, and selective backfetching of full-
fidelity representations from the edges based on the results of processing on their low-fidelity
representations. This abstract approach applies to any signals that capture information of high
dimensionality, images only being the most obvious example.

Another generalization of the ideas expressed in this document involves the term “cloud.” All
that is intended here by “cloud” is a well-connected network entity with ample storage, processing
and energy resources. The range of possible implementations spans anything from a single server
to a full-fledged cloud such as Amazon’s EC2. Decentralized cloud infrastructure, referred to as
cloudlets[17], may also be used. These may be particularly relevant in latency-critical applications
or in military contexts.
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