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Abstract
The linear–algebraic notions of matrix rank and expansion in graphs are ubiqui-

tous throughout computer science, with applications to algebraic complexity theory,
communication complexity, and derandomization. In recent years, high–dimensional
generalizations of these notions to tensors and hypergraphs have led to progress on a
wide variety of problems, including the improved analysis of Markov chains, algo-
rithms and barriers for fast matrix multiplication, and the discovery of good locally
testable codes and quantum LDPC codes. Yet compared to their linear–algebraic
counterparts, these notions are very poorly understood. This thesis studies such no-
tions of tensor rank and expansion in hypergraphs and their applications to algorithm
design.

Our contributions are threefold. First, we give new applications of tensor rank to
the area of parameterized and exact algorithms, unifying several prior algorithmic
tools and obtaining faster, more space–efficient algorithms for a handful of problems.
We then study algorithms for fast matrix multiplication. In this area we identify new
limitations on current algorithmic approaches via connections to additive combina-
torics and group theory. Finally, we give several new group–theoretic families of
sparse spectral high–dimensional expanders.
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Chapter 1

Introduction

This thesis studies notions of rank and expansion in tensors and hypergraphs, and their applications
to theoretical computer science. These notions have been at the heart of a number of recent
advances, including the improved analysis of Markov chain mixing [ALGV19], algorithms and
barriers for fast matrix multiplication [S+69, BCC+17a], and the discovery of locally testable
codes with optimal parameters [DEL+22]. While the classical linear–algebraic notions of matrix
rank and expansion in graphs are generally well–understood, we know very little about their
higher–dimensional counterparts. For example, finding lower bounds on the rank of explicit
tensors is a central challenge in algebraic complexity theory [Raz13]. Good upper bounds on the
ranks of particular tensors are challenging to establish, and have important algorithmic applications
to problems including fast matrix multiplication [S+69]. In the field of additive combinatorics,
understanding the connections between different notions of tensor rank is at the heart of the
inverse conjectures for the Gowers norms [CM23]. Finding hypergraphs with certain expansion
properties is a major challenge that has recently led to the discovery of good locally testable codes
[DEL+22] and quantum LDPC codes [PK21]. All of these challenges are absent for matrices and
graphs: it is trivial to find an explicit matrix of full rank, matrix rank can be computed efficiently,
all “sensible” notions of matrix rank are equivalent, and random graphs have excellent expansion
properties.

In the rest of this section, we give an introduction to the main concepts in this thesis and
highlight a few of their applications. We then give a summary of our contributions and of the rest
of this thesis.

1.1 Notions of tensor rank

Let F be a field. For the purposes of this thesis, a tensor T of order d, or a d-tensor, is a multilinear
map

T : Fn × · · · × Fn︸ ︷︷ ︸
d times

→ F.
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By choosing coordinates, we can view T concretely as the multilinear polynomial

T =
∑

α∈[n]d
cα

d∏
i=1

xi,αi

where cα ∈ F and xi,j are variables. One can then visualize T as the n × · · · × n “cube” filled
with the coefficients cα, in the same way that one identifies a bilinear form with a matrix.
Example 1.1.1. A particular family of tensors we will be interested in are the matrix multiplication
tensors. These are the trilinear polynomials in the three sets of variables {xij}i,j∈[n], {yij}i,j∈[n],
{zij}i,j∈[n] defined by

⟨n, n, n⟩ :=
∑

i,j,k∈[n]

xijyjkzki.

We first recall the familiar case when d = 2. A tensor of order 2 is a bilinear form, which
we can identify with the unique matrix A ∈ Fn×n such that T (x, y) = xTAy for x, y ∈ Fn. The
rank of T , denoted R(T ), is the minimum number r such that T =

∑r
i=1 ui ⊗ vi for some linear

forms ui, vi : Fn → F. In the special case when T is symmetric (meaning T (x, y) = T (y, x) for
all x, y ∈ Fn) and char(F) ̸= 2, we can identify T with a homogeneous polynomial of degree
2 in F[x1, . . . , xn]; the rank of T is then equal to the minimum r such that we can express this
polynomial as a sum of r squares of linear forms.

This suggests the following generalization of rank for tensors of order greater than two: a
tensor has rank one if it can be written as v1 ⊗ · · · ⊗ vd for some linear forms vi, and its rank
R(T ) is the minimum number of rank one tensors whose span contains T . In the case that T is a
symmetric tensor of order d, (equivalently, a homogeneous polynomial of degree d), we define its
Waring rank RS(T ) as the minimum r such that we can write T =

∑r
i=1 ciℓ

⊗d
i for some linear

forms ℓi and ci ∈ F. Although these two definitions are the same for symmetric tensor of order 2
(i.e. symmetric matrices), this was recently found to be false for higher orders [Shi18]. These are
probably the most common notions of tensor rank, having been studied since the 1800’s [Syl52].
Example 1.1.2. Over F = Q, we have the identity

xyz =
1

24

[
(x+ y + z)3 − (x+ y − z)3 − (x− y + z)3 − (−x+ y + z)3

]
so RS(xyz) ≤ 4. In fact, one can show that RS(xyz) = 4 [RS11].

The importance of tensor rank to algorithm design was made clear by work of Strassen [S+69].
Strassen observed that for a tensor T of order 3, its tensor rank is equal (up to a constant factor) to
the minimum number of (nonscalar) multiplications needed to compute T . As a consequence, he
showed that the number of arithmetic operations needed to multiply two matrices is determined
by the rank of the matrix multiplication tensors. On the flip side, work of Raz showed that
sufficiently strong lower bounds on the ranks of explicit tensors would imply lower bounds in
complexity theory that seem to be very far from our current reach [Raz13]. To illustrate our lack
of understanding of tensor rank: we know that almost all 3-tensors have rank Ω(n2), yet we are
currently unable to prove that any explicit tensor has rank greater than O(n).

The story does not end there, however. Here are three alternative characterizations of matrix
rank we could have started with:
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1. The maximum number r such that BAC is the r × r identity matrix, for some matrices
B,C.

2. The maximum over all subspaces U, V such that uTAv = 0 for all u ∈ U and v ∈ V , of
Codim(U) + Codim(V ).

3. The quantity − logp Ex,y∈Fn χ(xTAy), in the case where F = Fp and χ : F → C is a
nontrivial additive character (without loss of generality, we may assume that χ(m) =
e2πmi/p).

The natural generalizations of these to higher-order tensors lead to the notions of subrank, partition
rank, and analytic rank. While these are all equivalent for matrices, they are mutually inequivalent
for tensors of order 3 and higher, and have applications to distinct areas of computer science
and math. Partition rank (or more precisely, its symmetric analogue of Schmidt rank) was first
studied in algebraic number theory due to applications to counting integer points on varieties
[Sch85]. It was then re-introduced under the name of slice rank in a solution to the cap–set
problem of determining the size of the largest subset of Fn

3 with no 3-term arithmetic progessions.
In commutative algebra, partition rank was recently used to resolve Stillman’s conjecture [AH20].
Subrank was introduced by Strassen’s work on fast matrix multiplication [Str86], and the relation
between partition rank and subrank is at the heart of recent barrier for to fast matrix multiplication.
Analytic rank was introduced by Gowers and Wolf [GW11] due to connections to the Gowers
inverse conjectures in additive combinatorics.

In the following subsections we give some motivating applications of tensor rank to algorithm
design.

1.1.1 The exponent of matrix multiplication
Let ω be the smallest real number such that there exists an algorithm for multiplying two n× n
matrices over F using nω+ε arithmetic operations for any ε > 0. One easily has the bounds
2 ≤ ω ≤ 3, and a long line of research has led to the upper bound of ω < 2.373 [WXXZ23]. In
this section, we summarize the history behind this bound and some of the key ideas involved. We
will give a more in-depth discussion of these ideas in Chapter 3.

Strassen showed that determining the value of ω reduces to determining the tensor rank of the
matrix multiplication tensors ⟨n, n, n⟩. Specifically, he showed that

ω = lim
n→∞

lognR(⟨n, n, n⟩).

In [S+69] the bound of ω < 2.82 was shown. Stassen’s key observation, fundamental to
all subsequent improvements, was that Kronecker products of matrix multiplication tensors are
themselves matrix multiplication tensors. Here the Kronecker product of two tensors is the natural
generalization of the Kronecker product of matrices (Definition 3.1.1). As tensor rank is easily
shown to be submultiplicative under this operation, in order to obtain nontrivial bounds on ω,
it suffices to give a bound on the rank ⟨n, n, n⟩ better than n3 for some particular n. Stassen
executed this idea by showing that R(⟨2, 2, 2⟩) ≤ 7 < 8, and hence ω ≤ log2 7 < 2.81.

All subsequent improvements can be understood as bounding the rank of tensors that are
progressively less-and-less directly related to matrix multiplication. In 1979, Bini et al. [BCRL79]
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observed that it suffices to bound the border rank of the matrix multiplication tensor. Informally,
the border rank of a tensor is the minimum rank a tensor approaching T . Although a sequence of
matrices cannot have rank less than that of their limit point, this can happen for tensors. This led
to the bound of ω < 2.78.

The next major improvement was due to Schöenhage [Sch81]. Shoenhage showed that it
sufficed to bound the rank of a direct sum of matrix multiplication tensors, instead of a single
matrix multiplication tensor. Here a direct sum of tensors is the natural generalization of a direct
sum of matrices. Specifically, he established the asymptotic sum inequality∑

i

(aibici)
ω/3 ≤ R(T ).

Using this, he obtained the bound of ω < 2.53. The asymptotic sum inequality has been the
cornerstone for all subsequent improvements.

The next milestone was Strassen’s laser method [Str86]. This time, one starts with a tensor T
which is a sum of matrix multiplication tensors — not necessarily a direct sum. In other words,
the summands may “interfere” with one another. Strassen showed that under certain conditions
one then obtain from T a large direct sum of matrix multiplication tensors. One then applies the
asymptotic sum inequality to this resulting tensor. Doing so, he obtained the bound of ω < 2.48.
By refining this method, Coppersmith and Winograd [CW87] showed that ω < 2.376. The current
best bound of ω < 2.372 [WXXZ23] follows from further refinements to this method.

In 2005, a group–theoretic approach was proposed by Cohn and Umans [CU03]. It is this
approach that we will focus on in this thesis. For a finite group G, we let Irr(G) denote the set of
irreducible complex representations of G. For X ⊆ G, let Q(X) = {xx′−1 : x, x′ ∈ X} be the
quotient set of X .
Definition 1.1.3. We say that S, T, U ⊆ G satisfy the triple product property (or TPP for short) if
for all s ∈ Q(S), t ∈ Q(T ), u ∈ Q(U),

stu = 1 =⇒ s = t = u = 1.

Remark 1.1.4. A helpful way to think of the triple product property is the following. Consider the
complete tripartite hypergraph with parts X1, X2, X3 of size n. Let fi : E(Xi, X(i+1) mod 3) → G
for i = 1, 2, 3 be functions from the bipartitions of X to the group G. Then one can show
that the existence of sets satisfying the TPP is equivalent to the existence of fi such that
f1((i, j))f2((k, l))f3(m, p) = 1 if and only if j = k, l = m, p = i. In other words, fi can
be thought of as a “cocycle” satisfying nonequality constraints.

The bounds on ω from this approach come from the following theorem.
Theorem 1.1.5. [CU03, Theorem 4.1] If S, T, U satisfy the TPP in G, then

(|S||T ||U |)ω/3 ≤
∑
i

dωi

where di ∈ N are the dimensions of the irreducible representations of G.
In [CKSU05], it was shown that one can prove ω < 2.48 using this approach — recovering

a bound given earlier by Strassen. In fact, it turns out that the current best bounds on ω can
be obtained from Theorem 3.2.2 by simulating the laser method inside of the group–theoretic
framework.
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1.1.2 Waring rank and subgraph counting
In [Pra19] we studied the following problem.
Question 1.1.6. Let ε > 0. What is the minimum over all {ci1,...,id} ∈ [1− ε, 1+ ε] of the Waring
rank of ∑

1≤i1<i2<···<id≤n

ci1,...,idxi1xi2 · · ·xid?

Denote this quantity by Aε(n, d). In [Pra19] we gave an algorithm that computes a (1 + ε)
approximation of the number of simple cycles (i.e. a cycle which does not revisit any vertex)
of length d in a graph on n vertices with running time Aε(n, d) · poly(n)1. By establishing the
inequality

Aε(n, d) ≤ 4.075dε−2 log n

we obtained a 4.075d poly(n, ε−1)-time algorithm for this problem. More generally, we obtained
an algorithm with this same runtime for approximately counting d-vertex subgraphs bounded
treewidth. This improved on a 5.44d poly(n)-time algorithm of Alon et al. [ADH+08].

We conjecture the following, which would imply that Aε(n, d) ≥ 2.58d. For a polynomial f ,
let Derivsk(f) be the vector space spanned by all partial derivatives of f of order k.

Conjecture 1.1.7. Suppose that {ci1,...,id} ∈ (F− {0})(
n
d). Then

dimDerivsk(
∑

1≤i1<i2<···<id≤n

ci1,...,idxi1xi2 · · ·xid) ≥ min

((
2d− k

k

)
,

(
d+ k

d− k

))

If true this would be tight, as the above inequality is reversed when ci1,...,id =
∏

j≤k(ij − ik)
2

(Theorem 2.3.19).

1.2 Expansion in graphs and hypergraphs
Let G = (V,E) be an undirected graph. For simplicity, assume that G is regular of degree d.
Associated with G is the adjacency matrix A, which acts on the space of functions from V (G) to
R via

Af(x) =
∑
y∼x

f(y).

This matrix is symmetric and has real entries, and hence by the spectral theorem has real eigen-
values λ1 ≥ λ2 ≥ · · · ≥ λn. It is easily checked that λ1 = d. We say that G is a λ-expander
if all other eigenvalues are contained in the interval [−λ, λ]. For fixed d (a regime of inter-
est in many applications), the Alon–Boppanna theorem (c.f. [HLW06, Theorem 5.3] says that
2
√
d− 1 − o(1) ≤ λ; the closer λ is to this lower bound, the “better” the expander it is, with

graphs achieving the asymptotic minimum 2
√
d− 1 being called Ramanujan. Furthermore, there

are explicit families of Ramanujan graphs [LPS88]. A result of Friedman [Fri08] shows that with
high probability a random graph G comes close to matching this, with λ(G) ≤ 2

√
d− 1 + o(1).

1Here we are assuming constant time arithmetic operations for simplicity.
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Intuitively, expander graphs are highly “jumbled” and behave pseudo-randomly. One key fact
which shows this is the expander mixing lemma (c.f. [HLW06, Lemma 2.5]), which states that for
all A,B ⊆ V (G),

|E(A,B)− d|A||B|
n

| ≤ λ(|A||B|)1/2

where E(A,B) is the number of edges with one vertex in A and one in B. As d|A||B|
n

is the
expected number of edges between A and B in a random graph with the same density as that of
G, expansion can be seen as a pseudorandomness property. Expander graphs are indispensable to
computer science, with some important applications including the proof that SL = L [Rei08], the
construction of good LDPC codes [SS96], and Dinur’s proof of the PCP theorem [Din07].

Motivated by the importance of expander graphs, it is natural to try to extend the above
definition to hypergraphs. One such generalization is that of local spectral expansion. Let X be a
downward-closed 3-uniform hypergraph (a 2-dimensional simplicial complex). As was the case of
graphs, it is convenient to assume that X is “regular”. By this we now mean that all vertices are
contained in the same number of edges in X , and all edges are contained in the same number of
triangles in X . We define the link of a vertex v ∈ X is the induced subgraph on the neighboring
vertices of v. We will write X(0), X(1), X(2) for the sets of vertices, edges, and triangles in X ,
respectively.
Definition 1.2.1. We say that X is a λ-local spectral expander if the links of all vertices in X are
λ-expander graphs.

This notion was first used in work of Garland to prove the vanishing of the cohomology groups
of certain simplicial complexes [Gar73], which had applications to representation theory and
arithmetic geometry. It was subsequently used by Żuk to prove Kazhdan’s property (T) for random
discrete groups [Żuk03]. It has recently been used to obtained improved bounds on the mixing
time of Markov chains [AGV18], and it has inspired the discoveries of locally testable codes and
quantum LDPC codes [PK21, DEL+22]. We will elaborate on these two recent applications in the
next subsection.

However, we could have started with the following alternative notions of expansion in d-regular
graphs:

1. (Discrepancy) For some µ > 0, for all A,B ⊆ V (G),

|E(A,B)− d|A||B|
n

| ≤ µ(|A||B|)1/2

2. (Edge isoperimetry) For some ε > 0,

h(G) := min
A⊆V (G)

E(A,A)

min(A,A)
≥ ε

3. (Random walk mixing) For some ε′, the transition matrix of the lazy random walk on G,
given by 1

d+1
(A+ I), has second largest eigenvalue at most ε′.

These three notions of expansion are qualitatively equivalent. The random walk definition
is simply a rephrasing of our first definition. The discrepancy definition is equivalent to the
spectral definition by the expander mixing lemma and its converse [BL06]. The equivalence
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between edge expansion and spectral expansion the content of the discrete Cheeger inequalities
[HLW06, Theorem 4.11].

These definitions generalize to the inequivalent notions of hypergraph discrepancy or quasir-
andomness, coboundary expansion, and the rapid mixing of the up-down random walks. Although
these four notions are inequivalent, there are some important relations between them. For example,
by the trickling–down theorem [Opp18], sufficiently strong local spectral expansion implies rapid
mixing of the up-down walks.

In the next subsections we give some applications related to coboundary expansion and the
mixing of up-down walks, so we elaboreate on those definition snow. Coboundary expansion
is the following natural generalization of edge expansion. Let Ck(X) := {f : X(k) → F2} be
the space of k-cochains on X . Let δk : Ck(X) → Ck+1(X) be the coboundary operator, given
by δkf(τ) =

∑
σ⊆τ,σ∈X(k) f(τ). Denote by Bk(X) := im(δk−1) the space of k-coboundaries,

and by Zk(X) := ker(δk) the space of k-cocycles. The k-cohomology group of X is then
Hk(X) := Zk(X)/Bk(X). We let ∥f∥ be the fractional Hamming weight of f , and we define
the distance between f, g ∈ Ck(X) to be ∥f − g∥. If V is a subspace of Ck(X), we write d(f, V )
as shorthand for minv∈V d(f, v).
Definition 1.2.2. The k-th coboundary constant of X is

hk(X) := min
f∈Ck\Bk

∥δf∥
d(f,Bk)

.

We say that X is a ε-coboundary expander if hk(X) ≥ ε for all k.
This generalizes the definition of edge isoperimetry in a graph. Indeed, consider h0(X). If

f ∈ C0(X), then ∥δf∥ is the fractional number of edges from the support of f to its complement.
Since X(−1) = {∅}, the only 0-coboundaries are the two constant functions on V (G), and the
distance of f to such a function is simply the minimum of the fractional support size of f and the
fractional size of the complement of its support. Coboundary expansion has close connections to
the areas of property testing [KL14] and coding theory [PK21].

On the other hand, a natural generalization of the random-walk definition is that the rapid
mixing of the up-down walks on X . There are two natural random walks on X , obtained by
walking from a k-face to a uniformly random k + 1 face containing it, and then back down to a
uniformly random k face. When k = 0, this is just the non-lazy random walk on the graph with
vertex set X(0) and edges X(1). This notion has applications to sampling algorithms [AGV18].

1.2.1 Sampling spanning trees
Given an undirected connected graph G, let TG be the set of spanning trees of G. In this section we
describe a polynomial-time algorithm given in [ALGV19] for approximately sampling a uniformly
random spanning tree from G. Although efficient algorithms for this problem were known prior
to this work, a generalization of these ideas led to the resolution of the Mihail-Vazirani conjecture;
see [GK23, Section 10] for more discussion.

The algorithm of [ALGV19] is the following. First, find an arbitrary spanning tree T in G.
Then, delete a uniformly random edge from T . This yields a forest F consisting of two trees (one
may be empty). Next, re-sample a uniformly random spanning tree containing the edges of F —
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in other words, choose a random edge going between the two components of F . This defines a
random walk on the spanning tres in G, and it is not hard to show that its stationary distibution is
the uniform distribution on TG.

In [AGV18] it was shown that the spectral gap of this random walk is at least 1
n−1

. As
a consequence, this gives a polynomial time algorithm for sampling a spanning tree from a
distribution that is ε-close to the uniform distribution on TG in total variation distance. Their
approach is based on analyzing local spectral expansion of a “spanning tree hypergraph” associated
to G in order to bound the mixing time of the up-down random walks on this hypergraph via the
trickling down theorem.

1.2.2 Good locally testable codes

A linear code C is a subspace of Fn
2 . The distance of C is the minimum fractional Hamming

weight of any nonzero vector in C, and the rate of C is its fractional dimension dimC/n. We
say that C is (q, κ)-locally testable if there exists an algorithm that, given x ∈ Fn

2 , queries x in at
most q coordinates and

• if x ∈ C, always outputs “x ∈ C”;
• if x /∈ C, outputs “x /∈ C with probability at least κ · d(x,C).
This is a desirable property of a code, as it allows us to first perform an efficient check if

x ∈ C. If we find that x /∈ C, there is no point in attempting to decode x. Locally testable codes
were introduced due to connections to probabilistically checkable proofs, and understanding them
may be a stepping stone towards linear PCP’s [GS06].

In [DEL+22], such a code with constant distance, rate and locality was found. While the
construction does not explicitly use any of the aforementioned notions of HDXs, it uses notions
similar to the coboundary expansion and mixing of higher order random walks.

1.3 Overview and summary of results

In the first part of this thesis, we focus on designing faster algorithms for some widely applicable
algebraic problems. We begin in Chapter 2 by studying such problems that arise in the area
of parameterized and exact algorithms. In these areas, one is interested in designing faster
exponential-time algorithms for NP-complete problems.

We first study the following problem: given evaluation access to a polynomial f , decide if
the monomial expansion of f contains a multilinear monomial (i.e. a monomial with no variable
appearing to a power higher than 1) in its support. By exploiting connections between this problem
and Waring rank, we give a faster algorithm for approximately counting subgraphs of bounded
treewidth, improving on work of [ADH+08]. We give a very simple polynomial space algorithm
for counting the number of cycles of length d in a graph in time nd+O(1), answering a question
of Koutis and Williams [KW09]. We also show that many earlier combinatorial algorithms in
this area can be understood fundamentally as Waring rank bounds. We then give an improved
algorithm for some important special cases of this problem if we assume white-box access to a
circuit computing f . This gives improved aglorithms for several problems, including detecting

8



cycles of length d, detecting d-internal outbranchings (improving on [GRWZ18a]), and more.
This section is based on the papers [Pra19, BP21].

We then study the complexity of matrix multiplication. Our interest is primarily in the group–
theoretic approach of Cohn and Umans [CU03]. We begin by giving a brief overview of the
techniques in this area in Chapter 3. In Chapter 4, we explore the viability of matrix groups
within the group–theoretic framework. Our main result here is that one cannot obtain ω = 2 using
groups of Lie type, answering a question of [CU03]. By relating this new “quasirandomness”
barrier with prior barriers, we then give a counterexample to a conjecture of Petrov [Pra22]. We
also explore a framework for possibly obtaining nontrivial bounds on ω using continuous Lie
groups. This is based on the paper [BCG+22]. In Chapter 5 we explore problems in additive and
extremal combinatorics that we see as stepping stones towards understanding the power of the
group–theoretic framework.

In the final chapter, we give new examples of spectral high–dimensional expanders. Despite
their utility, examples of sparse high-dimensional expanders are very scarce. Prior to our work,
we knew of just two examples. Our examples are obtained by generalizing [KO18] to groups of
Lie type (more precisely, Chevalley groups). This section is based on the paper [OP22].

While the themes of tensor rank and hypergraph expansion are mostly separate in this thesis,
we will see some connections. For example, the quasirandomness barrier that we identify for
the group-theoretic approach is closely connected to the hypergraph mixing generalization of
expander graphs. In the other direction, in Section 6.4 we will use lower bounds on the Schmidt
rank of certain polynomials to establish local spectral expansion of certain hypergraphs. This
makes use of a line of work on the equidistribution of “high rank” polynomial maps [GT07,Mil19].
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Chapter 2

Applications of Tensor Rank to
Parameterized and Exact Algorithms

2.1 Introduction
The Waring rank of a homogeneous n-variate degree-d polynomial f ∈ Sn

d := C[x1, . . . , xn]d,
denoted RS(f), is the minimum r such that

f = ℓd1 + · · ·+ ℓdr , (2.1)

for some linear forms ℓ1, . . . , ℓr ∈ Sn
1 . The study of Waring rank is a classical problem in

algebraic geometry and invariant theory, with pioneering work done in the second half of the
19th century by A. Clebsch, J.J. Sylvester, and T. Reye, among others [IK99, Introduction]. It
has enjoyed a recent resurgence of popularity within algebraic geometry [IK99, Lan12] and has
connections in computer science to the limiting exponent of matrix multiplication ω [CHI+18],
the Mulmuley-Sohoni Geometric Complexity Theory program [BIP19], and several other areas
in algebraic complexity [Lan17, EGOW18]. This chapter adds parameterized algorithms to this
list, showing that several methods in this area (color-coding methods [AYZ95, AG07, HWZ08],
the group-algebra/determinant sum approach [Kou08, Wil09a, Bjö10a], and inclusion-exclusion
methods) fundamentally result from rank upper bounds for a specific family of polynomials. In a
situation similar to that of ω, better explicit upper bounds on the Waring rank of these polynomials
yield faster algorithms for certain problems in a black-box manner, and lower bounds on the
Waring rank of these polynomials imply barriers such algorithms face.

This connection should not come as a complete surprise, as many algorithms work by solving
a question about the coefficients of some efficiently-computable “generating polynomial” deter-
mined by the input. The insight of this chapter, which has been largely unexploited, is that in
general this is a question about Waring rank.

Let en,d :=
∑

1≤i1<i2<···<id≤n xi1 · · ·xid denote the elementary symmetric polynomial of
degree d in n variables. We will study the following questions:
Question 2.1.1. What is A(n, d), the minimum Waring rank among all g ∈ Sn

d with the property
that supp(g) = supp(en,d)?1

1Here supp(
∑

α∈Nn cαx
α1
1 · · ·xαn

n ) := {α ∈ Nn : cα ̸= 0}.
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Question 2.1.2. What is A+(n, d), the the minimum Waring rank among all g ∈ R≥0[x1, . . . , xn]
with the property that supp(g) = supp(en,d)?
Question 2.1.3. For 0 ≤ ε < 1, what is Aϵ(n, d), the minimum Waring rank among all
g ∈ R[x1, . . . , xn] with the property that supp(g) = supp(en,d) and the nonzero coefficients of
g are in the range 1± ε?

We now illustrate the algorithmic relevance of these questions with a new and very simple(
n

⌊d/2⌋

)
poly(n)-time and poly(n)-space algorithm for exactly counting simple cycles (i.e., closed

walks with no repeated vertices) of length d in an n-vertex graph. This is the fastest polynomial
space algorithm for this problem, improving on a 2d

(
n

⌊d/2⌋

)
poly(n)-time algorithm of Fomin et

al. [FLR+12] which in turn improved on a 2d(d/2)!
(

n
⌊d/2⌋

)
poly(n)-time algorithm of Vassilevska

Williams and Williams [VW09].
Given a directed graph G, let AG be the symbolic matrix with entry (i, j) equal to the variable

xi if there is an edge from vertex vi to vertex vj , and zero otherwise. By the trace method,

fG := tr(Ad
G) =

∑
closed walks

(vi1 ,vi2 ,...,vid )∈G

xi1 · · ·xid ∈ Sn
d . (2.2)

Now we denote by g(∂x) the partial differential operator g( ∂
∂x1

, . . . , ∂
∂xn

). Note that if f =∑
α aαx

α1
1 · · ·xαn

n and g =
∑

α bαx
α1
1 · · ·xαn

n are both elements of Sn
d ,

g(∂x)f =
∑
α

bα

(
∂

∂x1

)α1

· · ·
(

∂

∂xn

)αn∑
α

aαx
α1
1 · · · xαn

n

=
∑
α

α1! · · ·αn!aαbα.

The algorithm is based on two easy observations:
Observation 2.1.4. The number of simple cycles of length d in G equals en,d(∂x)fG.
Observation 2.1.5. If g = a1ℓ

d
1 + · · · + arℓ

d
r , where ℓi = ci,1x1 + · · · + ci,nxn for i = 1, . . . , r,

then for all f ∈ Sn
d ,

g(∂x)f = d!
r∑

i=1

aif(ci,1, . . . , ci,n).

It is immediate that we can compute the number of simple cycles in G of length d using
RS(en,d) = A0(n, d) evaluations of fG. Now, it was recently shown in [Lee16] that

RS(en,d) ≤
(

n

≤ ⌊d/2⌋

)
:=

⌊d/2⌋∑
i=0

(
n

i

)
.

Explicitly, for S ⊆ [n] and i ∈ [n], define the indicator function δS,i := −1 if i ∈ S, and δS,i := 1
otherwise. Then for d odd, 2d−1d! · en,d equals∑

S⊆[n]
|S|≤⌊d/2⌋

(−1)|S|
(
n− ⌊d/2⌋ − |S| − 1

⌊d/2⌋ − |S|

)
(δS,1x1 + δS,2x2 + · · ·+ δS,nxn)

d.
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(A similar formula holds for d even.) It follows that the number of length-d simple cycles in G
equals

1

2d−1

∑
S⊆[n]

|S|≤⌊d/2⌋

(−1)|S|
(
n− ⌊d/2⌋ − |S| − 1

⌊d/2⌋ − |S|

)
fG(δS,1, . . . , δS,n). (2.3)

This gives a closed form for the number of length-d simple cycles in G that is easily seen
to be computable in the stated time and space bounds. This algorithm is much simpler, both
computationally and conceptually, than those of previous approaches.2

The above argument shows something very general: given f ∈ Sn
d as a black-box, we can

compute en,d(∂x)f (that is, the sum of the coefficients of the multilinear monomials in f ) using(
n

≤⌊d/2⌋

)
queries. This answers a “significant” open problem asked by Koutis and Williams [KW09]

in a completely black-box way.3 Moreover, it follows from a special case of our Theorem 2.1.6
that any algorithm must make RS(en,d) ≥ Ω(

(
n

≤⌊d/2⌋

)
) [Lee16] queries to compute en,d(∂x)f in

the black-box setting:
Theorem 2.1.6. Fix g ∈ Sn

d and let f ∈ Sn
d be given as a black-box. The minimum number of

queries to f needed to compute g(∂x)f is RS(g), assuming unit-cost arithmetic operations.
In light of this lower bound, one might next ask for a (1 ± ε) approximation of en,d(∂x)f .

This prompts our main algorithmic result, which is based on an answer to Question 2.1.3:
Theorem 2.1.7. Let f ∈ R≥0[x1, . . . , xn]d be given as a black-box. There is a randomized
algorithm which given any 0 < ε < 1 computes a number z such that with probability 2/3,

(1− ε) · en,d(∂x)f < z < (1 + ε) · en,d(∂x)f.

This algorithm runs in time 4.075d · ε−2 log(ε−1) · poly(n, sf ) and uses poly(n, sf , log(ε
−1))

space. Here sf is the maximum bit complexity of f on the domain {±1}n.
The algorithm and the proof behind Theorem 2.1.7 are simple and can be found in Section 2.4.

Applying this theorem to to the graph polynomial fG, an algorithm for approximately counting
simple cycles of length d is immediate.4 More generally, we have the following:
Theorem 2.1.8. Let G and H be graphs where |G| = n, |H| = d, and H has treewidth tw(H).
There is a randomized algorithm which given any 0 < ε < 1 computes a number z such that with
probability 2/3,

(1− ε) · Sub(H,G) < z < (1 + ε) · Sub(H,G).

This algorithm runs in time 4.075d · ntw(H)+O(1) · ε−2 log(ε−1). Here Sub(H,G) denotes the
number of subgraphs of G isomorphic to H .

The previous fastest algorithm ran in time 5.44dntw(H)+O(1)ε−2-time algorithm of Alon et
al. [ADH+08], improving on a 5.44d log log dntw(H)+O(1)ε−2-time algorithm of Alon and Gutner

2We note that the use of inclusion-exclusion (or “Möbius inversion” [Ned09]) in numerous exact-counting
algorithms, such as Ryser’s formula for computing the permanent [Rys64] and algorithms for counting Hamiltonian
cycles [KGK77] and set packings [BH06], implicitly relies on a natural but suboptimal bound on RS(en,d); namely
the one given by Equation (2.5) below. We elaborate on this in Example 2.2.3.

3An alternate solution to this problem was given contemporaneously in [ACDM18].
4In fact, Theorem 2.1.7 gives the fastest polynomial space algorithm for approximately counting cycles that we

are aware of.
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[AG07]. The first parameterized algorithm for a variant of this problem was given by Arvind
and Raman [AR02] and had runtime dO(d)ntw(H)+O(1). In the special case that H has pathwidth
pw(H), an algorithm of Brand et al. [BDH18] runs in time 4dnpw(H)+O(1)ε−2. We stress that
this application is only a motivating example – Theorem 2.1.7 is extremely general and can be
applied to approximately count set partitions and packings [BH06], dominating sets [KW09],
repetition-free longest common subsequences [BBDS12], and functional motifs in biological
networks [GS13].

In the rest of this section we outline our approach. This will suggest a path to derandomize
and improve the base of the exponent in Theorem 2.1.7 (and hence Theorem 2.1.8) from 4.075 to
2. Specifically, we raise the following question:
Question 2.1.9. Is Aε(n, d) ≤ 2d · poly(n, ε−1)?

Prior to this work it was believed [KW15] that a derandomization of polynomial identity
testing would be needed to obtain, for instance, a deterministic 2dpoly(n)-time algorithm just for
detecting simple paths of length d in a graph. On the contrary, an explicit affirmative answer to
the above question would give a 2dpoly(n, ε−1)-time deterministic algorithm for approximately
counting simple paths.
Remark 2.1.10. A focus on approximating g(∂x)f in the case that f and g are real stable has
recently led to several advances in algorithms and combinatorics; see e.g. [Gur06]. In particular, a
result of Anari et al. [AOGSS17] shows that in this case en,d(∂x)f can be approximated (up to a
factor of ed+ε) deterministically in polynomial time given black-box access to f . This chapter
shows that the general (i.e., unstable) case raises interesting questions as well.

2.1.1 Our approach and connections to previous work

To continue with the previous example, note that the graph polynomial fG is supported on a
multilinear monomial if and only if G contains a cycle of length d. This motivates the following
problem of well-recognized algorithmic importance [Gur04, Kou08, Wil09a]:
Problem 2.1.11. Given black-box access to f ∈ Sn

d over Cn, decide if f is supported on a
multilinear monomial.

It is not hard to see that any algorithm for computing g(∂x)f , where g is supported on exactly
the set of degree-d multilinear monomials, can be used to solve Problem 2.1.11 with one-sided
error (Proposition 2.2.11 (a)). This suggests studying upper bounds on A(n, d) (Question 2.1.1) as
an approach to solve Problem 2.1.11. Perhaps surprisingly though, it turns out that several known
methods in parameterized algorithms can be understood as giving constructive upper bounds on
A(n, d), and better upper bounds to A(n, d) would improve upon these methods. For example,
the seminal color-coding method of Alon, Yuster, and Zwick [AYZ95] can be recovered from an
upper bound on A(n, d) of O(5.44d log n), and an improvement to color-coding given by Hüffner
et al. [HWZ08] follows from an upper bound on A(n, d) of O(4.32d log n) (Remark 2.3.35). The
group-algebra/determinant sum approach of [Wil09a, Kou08, Bjö10a] reduces to answering a
generalization of Question 2.1.1 (see Definition 2.3.24) in the case that the underlying field is
not C but of characteristic 2. (In Theorem 2.3.28 we give the essentially optimal upper bound of
2d − 1 for this variant, which in turn can be used to recover [Wil09a, Kou08, Bjö10a]). Prior to
this work, no connection of this precision between these methods was known.
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Question 2.1.1 provides insight into lower bounds on previous methods as well. For example,
the bounds on RS(en,d) given in [Lee16] directly yield asymptotically sharper lower bounds than
those given by Alon and Gutner [AG09, Theorem 1] on the size of perfectly balanced hash families
used by exact-counting color-coding algorithms (Theorem 2.4.8). Curiously, this improvement
is ultimately a consequence of Bézout’s theorem in algebraic geometry. Question 2.1.1 and a
classical lower bound on Waring rank (Theorem 2.2.4) explain why disjointness matrices arose in
the context of lower bounds on color-coding [AG09] and the group-algebra approach [KW09]:
they are the partial derivatives matrices of the elementary symmetric polynomials.

Our main answers to Question 2.1.1 are the following. By our Theorems 2.3.4, 2.3.17
and 2.3.34, it follows that

2d−1 ≤ A(n, d) ≤ min(6.75d, O(4.075d log n)).

Perhaps surprisingly, this gives an upper bound on A(n, d) independent of n. On the negative
side, our lower bound on A(n, d) rules out Question 2.1.1 as an approach to obtain algorithms
faster than 2dpoly(n) for Problem 2.1.11; moreover, we show in Theorem 2.2.13 that there is also
a lower bound of 2d−1 on the number of queries needed to solve Problem 2.1.11 with one-sided
error.

It is easily seen by Observation 2.1.5 that constructive upper bounds on A+(n, d) yield
deterministic algorithms for determining if f is supported on a multilinear monomial in the case
that f has nonnegative real coefficients (as, e.g., the graph polynomial fG has), and constructive
upper bounds on Aε(n, d) yield deterministic algorithms for approximating en,d(∂x)f . This
broadly generalizes the use of color-coding in designing approximate counting and deterministic
decision algorithms.

Our bounds on A(n, d) also hold for A+(n, d). Remarkably, we show in Example 2.3.43 that
if A+(33700, 4) ≤ 10 then A+(n, d) ≤ O(3.9999d log n). It follows from our Theorem 2.3.4 and
Theorem 2.3.34 that

2d−1 ≤ Aε(n, d) ≤ O(4.075dε−2 log n),

and from our Corollary 2.3.12 that limn→∞Aε(n, d) = ∞ for all d > 1 and ε < 1/2 – unlike
A+(n, d), Aε(n, d) depends on n. As an aside, it is immediate that

R(en,d) ≤ lim
ε→0

Aε(n, d) ≤ RS(en,d),

where R(g) denotes the Waring border rank of g, i.e., the minimum r such that there exists a
sequence of polynomials of Waring rank at most r converging to g in the Euclidean topology.

2.1.2 Paper overview
For ease of exposition, we work over C unless specified otherwise. Most of our theorems can
be extended to infinite (or sufficiently large) fields of arbitrary characteristic by replacing the
polynomial ring with the ring of divided power polynomials (see [IK99, Appendix A]). Except
for in Section 2.4, we assume that arithmetic operations can be performed with infinite precision
and at unit cost.

In Section 2.2 we introduce concepts related to Waring rank (in particular the Apolarity
Lemma) in order to better understand the following problems:
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Problem 2.1.12. Fix g ∈ Sn
d . Given black-box access to f ∈ Sn

d ,
a) Compute g(∂x)f .
b) Compute a (1± ε) approximation of g(∂x)f (assuming f, g ∈ R≥0[x1, . . . , xn]).
c) Determine if supp(f) ∩ supp(g) = ∅.
The fundamental connection between Waring rank and Problem 2.1.12 (a) is given by our

Theorem 2.1.6. Using similar ideas, we show that at least 2d−1 queries are required to test if
supp(f) ∩ supp(en,d) = ∅ with one-sided error in Theorem 2.2.13. We then introduce the new
concepts of support rank, ε-support rank, and nonnegative support rank, which give upper bounds
on the complexity of randomized and deterministic algorithms for the above problems. A related
notion of support rank for tensors has previously appeared in the context of ω and quantum
communication complexity [CU13, BCZ17, WGE16], but we are unaware of previous work on
support rank in the symmetric (polynomial) case. In the case when d = 2 these notions are related
to the well-studied concepts of sign rank, zero-nonzero rank, and approximate rank of matrices
[BDYW11, ALSV13].

In Section 2.3 we study A(n, d) and its variants. We start in Section 2.3.1 by proving
negative results, showing that A(n, d) ≥ 2d−1 (Theorem 2.3.4), and that for sufficiently large n,
A(n, 2) = 3 (Proposition 2.3.9) and A(n, 3) ≥ 5 (Corollary 2.3.7). Using bounds on the ε-rank
of the identity matrix [Alo03], we show in Corollary 2.3.12 that for 1/

√
n ≤ ε < 1/2,

Ω(log n · ε−2/ log(ε−1)) ≤ Aε(n, 2) ≤ O(log n · ε−2).

While it may at first seem like we are splitting hairs by focusing on particular values of d, we will
later show in Example 2.3.43 that, for example, proving that A+(n, 4) ≤ 10 for sufficiently large
n would yield improved upper bounds on A+(n, d) for all n and d.

Curiously, our lower bound on A(n, 3) is a consequence of the classical Cayley-Salmon
theorem in algebraic geometry, and our general lower bound on A(n, d) ultimately follows from
Bézout’s theorem via [RS11]. On this note, we show in Proposition 2.3.6 that Question 2.1.1 is
equivalent to a question about the geometry of linear spaces contained in the Fermat hypersurface
{x ∈ Cn :

∑n
i=1 x

d
i = 0}.

The rest of Section 2.3 is focused on general upper bounds on A(n, d) and its variants.
Proposition 2.3.14 will give a simple explanation as to why determinant sums (as in the title of
[Bjö10a]) can be computed in a parameterized way: for all d× n matrices A and B, the Waring
rank of ∑

α∈{0,1}n
|α|=d

det(AαBα)x
α1
1 · · · xαn

n (2.4)

is at most RS(detd). A special case of this example is used in Theorem 2.3.17 to show that
A+(n, d) < 6.75d. In order to improve this, it would suffice to find a better upper bound on the
Waring rank of a single polynomial: the determinant of a symbolic d× d Hankel matrix. We show
in Theorem 2.3.19 that the method of partial derivatives cannot give lower bounds on the Waring
rank of this polynomial better than 2.6d.

Next we define rank for polynomials over a field k of arbitrary characteristic – as it is, our
definition of rank is not valid in positive characteristic (example: try to write xy as a sum of squares
of linear forms over a field of characteristic two). Using this we define Ak(n, d), which equals
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A(n, d) when char(k) = 0. We note in Theorem 2.3.25 that Ak(n, d) ≥ 2d−1. Theorem 2.3.28
shows that this lower bound is essentially optimal when char(k) = 2, as then Ak(n, d) ≤ 2d − 1;
specifically, this rank upper bound holds for Equation (2.4) in the case that A = B. This is a
simple consequence of the fact that the permanent and the determinant agree in characteristic 2.
We explain in this section how the group-algebra approach of [Kou08, Wil09a] and the basis of
[Bjö10a] reduce to a slightly weaker fact than this upper bound. A precise connection between
support rank and a certain “product-property” of abelian group algebras critical to [Kou08,Wil09a]
is given by Theorem 2.3.29.

In Section 2.3.3 we present a method for translating upper bounds on A+(n0, d0) for some
fixed n0 and d0 into upper bounds on A+(n, d) for all n and d (Theorem 2.3.42). This method
also allows us to recursively bound Aε(n, d) for fixed d (Theorem 2.3.32). This approach can
be seen as a vast generalization of color-coding methods, and is based on a direct power sum
operation on polynomials and a combinatorial tool generalizing splitters that we call a perfect
splitter. We use this to show that Aε(n, d) ≤ O(4.075dε−2 log n) in Theorem 2.3.34.

In Section 2.4 we give applications of the previous section. We start by giving the proof
Theorem 2.1.7, which is then used to prove Theorem 2.1.8. We end with an improved lower bound
on the size of perfectly-balanced hash families in Theorem 2.4.8.

We conclude by giving several standalone problems.

2.2 Preliminaries and methods

We use multi-index notation: for f ∈ Sn
d , we write f =

∑
α∈Nn cαx

α, where xα := xα1
1 · · · xαn

n .
For α ∈ Nn, we let |α| :=

∑n
i=1 αi and α! := α1!α2! · · ·αn!. We then define Nn

d := {α ∈
Nn : |α| = d}, and similarly {0, 1}nd := {α ∈ {0, 1}n : |α| = d}. Given β ∈ Nn we say that
α ≥ β if αi ≥ βi for all i ∈ [n]. We denote by ∂i the differential operator ∂

∂xi
, and we let

∂α := ∂α1
1 · · · ∂αn

n . We let V(f) := {p ∈ Cn : f(p) = 0} denote the hypersurface defined by f .
For ℓ =

∑n
i=1 aixi ∈ Sn

1 , we let ℓ∗ := (a1, . . . , an) ∈ Cn. For X ⊆ Cn, the ideal of polynomials
in Sn vanishing on X is denoted by I(X). The ideal generated by f1, . . . , fk ∈ Sn is denoted by
⟨f1, . . . , fk⟩. Given an ideal I ⊆ Sn we let Id denote the subspace of I of degree-d polynomials.

The set of n×m matrices with entries in a field k is denoted by kn×m. For a matrix A ∈ kn×m

and a multi-index α ∈ Nn, we let Aα be the n× |α| matrix whose first α1 columns are the first
column of A, next α2 columns are the second column of A, etc. We let detd, perd ∈ k[xij : i, j ∈
[d]]d denote the degree-d determinant and permanent polynomials, respectively. Recall that the
permanent is defined by

perd =
∑
σ∈Sd

d∏
i=1

xi,σ(i),

where Sd denotes the symmetric group on d letters.
The subsequent theorems are classical and easily verified. The first is the crux of this chapter.

The second shows that Waring rank is always defined (i.e., finite).
Theorem 2.2.1. Let f ∈ Sn

d and let j ≥ d.
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a) [IK99, Lemma 1.15(i)] For all ℓ1, . . . , ℓr ∈ Sn
1 ,

f(∂x)
r∑

i=1

ℓji = d!
r∑

i=1

f(ℓ∗i )ℓ
j−d
i .

b) [CGLM08, Lemma 3.5] For all g ∈ Sn
d , f(∂x)g = g(∂x)f .

Theorem 2.2.2. [IK99, Corollary 1.16] RS(f) ≤ dimSn
d =

(
n+d−1

d

)
.

Importantly, Theorems 2.2.1 (a) and 2.2.1 (b) imply that g(∂x)f can be computed with RS(g)
queries in Problem 2.1.12 (a), as noted in Observation 2.1.5. We will show in the next subsection
that this is optimal, even if we are allowed to query f adaptively.
Example 2.2.3. The following Waring decomposition of en,d is easily seen by inclusion-exclusion:

d! · en,d =
∑

α∈{0,1}n
|α|≤d

(−1)|α|+d

(
n− |α|
d− |α|

)( n∑
i=1

αixi

)d

. (2.5)

In fact, this decomposition is synonymous with inclusion-exclusion in many exact algorithms, as
we now illustrate. For A ∈ Cn×n, let

ProdA := (A1,1x1 + · · ·+ A1,nxn) · · · (An,1x1 + · · ·+ An,nxn) ∈ Sn
n .

It is easily seen that the coefficient of x1 · · ·xn in ProdA equals the permanent of A. In other
words, per(A) = en,n(∂x)ProdA. It follows directly from Theorem 2.2.1 and Equation (2.5) that

per(A) =
∑

α∈{0,1}n
(−1)|α|+nProdA(α),

which is Ryser’s formula for computing the permanent [Rys64]. As another example, applying
Theorem 2.2.1 and Equation (2.5) to the closed-walk generating polynomial Section 2.5, one finds
that the number of Hamiltonian cycles in G equals∑

α∈{0,1}n
(−1)|α|+ntr(An

G)(α),

which was first given in [KGK77] and rediscovered several times thereafter [Kar82, Bax93]. As a
third example, let S1, . . . , Sm ⊆ [k · r], where |Si| = r for all i. Note that that the coefficient of

x1 · · ·xkr in PartS1,...,Sm
:=
(∑m

i=1

∏
j∈Si

xj

)k
equals the number of ordered partitions of [kr]

into k of the sets Si. Therefore the number of such partitions equals∑
α∈{0,1}kr

(−1)|α|+krPartS1,...,Sm(α),

which was given in [BH06, BHK09]. The fastest known algorithms for computing the permanent
and counting Hamiltonian cycles and set partitions follow from the straightforward evaluation of
the above formulas. A similar perspective on these algorithms appeared earlier in [Bar96].
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Understanding these algorithms from the perspective of Waring decompositions is extremely
insightful, and was our initial motivation. For example, it is clear from the above argument that any
Waring decomposition of x1 · · ·xn yields an algorithm for the above problems – there is nothing
special about Equation (2.5). This immediately raises the question: what is RS(x1 · · ·xn)? This
was only answered recently in [RS11], where a lower bound on the degree of a form’s apolar
subscheme was used to show that RS(x1 · · ·xn) = 2n−1.5 This lower bound shows that the
above algorithms are, in a restricted sense, optimal. Similar observations have been made in
[Gur03, Gly13].

Although the Waring decomposition of Equation (2.5) is essentially optimal in the case when
n = d, it is far from optimal in general. Indeed, Equation (2.5) only shows that RS(en,d) ≤

(
n
≤d

)
,

whereas it was shown in [Lee16] that for d odd, RS(en,d) =
(

n
≤⌊d/2⌋

)
, and for d even,(

n

≤ d/2

)
−
(
n− 1

d/2

)
≤ RS(en,d) ≤

(
n

≤ d/2

)
.

2.2.1 Apolarity and the method of partial derivatives
Fix g ∈ Sn

d . For integers u, v ≥ 0 such that u+ v = d, let Catg(u, v) : Sn
u → Sn

v be given by

Catg(u, v)(f) := f(∂x)g.

These maps, called catalecticants, were first introduced by J.J. Sylvester in 1852 [Syl52]. Their
importance is due in large part to the following method for obtaining Waring rank lower bounds,
known as the method of partial derivatives in complexity theory [Lan17, Section 6.2.2].
Theorem 2.2.4. [IK99, pg. 11] For all g ∈ Sn

d and integers u, v ≥ 0 such that u+ v = d,

RS(g) ≥ rank(Catg(u, v)).

Remark 2.2.5. As a matrix, Catg(u, v) has
(
n+u−1

u

)
columns, indexed by the degree-u monomials

in x1, . . . , xn, and
(
n+v−1

v

)
rows, indexed by the degree-v monomials in x1, . . . , xn. Therefore

the best rank lower bound Theorem 2.2.4 can give is
(
n+⌈d/2⌉−1

⌈d/2⌉

)
, which is obtained when u =

⌈d/2⌉, v = ⌊d/2⌋. In contrast, it is known [Lan12, Section 3.2] that the rank for almost all g ∈ Sn
d

is at least ⌈
(
n+d−1

d

)
/n⌉ (with respect to a natural distribution on forms), so the method of partial

derivatives is far from optimal. Finding methods for proving better lower bounds is a significant
barrier and a topic of great interest from both an algebraic-geometric and complexity-theoretic
perspective; see [Lan17, Section 10.1] and [EGOW18].
Example 2.2.6. It is a classical fact from linear algebra that for g ∈ Sn

2 , RS(g) = rank(Catg(1, 1)).
Explicitly, this says that g =

∑
1≤i≤j≤nAijxixj can be written as a sum of at most r squares of

linear forms if and only if the matrix A = (Aij) has rank at most r. Hence Waring rank can be
viewed as a higher dimensional generalization of symmetric matrix rank.

Let g⊥j := kerCatg(j, d− j) be the set of degree-j forms annihilating g under the differentia-
tion action. The next fact is known as the Apolarity Lemma in the Waring rank literature.

5A lower bound of
(

n
⌊n/2⌋

)
can be shown easily using the method of partial derivatives, presented in the next

subsection.
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Lemma 2.2.7. [Tei14, Theorem 4.2] Let ℓ1, . . . , ℓr ∈ Sn
1 be pairwise linearly independent. Then

for all g ∈ Sn
d , g ∈ span{ℓd1, . . . , ℓdr} if and only if I({ℓ∗1, . . . , ℓ∗r})d ⊆ g⊥d .

A complete answer to the complexity of Problem 2.1.12 (a) is now in hand.
Theorem 2.2.8. Fix g ∈ Sn

d and let f ∈ Sn
d be given as a black-box. The minimum number of

queries to f needed to compute g(∂x)f is RS(g), assuming unit-cost arithmetic operations.

Proof. The upper bound is immediate from Theorem 2.2.1 (b). To prove the lower bound
we first show the following: for any pairwise linearly independent points v1, . . . , vm ∈ Cn

where m < RS(g), there exists a p ∈ Sn
d such that p ∈ I({v1, . . . , vm}) but g(∂x)p ̸= 0. If

this were not the case, there exist pairwise linearly independent points v1, . . . , vm such that
I({v1, . . . , vm})d ⊆ g⊥d . But this implies that g has rank at most m by the Apolarity Lemma, a
contradiction.

So now given any f ∈ Sn
d , suppose that our algorithm queries f at v1, . . . , vm, which can be

assumed to be pairwise linearly independent. By the above argument, there exists some p ∈ Sn
d

such that (p + f)(vi) = p(vi) + f(vi) = f(vi) for all i ∈ [m], and hence the algorithm cannot
distinguish f from p+ f , but at the same time g(∂x)f ̸= g(∂x)(p+ f).

2.2.2 Support rank, nonnegative support rank, and ε-support rank

We now introduce variants of Waring rank of algorithmic relevance.
Definition 2.2.9. The support rank and nonnegative support rank of f ∈ Sn

d are given by

Rsupp(f) := min(RS(g) : g ∈ Sn
d , supp(g) = supp(f)),

R+
supp(f) := min(RS(g) : g ∈ R≥0[x1, . . . , xn]d, supp(g) = supp(f)).

Furthermore, if f ∈ R≥0[x1, . . . , xn]d, the ε-support rank of f is given by

Rε
supp(f) := min(RS(g) : g ∈ R[x1, . . . , xn]d,∀α ∈ Nn

d ,

(1− ε) · ∂αf ≤ ∂αg ≤ (1 + ε) · ∂αf).

Note that condition in the definition of Rε
supp is simply that the coefficient of xα in g is

bounded by a factor of (1± ε) times the coefficient of xα in f .
Roughly speaking, support rank corresponds to decision algorithms, nonnegative support rank

to deterministic decision algorithms, and ε-support rank to deterministic approximate counting
algorithms. This is now formalized.
Definition 2.2.10. For g ∈ Sn

d and 0 < δ < 1, a g-support intersection certification algorithm
with one-sided error δ is an algorithm which, given any f ∈ Sn

d as a black-box, outputs “supp(f)∩
supp(g) = ∅′′ on all instances f where supp(f)∩ supp(g) = ∅, and correctly outputs “supp(f)∩
supp(g) ̸= ∅′′ with probability at least 1− δ on all instances where supp(f) ∩ supp(g) ̸= ∅.
Proposition 2.2.11. a) For all g ∈ Sn

d and δ > 0, there is a g-support intersection certification
algorithm with one-sided error δ that makes Rsupp(g) queries.

b) For a fixed g ∈ Sn
d and all f ∈ R≥0[x1, . . . , xn]d given as a black-box, there is a determin-

istic algorithm that decides if supp(g) ∩ supp(f) using R+
supp(g) queries.
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c) For a fixed g ∈ R≥0[x1, . . . , xn]d and all f ∈ R≥0[x1, . . . , xn]d given as a black-box, there is
a deterministic algorithm that computes a (1± ε)-approximation to g(∂x)f using Rε

supp(g)
queries.

Proof. a. Let U ⊆ C, where |U | ≥ d/δ. Let a1, . . . , an be indeterminates. Note that
g(∂x)f(a1x1, . . . , anxn) is not identically zero in C[a1, . . . , an] if and only if supp(f) ∩
supp(g) ̸= ∅. Then by choosing a1, . . . , an uniformly at random from U , it follows that
g(∂x) f(a1x1, . . . , anxn) will evaluate to zero whenever supp(f) ∩ supp(g) = ∅, and
whenever supp(f) ∩ supp(g) ̸= ∅ this does not evaluate to zero with probability at least
1− δ by the Schwarz-Zippel lemma. By Theorem 2.2.1, g(∂x)f(a1x1, . . . , anxn) can be
computed using RS(g) queries, and the conclusion follows.

b. If both f and g have nonnegative coefficients, then g(∂x)f > 0 if and only if supp(f) ∩
supp(g) ̸= ∅. The result follows from Theorem 2.2.1.

c. This is immediate from Theorem 2.2.1.

It follows from a variation of the proof of Theorem 2.1.6 that Proposition 2.2.11 (a) is optimal
for monomials:
Proposition 2.2.12. For all α ∈ Nn and all δ < 1, any xα-support intersection certification
algorithm with one-sided error δ makes at least Rsupp(x

α) =
∏n

i=1(1 + αi)/mini∈[n](1 + αi)
queries.

Proof. The upper bound follows from Theorem 2.2.1 (b); in fact, this shows that we can compute
∂αf exactly using RS(x

α) queries.
For the lower bound, given any f ∈ Sn

d where α ∈ supp(f), suppose a support intersection
certification algorithm queries f at pairwise linearly independent points v1, . . . , vm, where m <
RS(x

α). Then by the Apolarity Lemma, there exists a p ∈ Sn
d such that p ∈ I({v1, . . . , vm}) but

∂αp ̸= 0 (see the proof of Theorem 2.1.6). Note that the condition that ∂αp ̸= 0 is equivalent to
saying that α ∈ supp(p). Therefore there exists some λ ∈ C such that α /∈ supp(f + λp). But
note that (f + λp)(vi) = f(vi) + λp(vi) = f(vi) for all i ∈ [m], and hence the algorithm cannot
distinguish between f and f + λp. Since the algorithm has no false negatives, it must always
give the incorrect answer on f . We conclude by the matching upper and lower bounds on RS(x

α)
given in [CCG11].

Theorem 2.2.13. Any en,d-support intersection certification algorithm with one-sided error δ
makes at least 2d−1 queries.

Proof. Suppose for contradiction that such an algorithm made fewer queries. Then given f as
a black-box, we run this algorithm with access to f(x1, . . . , xd, 0, . . . , 0). By definition, this
algorithm always answers correctly if the coefficient of x1 · · ·xd is zero, and answers correctly
with probability at least 1 − δ if this coefficient is nonzero. But this gives an x1 · · ·xd-support
intersection certification algorithm with one-sided error δ making fewer than 2d−1 queries. Since
RS(x1 · · ·xd) = 2d−1 [RS11], this contradicts Proposition 2.2.12.
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2.3 Support ranks of elementary symmetric polynomials
We are now ready to study A(n, d) and its variants, which we now recall.
Problem 2.3.1. Determine A(n, d) := Rsupp(en,d), A+(n, d) := R+

supp(en,d) and Aε(n, d) :=
Rε

supp(en,d).
Obviously A(n, d) ≤ A+(n, d) ≤ Aε(n, d), and for all n, A(n, 1) = 1. It follows from

[RS11] that Aε(n, n) = 2n−1 and from [Lee16] that Aε(n, d) ≤
(

n
≤⌊d/2⌋

)
; the latter turns out to be

arbitrarily far from optimal, however.
We will be interested in Problem 2.3.1 as n goes to infinity. To facilitate this, we adopt

the notation A(N, d) := limn→∞A(n, d), defining A+(N, d) and Aε(N, d) analogously. We will
show in Proposition 2.3.3 (a) that A(n, d), A+(n, d), and Aε(n, d) are nondecreasing in n, in
Proposition 2.3.14 that A+(N, d) is finite for each d, and in Corollary 2.3.12 that Aε(N, d) is
infinite for ε < 1/2 and d > 1.

For notational convenience, we define

E(n, d) := {f ∈ Sn
d : supp(f) = supp(en,d)},

E+(n, d) := {f ∈ E(n, d) : ∀α ∈ {0, 1}nd , ∂αf ∈ R+},
Eε(n, d) := {f ∈ E+(n, d) : ∀α ∈ {0, 1}nd , ∂αf ∈ (1± ε))}.

Remark 2.3.2. Our upper bounds to Problem 2.3.1 will be obtained by the following general
method. We start with some f ∈ Sm

d whose rank is known. We then find L1, . . . , Lm ∈ Sn
1 , where

n ≫ m, so that f(L1, . . . , Lm) ∈ E(n, d). This will show that

A(n, d) ≤ RS(f(L1, . . . , Lm)) ≤ RS(f).

For example, we first show that A+(N, d) < 6.75d by taking f to be the determinant of a generic
Hankel matrix, and ℓ1, . . . , ℓn to be given by rank-1 Hankel matrices (points on the rational
normal scroll). We later use this method to show that Aε(n, d) ≤ O(4.075dε−2 log n) by taking f
to be a “direct sum” of e⌊1.55d⌋,d and L1, . . . , Ln to be given by a (1+ε)-balanced splitter. We note
in Remark 2.3.35 that color-coding can be viewed as taking f to be a direct sum of x1x2 · · ·xd

and L1, . . . , Lm to be a perfect hash family. A simple geometric property that f and L1, . . . , Lm

must satisfy in this method is given by Proposition 2.3.5.

2.3.1 Lower bounding A(n, d) and the d = 2 case
We start with some simple relations between different values of A(n, d) that will be used through-
out this section.
Proposition 2.3.3. For all n ≥ d,

a) A(n, d) ≤ A(n+ 1, d),
b) A(n, d) ≤ A(n+ 1, d+ 1).

Moreover, these statements remain valid when “A” is replaced with A+ and Aε.

Proof. a. Suppose f ∈ E(n+ 1, d), and let f ′ be obtained from f by setting xn+1 = 0. Then
clearly RS(f

′) ≤ RS(f) and f ′ ∈ E(n, d). Therefore A(n, d) ≤ A(n+ 1, d).
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b. If f ∈ E(n + 1, d + 1), then ∂n+1f ∈ E(n, d). Hence A(n, d) ≤ RS(∂n+1f) ≤ RS(f),
where the final inequality follows from Theorem 2.2.1 (a).

It is easy to see that the same arguments hold if we replace A(n, d) with A+(n, d) or Aε(n, d).

Theorem 2.3.4. For all n ≥ d,

2d−1 ≤ A(n, d) ≤ A+(n, d) ≤ Aε(n, d).

Proof. It was shown in [RS11] that RS(x1 · · ·xd) = 2d−1, and therefore A(d, d) = 2d−1. The
theorem is then immediate from Proposition 2.3.3 (a).

We now give an insightful geometric characterization of A(n, d).
Proposition 2.3.5. A(n, d) ≤ r if and only if for some m there exists f ∈ Sm

d and points
v1, . . . , vn in Cm such that RS(f) ≤ r and f vanishes on the span of any d − 1 of the points
v1, . . . , vn, but not on the span of any d of them.

Proof. Suppose that A(n, d) ≤ r. By definition, there exists a f ∈ E(n, d) with RS(f) ≤ r. It
follows that f vanishes on the span of the span of any d− 1 of the standard basis vectors in Cn,
but not on the span of any d of them.

Conversely, suppose there exists such an f and points v1, . . . , vn, and let

f ′ := f(x1v1 + · · ·+ xnvn).

It is immediate that RS(f
′) ≤ RS(f). Additionally, f ′ must be multilinear as f vanishes on the

span of any d − 1 of the points v1, . . . , vn. But then for α ∈ {0, 1}nd , the coefficient of xα in f ′

is given by f ′(α) = f(
∑n

i=1 αivi). If this was zero f would vanish on the span of the d points
{vi : i ∈ supp(α)}, a contradiction. This shows that f ′ ∈ E(n, d), proving the claim.

Proposition 2.3.6. A(n, d) ≤ r if and only if there exist n points in Cr such that the span of any
d− 1 of them is contained in V(

∑r
i=1 x

d
i ), but the span of any d of them is not.

Proof. If A(n, d) ≤ r, then for some f ∈ E(n, d) and linear forms ℓ1, . . . , ℓr, f =
∑r

i=1 ℓ
d
i . Let

vj := ((ℓ1
∗)j, (ℓ2

∗)j, . . . , (ℓr
∗)j) for all j ∈ [n]. Since f is multilinear,

∑r
i=1 x

d
i must vanish on

the span of any d− 1 of the points v1, . . . , vn, and since each multilinear monomial has a nonzero
coefficient,

∑r
i=1 x

d
i does not vanish on the span of any d of v1, . . . , vn.

Conversely, suppose that there exists such a set of points. Since
∑r

i=1 x
d
i has rank r, by

Proposition 2.3.5 we conclude that A(n, d) ≤ r.

Corollary 2.3.7. 5 ≤ A(8, 3) ≤ A(N, 3).

Proof. Suppose for contradiction that A(8, 3) = 4. By Proposition 2.3.6, this implies that
there are 8 points in C4 such that the planes spanned by any two of them are contained in
V(x3

1+x3
2+x3

3+x3
4), but the span of any three of them is not. Note that this is only possible if no

three points are coplanar, and hence the
(
8
2

)
= 28 planes spanned by any two points are distinct.

But by the Cayley-Salmon theorem, V(x3
1 + x3

2 + x3
3 + x3

4) contains exactly 27 < 28 lines in the
projective space CP3 [Gat14, Lemma 11.1], a contradiction.
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Remark 2.3.8. A similar proof fails to show that 6 ≤ A(N, 3), as P(V(x3
1 + · · ·+ x3

5)) contains
infinitely many lines (see [Gat14, Exercise 11.10.b]).

The d = 2 case of Problem 2.3.1 is solved using linear algebra.
Proposition 2.3.9. A(N, 2) = 3.

Proof. It suffices by Example 2.2.6 to show that for n ≥ 3, the minimum rank of a symmetric
n × n matrix with zeros on the diagonal and nonzero values elsewhere is 3. There is a lower
bound of 3 since the principal 3× 3 minor of any such matrix is easily seen to be nonzero. An
upper bound of 3 is given by the matrix ((i− j)2)i,j∈[n].

To understand Aε(n, 2) we will need the following fact:
Theorem 2.3.10. [Alo03, Theorem 9.3] Let B be an n-by-n real matrix with bi,i = 1 for all i and
|bi,j| ≤ ε for all i ̸= j. Then if 1/

√
n ≤ ε < 1/2,

rank(B) ≥ Ω

(
log n · ε−2

log(ε−1)

)
.

Proposition 2.3.11. a) If 1/
√
n ≤ ε < 1/2,

Aε(n, 2) ≥ Ω

(
log n · ε−2

log(ε−1)

)
.

b) For all ε > 0,
Aε(n, 2) ≤ O

(
log n · ε−2

)
.

Proof. It follows from Example 2.2.6 that Aε(n, 2) is the minimum rank among all real symmetric
matrices A with Ai,i = 0 and Ai,j ∈ [1− ε, 1 + ε] for all i ̸= j. Note that given any such A, the
matrix J − A (where J denotes the all-ones matrix) has diagonal entries equal to 1, off-diagonal
entries bounded in absolute value by ε, and rank at most rank(A) + 1. Conversely, given any
symmetric matrix B with bi,i = 1 for all i and |bi,j| ≤ ε for all i ̸= j, the matrix J −B has zeros
on the diagonal, off-diagonal entries in the range [1− ε, 1 + ε], and rank at most rank(B) + 1.
So it suffices to determine the minimum rank of such a matrix B. Given this observation, (a) is
immediate from Theorem 2.3.10.

To show (b), let m := O(log n/ε2). By the Johnson-Lindenstrauss Lemma, there exist unit
vectors v1, . . . , vn ∈ Rm such that |vi ·vj| ≤ ε for all i ̸= j. It follows that the matrix (vTi ·vj)i,j∈[n]
has the desired properties and rank at most m.

Corollary 2.3.12. For all 0 < ε < 1/2 and d ≥ 2, Aε(N, d) = ∞.

Proof. Fix 0 < ε < 1/2. By Proposition 2.3.11 (a),

Aε(n, 2) ≥ Ω

(
log n · ε−2

log(ε−1)

)
for all n ≥ ε−2, and so Aε(N, 2) = ∞. Now suppose that Aε(N, d) is bounded above for some
d > 2. Then by Proposition 2.3.3, for all n

Aε(n, 2) ≤ Aε(n+ d− 2, d) ≤ Aε(N, d),

a contradiction.
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2.3.2 Upper bounds via the determinant

The relevance of the determinant to Problem 2.3.1 is immediate from Proposition 2.3.5. The
obvious but key observation is that for all n, d with n ≥ d, a generic set of n rank-1 d×d matrices
has the property that the sum of any d of them is invertible, and hence the span of any d− 1 of
them is contained in V(detd) but the span of any d of them is not. Applying Proposition 2.3.5,
we conclude that A(n, d) ≤ RS(detd). We now make this more explicit.
Definition 2.3.13. Let d ≤ n. For A,B ∈ Cd×n, let

gA,B :=
∑

α∈{0,1}nd

detd(AαBα)x
α. (2.6)

Proposition 2.3.14. For all A,B ∈ Cd×n,

RS(gA,B) ≤ RS(detd) ≤ (5/6)⌊d/3⌋2d−1d!.

Furthermore, A+(N, d) ≤ RS(detd) ≤ (5/6)⌊d/3⌋2d−1d! and A+(N, d) exists.

Proof. Let X = diag(x1, . . . , xn). By the Cauchy-Binet formula it follows that detd((A · X) ·
BT ) = gA,B. The first statement then follows from the fact that RS(detd) ≤ (5/6)⌊d/3⌋2d−1d!
[Tei14, Example 1.14].

Note that by taking A and B to have positive minors6, gA,B ∈ E+(n, d). This shows that
A+(N, d) ≤ RS(detd). Since Proposition 2.3.3 (a) shows that (A+(n, d))n is nondecreasing, it
follows that the limit A+(N, d) exists.

Remark 2.3.15. The asymptotically best known lower bound on RS(detd) is
(

d
⌊d/2⌋

)2
, which

follows from the method of partial derivatives [Gur03] [Lan12, Theorem 9.3.2.1]. Therefore one
cannot hope to improve the upper bound given by Proposition 2.3.14 exponentially beyond 4d by
finding a better upper bound on the Waring rank of the determinant.
Definition 2.3.16. Let hd ∈ S2d−1

d be the determinant of a symbolic Hankel matrix (that is, the
determinant of the d× d matrix whose (i, j)th entry is the variable xi+j).
Theorem 2.3.17.

A+(N, d) ≤ RS(hd) ≤
(
3d− 2

d

)
< 6.75d.

Proof. Let a1, a2, . . . , an be distinct elements of R, let

A = (aj−1
i )i∈[n],j∈[d] ∈ Cd×n,

and let X = diag(x1, . . . , xn). By the Cauchy-Binet formula,

detd((A ·X) · AT ) = gA,A =
∑

α∈{0,1}nd

detd(AαAα)x
α =

∑
α∈{0,1}nd

detd(Aα)
2xα.

6For instance, by taking the columns of A and B to be given by real Vandermonde vectors.
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Since A is a Vandermonde matrix, detd(Aα)
2 > 0 for all α ∈ {0, 1}nd . Hence gA,A ∈ E+(n, d).

Now observe that (A ·X) · AT is a Hankel matrix; explicitly, it equals

n∑
i=1

(1, a1i , . . . , a
d−1
i )T (1, a1i , . . . , a

d−1
i )xi.

Therefore detd(AXAT ) = hd(AXAT ), and so A+(N, d) ≤ RS(hd). Since hd is a degree-
d polynomial in 2d − 1 variables, by the dimension bound of Theorem 2.2.2 we have that
RS(hd) ≤

(
3d−2
d

)
, and therefore A+(N, d) ≤

(
3d−2
d

)
. The theorem follows from Stirling’s

approximation.

Remark 2.3.18. The above theorem can be slightly improved by using the state-of-the-art bound
[Jel13] on the maximum Waring rank in Sn

d of(
n+ d− 2

d− 1

)
−
(
n+ d− 6

d− 3

)
,

valid when n, d ≥ 3, which shows that

A+(n, d) ≤ RS(hd) ≤
(
3d− 3

d− 1

)
−
(
3d− 7

d− 3

)
.

It follows from Remark 2.2.5 that the lower bound on RS(hd) given by the method of partial
derivatives is at most

(⌈5d/2⌉−1
⌈d/2⌉

)
< 3.5d. The next theorem shows that the actual lower bound

obtained by the method of partial derivatives is exponentially worse than this.
Theorem 2.3.19. For all integers d, u, v > 0 such that u+ v = d,

rank(Cathd
(u, v)) ≤

(
⌈3d/2⌉
⌊d/2⌋

)
< 2.6d.

Proof. First note that if A = Vandermonde(a1, . . . , an; d) = (aj−1
i ) ∈ Cd×n with a1, . . . , an

distinct, gA,A equals hd up to a change of variables. This implies that rank(Cathd
(u, v)) =

rank(CatgA,A
(u, v)). So we will equivalently work with f := gA,A. Furthermore we assume

that u ≤ v; this is without loss of generality as Catf (u, v) = Catf (v, u)
T . We will then show

that rank(Catf (u, v)) ≤ m :=
(
2v+u
u

)
. As this is maximized when u = ⌊d/2⌋, v = ⌈d/2⌉, the

theorem follows.
The matrix Catf (u, v) has rows indexed by monomials xα, where α ∈ N2d−1

u , and columns
indexed by monomials xβ, where β ∈ N2d−1

v . Because f is multilinear, the entries in a row
indexed by a non-multilinear monomial xα will be zero, as xα annihilates f under differentiation.
Similarly, any column indexed by a non-multilinear monomial will have all entries equal to zero.
Therefore it suffices to consider the submatrix M of Catf (u, v) indexed by multilinear monomials.
We identify the row/column corresponding to xα with the set supp(α) ⊆ [2d− 1].

Note that MIJ (the entry of M at row I and column J) equals 0 if I and J have a nonempty
intersection, and equals

∏
i ̸=j∈I∪J(ai − aj)

2 otherwise. Hence the row indexed by I is a multiple
of
∏

i ̸=j∈I(ai − aj)
2, and similarly the column indexed by J is a multiple of

∏
i ̸=j∈J(ai − aj)

2.
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Therefore M = D1QD2 for some invertible (diagonal) matrices D1 and D2, and so it suffices to
upper bound the rank of Q.

Next, observe that QIJ =
∏

i∈I,j∈J(ai − aj)
2. Write I = {i1, . . . , iu}, J = {j1, . . . , jv}. We

now claim that there exist g1, h1, . . . , gm, hm with gi ∈ Su, hi ∈ Sv, such that

QIJ =
m∑
k=1

gk(ai1 , . . . , aiu)hk(aj1 , . . . , ajv). (2.7)

To see this, view QIJ as a polynomial in the variables ai1 , . . . , aiu with coefficients in C[aj1 , . . . , ajv ].
This is a symmetric polynomial in u variables, where the maximum degree of any variable in any
monomial is 2v. Therefore QIJ can be written as in Equation (2.7) as a sum over symmetrizations
of monomials with total degree at most u and maximum individual degree 2v, for some coeffi-
cients hk in C[aj1 , . . . , ajv ]. The number of such symmetrizations of monomials is the number of
partitions having maximum part size 2v and at most u parts, which is

(
2v+u
u

)
= m.

Having shown this, it follows that

Q =
m∑
k=1

(gk(ai1 , . . . , aiu))
T
I⊆[2d−1],|I|=u(hk(aj1 , . . . , ajv))J⊆[2d−1],|J |=v,

and so Q has rank at most m. We conclude by Stirling’s approximation.

Remark 2.3.20. Numerical evidence suggests that equality holds in Theorem 2.3.19 when
u = ⌊d/2⌋. This would imply that RS(hd) = Ω(2.59d).

2.3.3 A(n, d) in positive characteristic and abelian group algebras
We briefly introduce a generalization of Waring rank to Sn

d (k) := k[x1, . . . , xn]d, where k is
a field of arbitrary characteristic. This notion has been studied extensively as early as 1916
[Mac94], and directly corresponds to Waring rank in the case that char(k) = 0. For a thorough
algebraic-geometric treatment of this subject, see [IK99]. Assume k is algebraically closed unless
stated otherwise.
Definition 2.3.21. For ℓ =

∑n
i=1 aixi ∈ Sn

1 (k), let

ℓ[d] :=
∑
α∈Nn

d

aα1
1 · · · aαn

n xα ∈ Sn
d (k).

Note that ℓ[d] is just ℓd without any multinomial coefficients. We remark that the projec-
tivization of the set {ℓ[d] : ℓ ∈ Sn

1 (k)} is the classical Veronese variety in algebraic geometry
[IK99, Corollary A.10].
Definition 2.3.22. For f ∈ Sn

d (k), let Rν(f) be the minimum r such that there exist linear forms
ℓ1, . . . , ℓr with

f =
r∑

i=1

ℓ
[d]
i ,

and let
Rν

supp(f) := min(Rν(g) : g ∈ Sn
d (k), supp(g) = supp(f)).
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The next proposition shows that the d = j case of Theorem 2.2.1 (a) holds (ignoring a
factorial) with the above definition of rank in the case that g is multilinear. Recall that this fact is
key for algorithmic upper bounds.
Proposition 2.3.23. Suppose that g =

∑r
i=1 ℓ

[d]
i ∈ Sn

d is multilinear. Then for all f ∈ Sn
d ,

g(∂x)f =
r∑

i=1

f(ℓ∗i ).

Proof. Suppose that g =
∑

α bαx
α and ℓi = (

∑n
j=1 ci,jxj)

[d]. Note that bα =
∑r

i=1 c
α1
i,1 · · · c

αn
i,n. If

f =
∑

α aαx
α, then since g is multilinear, g(∂x)f =

∑
α aαbα. On the other hand,

r∑
i=1

f(ci,1, . . . , ci,n) =
r∑

i=1

∑
α

aαc
α1
i,1 · · · c

αn
i,n =

∑
α

aαbα.

Definition 2.3.24. Let Ak(n, d) := Rν
supp(en,d).

It is easy to see that if k = C and if g is multilinear, RS(g) = Rν(g). This implies that
AC(n, d) = A(n, d), and so the above definition really does generalize A(n, d).
Theorem 2.3.25. For all n ≥ d, Ak(n, d) ≥ 2d−1.

Proof. It follows from an argument similar to that of Proposition 2.3.3 (a) that A(d, d) ≤ A(n, d)
for all n ≥ d. As it was shown in [RS11] that Rν(x1 · · ·xd) ≥ 2d−1, the conclusion follows.

Definition 2.3.26. Given A ∈ kd×n, let

gA :=
∑
α∈Nn

d

perd(Aα)x
α. (2.8)

Lemma 2.3.27. Let k be arbitrary and let A ∈ kd×n. Then Rν(gA) ≤ 2d − 1.

Proof. For 1 ≤ i ≤ d, let Li :=
∑n

j=1 Aijyj ∈ k[y1, . . . , yn]. Now consider∑
α∈Nn

d

Lα1
1 · · ·Lαn

n xα ∈ k[y1, . . . , yn][x1, . . . , xn].

Note that the coefficient of y1 · · · yd in this polynomial is equal to gA. It then follows from
inclusion-exclusion (or Equation (2.5)) that this coefficient equals∑

α∈{0,1}d
(−1)|α|+d(

n∑
i=1

xi

d∑
j=1

αjAi,j)
[d]. (2.9)

Theorem 2.3.28. If k is infinite and char(k) = 2, Ak(n, d) ≤ 2d − 1.

Proof. Let A ∈ kd×n be a matrix with non-vanishing d× d minors. Since char(k) = 2,

gA =
∑
α∈Nn

d

detd(Aα)x
α.

If α /∈ {0, 1}n then Aα has a repeated column and so det(Aα) = 0. Otherwise det(Aα) ̸= 0.
Therefore gA has the desired support. The conclusion follows from Lemma 2.3.27.
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Theorem 2.3.28 gives the following 2dpoly(n)-time algorithm for testing if a polynomial
f ∈ Sn

d (k) over a large enough field of characteristic 2 is supported on any multilinear monomial.
For U ⊆ k, where |U | ≥ 2d, choose a = (a1, . . . , an) ∈ Un uniformly at random, and take
A ∈ kd×n to have nonvanishing d× d minors. Then compute∑

α∈{0,1}d
f(a1

d∑
j=1

αjA1,j, . . . , an

d∑
j=1

αjAn,j). (2.10)

It follows from Proposition 2.3.23, Theorem 2.3.28, and the Schwarz-Zippel lemma that this
quantity is nonzero with probability at least 1/2 when f is supported on a multilinenar monomial,
and zero otherwise. If f =

∑
α bαx

α, this algorithm computes∑
α∈{0,1}nd

bαa
α det(Aα).

The “option 2” implementation of “decide-multilinear” in [Kou08] is obtained exactly if
instead we choose A ∈ Zd×n

2 uniformly at random and take a1, . . . , an = 1. Similarly, the
algorithm of [Wil09a] is obtained by choosing both A ∈ Zd×n

2 and a1, . . . , an ∈ k uniformly at
random. Additionally, the algorithm of [Bjö10a] for detecting Hamiltonian cycles reduces to
computing Equation (2.10) where a1, . . . , an = 1, A ∈ kd×n is chosen uniformly at random, and
the generating polynomial f has the property that deg f ≈ 3d/4. This explains the relevance
of “determinant sums” to [Bjö10a] and shows that [Wil09a, Kou08] were in fact also computing
“determinant sums”. This connection was made earlier in [BDH18].

The algorithms of [Wil09a, Kou08] were presented in terms of a property of abelian group
algebras. The following theorem elucidates the connection between support rank and this property.
Theorem 2.3.29. Let G be an abelian group, and let y1, . . . , yn ∈ k[G]. For α ∈ Nn, let
fα :=

∏n
i=1 y

αi
i . Define

T := {α ∈ Nn
d : fα(IdG) ̸= 0}.

Then Rν
supp(

∑
α∈T xα) ≤ |G|.

Proof. Let ρ be the regular representation of G; this extends linearly to a representation of k[G].
Consider the |G| × |G| matrices ρ(y1), . . . , ρ(yn). Since G is abelian, there exists an invertible
matrix A so that ρ(yi) = AΛiA

−1 for all i ∈ [n] and some diagonal matrices Λ1, . . . ,Λn.
By assumption, we have that for all α ∈ Nn

d , fα(IdG) ̸= 0 if and only if α ∈ T . Note that
fα(IdG) ̸= 0 if and only if for some λ ̸= 0 and all i ∈ |G|, ρ(fα)i,i = λ. Letting D ∈ k|G|×|G| be
a diagonal matrix with nonzero trace, it follows that tr(D · ρ(fα)) ̸= 0 if and only if α ∈ T . Note
that

tr(D · ρ(fα)) = tr(D · ρ(
n∏

i=1

yαi
i )) = tr(D ·

n∏
i=1

ρ(yi)
αi),

= tr(D ·
n∏

i=1

(AΛiA
−1)αi),

= tr(D ·
n∏

i=1

Λαi
i ).
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Let Mi := D1/nΛi. By the above discussion, for all α ∈ Nn
d , tr(

∏n
i=1 M

αi
i ) ̸= 0 if and only if

α ∈ T .
Define the linear forms ℓi =

∑n
j=1(Mj)i,ixi for all i ∈ |G|. We now claim that P :=

∑n
i=1 ℓ

[d]
i

has the desired support. To see this, consider the coefficient of xα in P , where |α| = d. By
definition, this is equal to

|G|∑
i=1

(M1)
α1
i,i · · · (Mn)

αn
i,i = tr(

n∏
i=1

Mαi
i ),

and hence the claim holds.

Theorem 2.3.29 allows to to recover the approach of [Kou08, Wil09a] from a support-rank
perspective. Let G = Zd

2, and let v1, . . . , vn ∈ G be chosen independently and random. Then
let yi := IdG + vi ∈ k[G] for all i in the statement of Theorem 2.3.29. The key fact used in
[Kou08, Wil09a] was that when char(k) = 2, fα(IdG) = 0 whenever α /∈ {0, 1}nd , and for any
α ∈ {0, 1}nd , fα(IdG) ̸= 0 with probability at least 1/4. The algorithms of [Kou08, Wil09a] then
follow by using the decomposition given by Theorem 2.3.29. Note that this algorithm does not
use a decomposition of a multilinear polynomial supported on all multilinear monomials, but
rather it samples a multilinear polynomial that is supported on a given multilinear monomial with
constant probability.

2.3.4 A recursive approach for bounding A(n, d)

In this section we provide a recursive method for upper bounding A+(n, d) and Aε(n, d). We will
start with a recursive bound on Aε(n, d) for varying n and fixed d, and later build upon this to
give a recursive bound on A+(n, d) for all n and d.

A recursive bound on Aε(n, d) for fixed d

We will first need the following tool introduced in [AG07].
Definition 2.3.30. For δ > 1, a δ-balanced (n, k, l)-splitter F is a family of functions from [n] to
[l] such that for some real number c, for all S ⊆ [n] where |S| = k, the number of functions in F
that are injective on S is between c/δ and cδ.

A δ-balanced (n, k, k)-splitter will be called a δ-balanced (n, k)-perfect hash family. If F
only satisfies the property that for each S ⊆ [n], where |S| = k, there exists some function in F
that is injective on S, we call F an (n, k, l)-splitter.

The next fact essentially appears in [AG07]; we reproduce the proof for completeness. Here
(n)k := n(n− 1) · · · (n− k + 1) denotes the falling factorial.
Lemma 2.3.31. For 1 < δ ≤ 2, there exists a δ-balanced (n, k, l)-splitter of size

O

(
lk · k log n
(l)k(δ − 1)2

)
.

Proof. Set p := (l)k
lk

and M := ⌈8(k logn+1)
p(δ−1)2

⌉. Choose M independent random functions from [n]

to [l]. For any S ⊆ [n] of size k, the expected number of functions that are injective on S is pM .

30



By the Chernoff bound, the probability that the number of functions that are injective on S is less
than pM/δ or greater than pMδ is at most 2e−(δ−1)2pM/8. Then by a union bound the expected
number of such sets for which the number of 1-1 functions is not as desired is at most(

n

k

)
2e−(δ−1)2pM/8 ≤

(
n

k

)
2e−(k logn+1) < 1.

Theorem 2.3.32. Suppose f ∈ Eε0(n0, d) where 0 < ε0 < 1. Then for all ε0 < ε < 1 and all
n ≥ d,

Aε(n, d) ≤ O

(
RS(f) · nd

0 · d log n
(n0)d(δ − 1)2

)
,

where δ := min( 1+ε
1+ε0

, 1−ε0
1−ε

).

Proof. If n ≤ n0 the theorem follows from Proposition 2.3.3 (a). Hence we will assume that
n > n0.

Let F = {πi : i ∈ [M ]} be a δ-balanced (n, d, n0)-splitter of minimal size M . For all
(i, j) ∈ [M ] × [n0], define the linear forms Li,j =

∑
k∈π−1

i (j) xk. Now we claim that for some
constant c,

f ′ :=
1

c

M∑
i=1

f(Li,1, Li,2, . . . , Li,n0) ∈ Aε(n, d).

First notice that since f is multilinear and Li,1, . . . , Li,n0 are linear forms with disjoint supports
for all i, f ′ is also multilinear. Next, by virtue of the fact that f ∈ Eε0(n0, d), the coefficient of
any multilinear monomial xα in f(Li,1, Li,2, . . . , Li,n0) is in the range [1− ε0, 1 + ε0] if and only
if πi is injective on supp(α). Then because F is a δ-balanced splitter, there are between c/δ and
cδ such contributions to the coefficient of xα in the above sum, for some fixed real number c. But
this implies that the coefficient of xα in f ′ is between (1 − ε0)/δ and (1 + ε0)δ, which by our
choice of δ implies that f ∈ Eε(n, d). By subadditivity of rank, RS(f

′) ≤ M ·RS(f), and the
theorem follows by the bound on M given by Lemma 2.3.31.

Remark 2.3.33. As Waring rank can be strictly subadditive, it is possible that the final step of the
above lemma is far from optimal; see also Remark 2.3.38.
Theorem 2.3.34. For all 0 < ε < 1, Aε(n, d) ≤ O(4.075dε−2 log n).

Proof. Let c ≥ 1 be a constant to be determined later. Taking n0 = ⌈cd⌉, f = en0,d, ε0 = ε/2 in
Theorem 2.3.32,

Aε(n, d) ≤ O

(
RS(en0,d) · nd

0 · d log n
(n0)d(δ − 1)2

)
where δ = min( 1+ε

1+ε/2
, 1−ε/2

1−ε
) = 1+ε

1+ε/2
≥ ε/3 + 1. Combining this with the upper bound on

RS(en0,d) given in [Lee16],

Aε(n, d) ≤ O

(√2e · c
(
c− 1

e

)c−1(
e

c− 1/2

)c−1/2
)d

ε−2d2 log n

 .

Using a computer we found that this is minimized when c ≈ 1.55, in which case we obtain an
upper bound of O(4.075dε−2 log n).
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Remark 2.3.35. If we take f = x1x2 · · ·xd and use the upper bound on RS(x1 · · · xd) given by
Equation (2.5), it follows from Theorem 2.3.32 that

Aε(n, d) ≤ (2d − 1)
dd

d!
ε−2 = O((2e)dε−2) = O(5.44d · ε−2).

The decomposition implicit in the above bound is as follows. Let F be an (1 + ε)-balanced
(n, d)-perfect hash family. For π ∈ F and i ∈ [d], let Lπ,i :=

∑
j∈π−1(i) xj . Then for some c > 0,

1

c

∑
π∈F

∑
α∈{0,1}d

(−1)|α|+d

(
d∑

i=1

αiLπ,i

)d

∈ Eε(n, d).

Applying this to the cycle-generating polynomial Section 2.5, one finds that a (1±ε)-approximation
of the number of length-d cycles in the graph G is given by

1

c · d!
∑
π∈F

∑
α∈{0,1}d

(−1)|α|+dfG(απ(1), . . . , απ(n)).

This is equivalent to the color-coding algorithm for counting cycles described in [AG09], except
we use inclusion-exclusion instead of dynamic programming to count the number of colorful
simple cycles for a given coloring. Similarly, by replacing F with an (n, d)-perfect hash family
one obtains an algorithm for detecting simple cycles that parallels the one given in [AYZ95].
We note that using inclusion-exclusion rather than dynamic programming reduces the space
complexity of the counting step from exponential to polynomial.

Furthermore, this bound is naturally derived by an application of color-coding. Using each
function in a (1 + ε)-balanced (n, d)-perfect hash family we color the variables x1, . . . , xn using
d colors. To each color we associate the linear form equal to the sum of the variables of that color.
Since these linear forms have disjoint support, their product is multilinear. Summing the resulting
products of linear forms for each function in the family, any given multilinear monomial appears
with coefficient between c/(1 + ε) and c(1 + ε). The resulting polynomial is a sum of products
of |F| linear forms, which can be written as a sum of powers of O(|F|2d) linear forms using
Equation (2.5).

An improvement to color-coding was made in [HWZ08] based on the idea of using n0 :=
⌈1.3d⌉ colors rather than d. We recover this result as follows. By applying Theorem 2.3.32 with
f = en0,d and using the suboptimal bound on RS(en0,d) given by Equation (2.5),

A+(n, d) ≤ O

((
1.3d

d

)
(1.3d)d

(1.3d)d
d log n

)
= O(4.32d log n).

In fact, the choice of n0 = ⌈1.3d⌉ is optimal if we are using the rank bound of Equation (2.5); this
follows from the same calculation done in [GRWZ18a, Section 8]. The algorithm resulting from
this bound was virtually described in [GRWZ18a, AFS09].
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A recursive bound on A+(n, d) for all n and d

Definition 2.3.36. For g ∈ Sn
d and s, t ∈ N, let

g⊛(s,t) :=
s∑

i=1

t∏
j=1

g(xi,j,1, xi,j,2, . . . , xi,j,n) ∈ C[xi,j,k : (i, j, k) ∈ [s]× [t]× [n]].

In words, g⊛(s,t) is obtained from g by taking the t-fold product of g with itself using disjoint
sets of variables, and then taking the s-fold sum of the resulting polynomial using disjoint sets of
variables.
Lemma 2.3.37. For all g ∈ Sn

d , RS(g
⊛(s,t)) ≤ s((d+ 1)RS(g))

t.

Proof. By subadditivity of Waring rank, RS(g
⊛(s,t)) ≤ sRS(g

⊛(1,t)). Now letting r = RS(g),
there exist linear forms ℓi,j ∈ C[x1,i,1, . . . , x1,i,n] for (i, j) ∈ [t]× [r] so that

g⊛(1,t) =
t∏

i=1

r∑
j=1

ℓdi,j =
∑
v∈[r]t

t∏
i=1

ℓdi,vi .

Using the fact that RS(
∏t

i=1 x
d
i ) ≤ (d+ 1)t (which follows from e.g. Equation (2.5)7), it follows

that RS(g
⊛(s,t)) ≤ sRS(g

⊛(1,t)) ≤ s((d+ 1)RS(g))
t.

Remark 2.3.38. The first step of the above lemma is to apply subadditivity of Waring rank to
polynomials in disjoint sets of variables. Strassen’s direct sum conjecture claims that rank is
actually additive in this case; see [CCC15] for more. It was recently shown in [Shi17] that the
tensor version of this conjecture is false; if the polynomial version is also false, the upper bound
of Lemma 2.3.37 may not be optimal.
Definition 2.3.39. An (n, d, n0, d0)-perfect splitter, where n ≥ d, n0 ≥ d0, and d0 | d, is a family
of functions F = {π : [n] → [d/d0]× [n0]} such that for all S ⊆ [n] where |S| = d, there exists
a π ∈ F such that for all i ∈ [d/d0], π(S) contains d0 elements whose first coordinate is i, and
any two elements in π(S) with the same first coordinate have differing second coordinates.

In other words, we want the elements of π(S) to be “split evenly” by their first coordinate,
and those elements with the same first coordinate should have different second coordinates. As
special cases, an (n, d, d, d)-perfect splitter is a (n, d)-perfect hash family, and when n0 ≥ n, an
(n, d, n0, d0)-perfect splitter is a (n, d, d0)-splitter.
Definition 2.3.40. For n ≥ d, n0 ≥ d0, and d0 | d, let

σ(n, d, n0, d0) :=

⌈(
nd0
0

(n0)d0

)d/d0
d0!

d/d0(d/d0)
d

d!
d log n

⌉
.

Proposition 2.3.41. There exists an (n, d, n0, d0)-perfect splitter of size σ(n, d, n0, d0).

7The slightly better bound of (d+ 1)t−1 given in [RS11] can be used here.
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Proof. We will consider the probability that a random function π has the desired effect on a fixed
subset S ⊆ [n], where |S| = d. The conclusion will then follow from a union bound.

Let π : [n] → [d/d0]× [n0] be chosen uniformly at random. The probability that each integer
in [d/d0] appears equally often as the first coordinate in π(S) equals

p1 :=
d!

d0!d/d0(d/d0)d
.

Assuming this happens, the probability that all elements in π(S) with a given first coordinate are
assigned different second coordinates equals

p2 :=
(n0)d0
nd0
0

,

and so with probability p
d/d0
2 this happens for all d/d0 choices of the first coordinate. Hence if we

generate c = ⌈(p1pd/d02 )−1⌉ independent and uniformly random functions, some function has the
desired effect on S with probability at least 1− e−1. Therefore if we generate ⌈cd log n⌉ random
functions, the expected number of subsets for which no function has the desired effect on equals(

n

d

)
e−⌈d logn⌉ < 1.

Theorem 2.3.42. Let f ∈ E+(n0, d0). Then for all integers n, d where n ≥ d,

A+(n, d) ≤ s((d0 + 1)RS(f))
⌈d/d0⌉,

where
s = σ(n+ ⌈d/d0⌉d0 − d, ⌈d/d0⌉d0, n0, d0).

Proof. We start with the case that d = t · d0 for some t ∈ N. Let F = {πi : i ∈ [s]} be
an (n, d, n0, d0)-perfect splitter of minimal size. For (i, j, k) ∈ [s] × [t] × [n0], let Li,j,k :=∑

m∈π−1
i (j,k) xm. We now claim that g⊛(s,t)(Li,j,k) ∈ E+(n, d). To see this, first note that for any

i, the linear forms {Li,j,k : (j, k) ∈ [t] × [n0]} have disjoint support. Since f is multilinear, it
follows that

fi := f(Li,1,1, . . . , Li,1,n0) · · · f(Li,t,1, . . . , Li,t,n0)

is multilinear for all i, and therefore so is f⊛(s,t)(Li,j,k).
Now consider the coefficient of some degree-d multilinear monomial xα in fi. Since f has

nonnegative coefficients, this will be nonnegative. Furthermore, if πi splits the set supp(α) evenly
by first coordinate and all elements in πi(supp(α)) with the same first coordinates have different
coordinates, this coefficient will be strictly positive by definition of the linear forms Li,j,k. Since
F is a perfect splitter, each degree-d multilinear monomial will then appear with a positive
coefficient. Therefore by Proposition 2.3.41,

A+(n, d) ≤ RS(f
⊛(s,t)) ≤ s((d0 + 1)RS(f))

d/d0 .

Now suppose that d0 ∤ d. By Proposition 2.3.3 (b), we have that

A+(n, d) ≤ A+(n+ ⌈d/d0⌉d0 − d, ⌈d/d0⌉d0),

which is at most s((d0 + 1)RS(f))
⌈d/d0⌉ by a reduction to the case when d0 | d.
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Note that by taking d0 = d in the above theorem, we find that

A+(n, d) ≤ O

(
A+(n0, d) · nd

0 · d log n
(n0)d

)
,

recovering Theorem 2.3.32 in the case of nonnegative support rank.
Example 2.3.43. Theorem 2.3.42 suggests bounding A+(N, d) for small values of d as an approach
to improve the upper bounds of this section. For example, suppose that A+(N, 4) ≤ 10. Then we
have that for all n0 ≥ 4 and all n, d,

A(n, d) ≤ σ(n+ 4⌈d/4⌉ − d, ⌈d/4⌉4, n0, 4)5
⌈d/4⌉−110⌈d/4⌉

= O

((
n4
0

n0(4))

)d/4
4!d/4(d/4)d

d!
log

(
n

d

)
50d/4

)

= O

((
n4
0

n0(4))

)d/4

(e · 12001/4/4)dd log n

)

= O

((
n4
0

n0(4))

)d/4

3.9998dd log n

)
.

Taking n0 ≥ 33700, we conclude that A(n, d) ≤ O(3.9999d log n).
In contrast, the best upper bound we know on A+(N, 4) is 79, which follows from Re-

mark 2.3.18. When used in Theorem 2.3.42 this only shows that A+(n, d) ≤ O(6.706d log n).

2.4 Applications
We now recall and prove Theorem 2.1.7.
Theorem 2.4.1. Let f ∈ R≥0[x1, . . . , xn]d be given as a black-box. There is a randomized
algorithm which given any 0 < ε < 1 computes a number z such that with probability 2/3,

(1− ε) · en,d(∂x)f < z < (1 + ε) · en,d(∂x)f.

This algorithm runs in time 4.075d · ε−2 log(ε−1) · poly(n, sf ) and uses poly(n, sf , log(ε
−1))

space. Here sf is the maximum bit complexity of f on the domain {±1}n.

Proof. Set n0 := ⌈1.55d⌉, p := (n0)d/n
d
0, and M := ⌈3ε−2/p⌉. Let F be a family of M

independent and uniformly random functions from [n] to [n0]. For π ∈ F and i ∈ [n0], define the
linear form Lπ,i :=

∑
j∈π−1(i) xj . The algorithm will compute and return

1

pM

∑
π∈F

en0,d(Lπ,1(∂x), . . . , Lπ,n0(∂x))f.

By Theorem 2.2.1 (a) and the upper bound on en0,d given in [Lee16], for d odd this equals

1

pM · 2d−1

∑
π∈F

∑
S⊆[n0]

|S|≤⌊d/2⌋

(−1)|S|
(
n0 − ⌊d/2⌋ − |S| − 1

⌊d/2⌋ − |S|

)
f(δS,π(1), . . . , δS,π(n)),
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and for d even equals

1

pM · 2d−1(n0 − d)

∑
π∈F

∑
S⊆[n0]
|S|≤d/2

(−1)|S|
(
n0 − d/2− |S| − 1

d/2− |S|

)

·(n0 − 2|S|)f(δS,π(1), . . . , δS,π(n)),
where δS,i := −1 if i ∈ S and δS,i := 1 otherwise. Hence this quantity can be computed using

M

⌊d/2⌋∑
i=0

(
n0

i

)
≤ O

(
d
⌈1.55d⌉d

(⌈1.55d⌉)d

(
⌈1.55d⌉
⌊d/2⌋

)
ε−2

)
≤ O(4.075dε−2)

queries to f on {±1}n. The stated time and space bounds then follow from the straightforward
evaluation of the above formulas.

We now prove that this quantity gives the desired approximation of en,d(∂x)f . Write f =∑
α∈Nn aαx

α and fix some π ∈ F . Let

en0,d(Lπ,1, . . . , Lπ,n0) =
∑

α∈{0,1}nd

bαx
α

and
Yπ := en0,d(Lπ,1(∂x), . . . , Lπ,n0(∂x))f =

∑
α∈{0,1}n

aαbα.

First observe that for any fixed α ∈ {0, 1}nd , bα = 1 with probability p and bα = 0 with
probability 1− p. By linearity of expectation, it follows that E[Yπ] = p · en,d(∂x)f . Moreover,

Var[Yπ] =
∑
α

Var[aαbα] +
∑
β ̸=α

Cov[aαbα, aβbβ]

=
∑
α

a2αVar[bα] +
∑
β ̸=α

aαaβCov[bα, bβ].

As the probability that bα = bβ = 1 is at most p for all α, β, we have that

Cov[bα, bβ] = E[bαbβ]− E[bα]E[bβ] ≤ p,

and hence Var[Yπ] ≤ p(en,d(∂x)f)
2.

Now let Z := 1
M

∑
π∈F Yπ. Then E[Z] = p · en,d(∂x)f and

Var[Z] = Var[Yπ]/M ≤ p · (en,d(∂x)f)2/M.

By Chebychev’s inequality, the probability that Z is smaller or bigger than its expectation by
ε · p · en,d(∂x)f is at most ε−2/pM , which by our choice of M is at most 1/3. Dividing by p we
obtained the desired approximation.

Remark 2.4.2. In order to derandomize Theorem 2.1.7, it would suffice to give a near-optimal
construction of a (1 + ε)-balanced (n, d, 1.55d)-splitter, as first defined in [AG07]. We note that
such a construction was given for (“unbalanced”) (n, k, αk)-splitters for all α ≥ 1 in [GRWZ18a].
Furthermore, note that for any fixed values of n and d, Theorem 2.1.7 can be made deterministic
by taking F to be a (1 + ε)-balanced (n, d, 1.55d)-splitter of optimal size.
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2.4.1 Approximately counting subgraphs of bounded treewidth

We now give an application of Theorem 2.1.7. First, we recall the notion of treewidth:
Definition 2.4.3. A tree decomposition of a graph G = (V,E) is given by a tree T with nodes
X1, . . . , Xn, where Xi ⊆ V , with the following properties:

1. Each vertex in G is contained in at least one node in T .
2. If Xi and Xj both contain a vertex v, then all nodes in T on the path from Xi and Xj

contain v.
3. If (u, v) ∈ E, then there is a node in T containing both u and v.
The width of a tree decomposition is the size of the largest node in T minus one. The treewidth

of g, denoted tw(G), is the minimum width among all tree decompositions of G.
Definition 2.4.4. For graphs G,H , where |G| = n and |H| = d, let

PH,G(x1, . . . , xn) :=
∑

Φ∈Hom(H,G)

∏
v∈V (H)

xΦ(v) ∈ Sn
d .

The key fact is that PH,G can be computed by a small arithmetic circuit in the case when H
has small treewidth. For this we use the following lemma, proven in [BDH18, FLR+12].
Lemma 2.4.5. [BDH18, Lemma 16] Let G and H be graphs where |G| = n and |H| = d. Then
there is an arithmetic formula C of size O(d · ntw(H)+1) computing PH,G. Furthermore, this
formula can be constructed in time O(1.76d) + |C| · polylog(|C|).
Theorem 2.4.6. Let G and H be graphs where |G| = n, |H| = d, and H has treewidth tw(H).
There is a randomized algorithm which given any 0 < ε < 1 computes a number z such that with
probability 2/3,

(1− ε) · Sub(H,G) < z < (1 + ε) · Sub(H,G).

This algorithm runs in time 4.075d · ntw(H)+O(1) · ε−2 log(ε−1). Here Sub(H,G) denotes the
number of subgraphs of G isomorphic to H .

Proof. We first construct a formula C computing PH,G using Lemma 2.4.5. Note that C can be
evaluated on inputs in {±1}n in time O(ntw(H)+1), and the maximum bit-complexity of PH,G on
{±1}n is log f(1, 1, . . . , 1) = log(|Hom(H,G)|) ≤ d log n.

Next note that en,d(∂x)PH,G equals the number of injective homomorphisms from H to G.
Using Theorem 2.1.7 and the formula C we first compute a (1± ε) approximation to this number
in time 4.075dntw(H)+O(1)ε−2 log ε−1. In order to obtain a (1 ± ε) approximation to Sub(H,G)
we divide this by |Aut(H,H)|, which can be computed exactly in O(1.01d) time by using a
poly(d)-time reduction to graph isomorphism [Mat79] and the quasi-polynomial time graph
isomorphism algorithm of [Bab16].

The total time taken is

O(1.76d) + |C| · polylog(|C|) + 4.075d · ntw(H)+O(1) · ε−2polylog(ε−1) +O(1.01d),

≤ 4.075d · ntw(H)+O(1) · ε−2polylog(ε−1).
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2.4.2 Lower bounds on perfectly balanced hash families
In this section we show how the bounds on RS(en,d) given in [Lee16] imply lower bounds on the
size of perfectly balanced hash families.
Definition 2.4.7. [AG09, Definition 1] Let n > l ≥ k > 0. A family of functions F = {π :
[n] → [l]} is said to be a perfectly-k balanced hash family if for some c ∈ N and all S ⊆ [n] of
size k, there are c functions in F that are injective on S.
Theorem 2.4.8. Let F be a perfectly-k balanced hash family from [n] to [l]. Then

a. If k is odd,

|F| ≥
∑⌊k/2⌋

i=0

(
n
i

)∑⌊k/2⌋
i=0

(
l
i

) .
b. If k is even,

|F| ≥

(∑k/2
i=0

(
n
i

))
−
(
n−1
k/2

)
∑k/2

i=0

(
l
i

) .

Proof. Suppose that k is odd, and let F be a perfectly k balanced hash family from [n] to [l]. For
each π ∈ F define the linear forms Lπ,i :=

∑
j∈π−1(i) xj . Consider the polynomial

f :=
∑
π∈F

ek,l(Lπ,1, . . . , Lπ,l).

Since F is a perfectly balanced hash family it follows that, up to scaling, f = en,k, and hence
RS(f) =

∑⌊k/2⌋
i=0

(
n
i

)
. On the other hand, by subadditivity of rank, we have that RS(f) ≤

|F|RS(ek,l) = |F|
∑⌊k/2⌋

i=0

(
l
i

)
. Hence

|F| ≥
∑⌊k/2⌋

i=0

(
n
i

)∑⌊k/2⌋
i=0

(
l
i

) .
The case for k even is shown similarly.

2.4.3 A lower bound on maximum support rank
In the previous section we saw that the support rank of en,d is significantly lower than its rank.
Could it be that this holds for all polynomials? Note that it is true for almost all polynomials: a
random element of Sn

d has full support with probability 1, and hence has support rank at most
RS((

∑
xi)

d) = 1. There are polynomials with support rank at least n, for example
∑

xd
i . Are

there any polynomials whose support rank is much larger than this? Can the maximum support
rank it be as high as the maximum Waring rank of roughly nd (Remark 2.3.18)?8

In this section we will show that this is the case. This is a consequence of the following result
of Rónyai, Babai, and Ganapathy. A zero–nonzero pattern of a function f : Fn → Fm and an
input x ∈ Fn is defined as the support of f(x). By the number of zero–nonzero patterns of f we
mean the number of distinct zero–nonzero patterns over all x ∈ Fn.

8We thank J.M. Landsberg for bringing this question to our attention.

38



Theorem 2.4.9. [RBG01, Theorem 1.1] Let f = (f1, . . . , fm) be a sequence of polynomials in n
variables over an arbitrary field F, with deg(fi) = di. Then the number of zero–patterns of f is
at most

(
n+

∑m
i=1 di
n

)
.

Corollary 2.4.10. For sufficiently large d, there exists g ∈ Sn
d such that Rsupp(g) ≥ 1

nd

(
n+d−1

d

)
.

Proof. Consider the polynomial map f whose image is the set of all polynomials of Waring rank
at most r. This gives a sequence of m =

(
n+d−1

d

)
polynomials in nr variables of degree d. Hence

the total number of zero patterns of f is at most
(
nr+md

nr

)
. On the other hand, the total number of

supports in Sn
d is 2(

n+d
d ). So if r is the maximum support rank, then

2m ≤
(
nr +md

nr

)
≤ (1 +md/nr)nrenr

so
2m/nr ≤ e(1 +md/nr)

This is not satisfied when m/nr ≥ d for all d ≥ 8. Hence for large enough d must have r ≥ m/nd
as claimed.

2.5 Faster white-box algorithms
In the last section, we saw that A+(n, d) ≤ O(4.075d · log n). As a consequence, we gave a
4.075d poly(n)-time deterministic algorithm for detecting simple cycles of length d in an n vertex
graph. In this section we show how this runtime can be improved to φ2d poly(n) where φ ≈ 1.61
is the golden ratio. This improvement comes from assuming access to a circuit computing the
generating polynomial

tr(Ad
G) =

∑
closed walks

(vi1 ,vi2 ,...,vid )∈G

xi1 · · ·xid ∈ Sn
d .

Similar to before, the starting point is the following. Let A ∈ Rd×n be a matrix any d columns
of which are linearly independent. Let X = A · diag(x1, . . . , xn) · AT . By the Cauchy-Binet
Theorem,

detX =
∑

S∈([n]
d )

det(AS)
2
∏
i∈S

xi.

(Here AS refers to the d × d submatrix of A with columns indexed by the set S.) Since any d
columns in A are linearly independent, det(AS)

2 > 0 for all S ∈
(
[n]
d

)
. Then note that the result

of differentiating tr(Ad
G) by det(AS)

2
∏

i∈S xi is positive if there is a simple cycle on the vertices
{vi : i ∈ S}, and zero otherwise. It follows that ⟨detX, tr(Ad

G)⟩ > 0 if and only if G contains a
simple cycle of length d. Here we use the notation

⟨f, g⟩ := f(
∂

∂x1

, . . . ,
∂

∂xn

)g. (2.11)
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Motivated by this example, we consider the algorithmic task of computing the inner product
⟨f, g⟩ in the special case where f is the determinant of a symbolic matrix (a matrix whose entries
are homogeneous linear polynomials) and g is given as an arithmetic circuit. We will start by
giving a simple algorithm (Theorem 2.5.9) for the special case when g is computed by a skew
circuit, meaning one of the two operands to each multiplication gate in the circuit is a variable
or a scalar. In Theorem 2.5.13 we show how the runtime of this algorithm can be significantly
improved under the additional assumption that X is a Hankel matrix. We do this by making
use of identities in the space of minors of a Hankel matrix originally studied in commutative
algebra [Con98]. Aside from that, our Theorem 2.5.9 and Theorem 2.5.13 only make use of
elementary linear algebra. Theorem 2.5.9 and Theorem 2.5.13 lead mechanically to new and
improved algorithms for several well-studied problems.

As an application of Theorem 2.5.13, we give in Corollary 2.5.14 a deterministic φ2d poly(n) <
2.62d poly(n)-time algorithm for the aforementioned example of detecting simple cycles of length
d in a graph, where φ := 1+

√
5

2
is the golden ratio. This brushes up against the fastest-known deter-

ministic algorithm for this problem which has runtime 2.55d poly(n) [Tsu19], and unexpectedly
matches the runtime of a previous algorithm [FLPS16] while using a new (significantly condensed)
approach. Whereas recent algorithms for this problem have relied on explicit constructions of
pseudorandom objects such as perfect hash families, universal sets, and representative sets, our
algorithm exploits algebraic–combinatorial identities.

Algorithmic results

In contrast to the black-box setting of the last section, we now consider the white-box setting
where g is specified by an arithmetic circuit C. We first prove the following:
Theorem 2.5.1. Let C be a skew arithmetic circuit computing g ∈ Sn

d , and let X = (ℓi,j)i,j∈[d]
be a symbolic matrix with entries in Sn

1 . Then we can compute ⟨detX, g⟩ with 4d|C| poly(d)
arithmetic operations.

Theorem 2.5.9 yields faster algorithms for the k-matroid intersection and matroid k-parity
problems. These are the following problems:
Problem 2.5.2 (Matroid k-Parity). Suppose we are given a matrix B ∈ Qkm×kn representing a
matroid M with groundset [kn], and a partition π of [kn] into parts of size k. Decide if the union
of any m parts in π are independent in M .
Problem 2.5.3 (k-Matroid Intersection). Suppose we are given matrices B1, . . . , Bk ∈ Qm×n

representing matroids M1, . . . ,Mk with the common groundset [n]. Decide if M1, . . . ,Mk share
a common base.

As a simple application of Theorem 2.5.9, we showed in [BP21] that these can be solved in time
4km poly(N), where N denotes the size of the input. When k = 2 these are the classic matroid
parity and intersection problems and can be solved in polynomial time, but for k > 2 are NP hard.
The first algorithms for general k faster than naı̈ve enumeration were given by Barvinok in [Bar95],
and had runtimes (km)2k+14km poly(N) and (km)2k4k

2m poly(N), respectively. Parameterized
algorithms for these problems were also given by Marx in [Mar09] where they were used to give
fixed-parameter tractable algorithms for several other problems. The fastest algorithms prior to
our work were due to Fomin et al. [FLPS16] and had runtime 2kmω poly(N).
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By combining Theorem 2.5.9 with a known construction of the determinant as a skew circuit
[MV97], we obtain a faster deterministic algorithm for the following problem:
Problem 2.5.4 (SING). Given matrices A1, . . . , An ∈ Qd×d, decide if their span contains an
invertible matrix. Equivalently, decide if det

∑n
i=1 xiAi ̸≡ 0.

In [BP21] we showed that SING can be solved in 4d poly(N). The fastest previous algorithm,
given by Gurvits in [Gur03], had runtime 2nn! poly(N) and made use of an upper bound of 2dd!
on RS(detn). This problem was originally studied by Edmonds for its application to matching
problems [Edm67] and is of fundamental importance to complexity theory [KI04]. As a result
variants of it have attracted attention, leading to a recent breakthrough in the non-commutative
setting [GGOW19].

Of particular interest will be the case of Theorem 2.5.9 when X is a Hankel matrix, meaning
that (X)i,j = (X)i+k,j−k for all k = 0, . . . , j− i. Our main result shows the following exponential
improvement in this special case:
Theorem 2.5.5. Let C be a skew arithmetic circuit computing g ∈ Sn

d , and let X = (ℓi,j)i,j∈[d] be
a symbolic Hankel matrix with entries in Sn

1 . Then we can compute ⟨detX, g⟩ with φ2d poly(d)|C|
arithmetic operations.

The improvement in Theorem 2.5.13 over Theorem 2.5.9 is due to the fact that the vector
space of partial derivatives of the determinant has dimension about 4d, whereas the space of partial
derivatives of the generic Hankel determinant has dimension less than φ2d.

Theorem 2.5.13 yields the following applications:
Corollary 2.5.6. The following admit deterministic algorithms running in time φ2d poly(n):

1. Deciding whether a given directed n-vertex graph has a directed spanning tree with at least
d non-leaf vertices,

2. Deciding whether a given edge-colored, directed n-vertex graph has a directed spanning
tree containing at least d colors,

3. Deciding whether a given planar, edge-colored, directed n-vertex graph has a perfect
matching containing at least d colors.

The previous fastest algorithms for these problems had runtimes 3.19d · poly(n), 4d poly(n),
and 4d poly(n), respectively [Bra]. This built upon work of Gutin et al. [GRWZ18b], which gave
runtimes 3.41d poly(n), 4.32d poly(n), and 4.32d poly(n). Problem (1) is the best studied among
these, with [GRWZ18b, Table 1] listing eleven articles on this problem in the last fourteen years.
It is noteworthy that our improvements do not rely on any problem-specific adaptations.

Theorem 2.5.13 also yields a φ2d poly(n)-time algorithm for detecting simple cycles (and
paths, and more generally subgraphs of bounded treewidth). While it is known that simple cycles
of length d in an n-vertex directed graph can be detected in randomized time 2d poly(n) [Wil09b]
(and 1.66d poly(n) for undirected graphs [Bjö10b]), it is a major open problem to achieve this
runtime deterministically. The fastest deterministic algorithm was given by Tsur [Tsu19] and runs
in time 2.55d poly(n). This improved on a long line of work which started 35 years ago with a
d! poly(n)-time algorithm of Monien [Mon85]. It is important to note that our algorithm only
works for unweighted graphs (or weighted graphs with integer weights bounded by poly(n)),
while the fastest known and some earlier algorithms work for weighted graphs. Our approach
differs from several previous algorithms, which have been based on paradigms such as color
coding and divide and color [CFK+15, Chapter 5].
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In the next section we prove Theorem 2.5.9 and Theorem 2.5.13. These algorithms work by
inductively evaluating a circuit, storing at each gate the result of differentiating detX by the
polynomial computed at that gate. The key to our algorithm is that the spaces of partial derivatives
of detX has dimension at most 4d, and if X is a Hankel matrix this dimension is at most φ2d. So
while one might naı̈vely represent an element in these spaces as a linear combination of

(
n+d
d

)
monomials, doing so generally includes a significant amount of unnecessary information. Instead,
we express elements in these spaces as linear combinations of minors (or maximal minors in the
Hankel case) of X . Ultimately our algorithms will compute at each gate a vector indexed by (pairs
of) increasing sequences representing a linear combinations of minors.

2.5.1 Proofs

We start by giving an algorithm for computing (2.11) in the case that g is the determinant of a
symbolic matrix and f is computed by a skew arithmetic circuit C. This is a warmup for the
special case when g is the determinant of a symbolic Hankel matrix. We denote by |C| the total
number of gates in C.

We assume all arithmetic operations can be done in poly(n) time for ease of exposition; this
is innocuous as our applications will only involve numbers with poly(n)-bounded bit-length.

Let Nk
d be the set of k-tuples with elements in [d], and let I(d, k) ⊆ Nk

d be the set of strictly
increasing sequences of length k with elements in [d]; when k = 0 we include the empty sequence.
Given a d× d matrix X and tuples α, β ∈ I(d, k), we denote by X[α|β] the minor (determinant
of a submatrix) of X with rows indexed by α and columns indexed by β. We declare the
“empty minor” X[ | ] to equal one. We use the notation a1, . . . , âi, . . . , ak to denote the sequence
a1, . . . , ai−1, ai+1, . . . , ak obtained by omitting ai.

Note that since square k× k submatrices of X can be identified by pairs of elements in I(d, k)
(their row and column indices), the vector space spanned by all minors of X has dimension at
most

∑d
k=0 |I(d, k)|2 =

∑d
k=0

(
d
k

)2
=
(
2d
d

)
.

For f ∈ Sn
d , Derivs(f) denotes the vector space spanned by the partial derivatives of f of

all orders (this includes f itself). For example, Derivs(x1x2) is the vector space spanned by
x1x2, x1, x2, and 1. The next observation is a simple bound on this quantity for determinants
of symbolic matrices, and has been essentially observed several times previously (e.g. [Sha15,
Lemma 1.3]).

Proposition 2.5.7. Let X = (ℓi,j)i,j∈[d] be a symbolic matrix with entries in Sn
1 . Then the space

Derivs(detX) is contained in the space of minors of X . Hence

dimDerivs(detX) ≤
d∑

i=0

(
d

i

)2

=

(
2d

d

)
< 4d.

Proof. Let Sd denote the symmetric group on d elements. By the Leibniz formula for the

42



determinant and the product rule, for any l ∈ [n],

∂ detX

∂xl

=
∑
σ∈Sd

sgn(σ)
d∑

i=1

∂ℓi,σ(i)
∂xl

∏
j ̸=i

ℓj,σ(j)

=
∑

1≤i,j≤d

∂ℓi,j
∂xl

∑
σ∈Sd,σ(i)=j

sgn(σ)
∏
m̸=i

ℓm,σ(m)

=
∑

1≤i,j≤d

(−1)i+j ∂ℓi,j
∂xl

X[1, . . . , î, . . . , d|1, . . . , ĵ, . . . , d].

Note that since the entries of X are linear forms, ∂ℓi,j
∂xl

is a scalar. To see the last equality, consider
the martix X(ij) obtained by setting the (i, j)th entry of X to 1, and all other entries in the ith
row of X to zero. Then detX(ij) =

∑
σ∈Sd,σ(i)=j sgn(σ)

∏
m ̸=i ℓm,σ(m), but at the same time by

Laplace expansion, detX(ij) = (−1)i+jX[1, . . . , î, . . . , d|1, . . . , ĵ, . . . , d].
This shows that the space of order-1 partial derivatives of detX is contained in the span of the

degree-(d− 1) minors of X . The proposition follows by repeated application of this fact.

Lemma 2.5.8. Given as input a symbolic matrix X = (ℓi,j)i,j∈[d] with entries in Sn
1 , a linear

combination P of minors of X , and l ∈ [n], we can compute a representation for ∂P
∂xl

as a linear
combination of minors of X with 4d poly(d) arithmetic operations.

Proof. Let P =
∑d

k=0

∑
α,β∈I(d,k) cα,βX[α|β] and let a(l)i,j be the coefficient of xl in ℓi,j (so the

input consists of l and the vectors (cα,β) ∈ R(
2d
d ), (a(k)i,j ) ∈ Rd2n). Then by the same considerations

as in the proof of Proposition 2.5.7, ∂P
∂xl

equals

d∑
k=1

∑
α,β∈I(d,k)

∑
1≤i,j≤k

cα,β(−1)i+ja
(l)
i,jX[α1, . . . , α̂i, . . . , αk|β1, . . . , β̂j, . . . , βk].

Note that for α, β ∈ I(d, k), the coefficient of X[α|β] in the above equals∑
1≤i,j≤k

∑
α′,β′∈I(d,k+1)

α=α′
1,...,α̂

′
i,...,α

′
k+1

β=β′
1,...,β̂

′
j ,...,β

′
k+1

(−1)i+ja
(l)
i,jcα′,β′ .

The numbers of pairs of sequences α′, β′ considered by the inner sum is naı̈vely at most d4, and
hence the coefficient of each minor can be computed with O(d6) arithmetic operations. Since
there are

(
2d
d

)
minors, all coefficients can be computed with the stated number of operations.

Theorem 2.5.9. Let C be a skew arithmetic circuit computing g ∈ Sn
d , and let X = (ℓi,j)i,j∈[d]

be a symbolic matrix with entries in Sn
1 . Then we can compute ⟨detX, g⟩ with 4d|C| poly(d)

arithmetic operations.
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Proof. Say that gate v in C computes the polynomial Cv. We will compute the inner product (2.11)
inductively: at gate v we will compute and store C∂

v , a representation for Cv(
∂

∂x1
, . . . , ∂

∂xn
) detA as

a linear combination of minors of X . C∂
v will be stored as a vector of length

(
2d
d

)
indexed by pairs of

row and column sets. At the end of the algorithm we will have computed f( ∂
∂x1

, . . . , ∂
∂xn

) detX =
⟨f, detX⟩ at the output gate.

We start by computing and storing ∂
∂xl

detX at input gate xl, which by Lemma 2.5.8 can be
done in 4d poly(n, d) time. Now suppose that gate v takes input from gates v′ and v′′, and that we
have already computed C∂

v′ and C∂
v′′ . To compute C∂

v , there are two cases to consider:

1. Cv = xi · Cv′ . Then C∂
v = ∂

∂xi
Cv′(

∂
∂x1

, . . . , ∂
∂xn

) detA = ∂
∂xi

C∂
v′ . Using Lemma 2.5.8 this

can be done with O(4dd3) operations.
2. Cv = Cv′ + Cv′′ . Since differentiation is linear, C∂

v = C∂
v′ + C∂

v′′ . Since C∂
v′ and C∂

v′′ are
vectors of length

(
2d
d

)
, it takes

(
2d
d

)
poly(n) additions to add them.

Hence at each gate we use O(4dd3) arithmetic operations, for a total of O(4dd3|C|).

We now show how Theorem 2.5.9 can be applied to obtain a deterministic algorithm for de-
tecting simple cycles in graphs. This is not competitive, but it motivates a following improvement.
Proposition 2.5.10. Let G be a graph on n vertices. We can decide in 4d poly(n) time if G
contains a simple cycle of length d.

Proof. Let V ∈ Qd×n be the Vandermonde matrix with (V )i,j = ji. Let X = V ·diag(x1, . . . , xn)·
V T . By the Cauchy-Binet Theorem,

detX =
∑

α∈I(n,d)

V [1, . . . , d|α]2
∏
i∈S

xi.

Since any d columns in V are linearly independent, V [1, . . . , d|α]2 > 0 for all α ∈ I(n, d). Fur-
thermore, observe that tr(Ad

G) has nonnegative coefficients and contains a square-free monomial
if and only if G contains a simple cycle of length d. It follows that ⟨detA, tr(Ad

G)⟩ ≠ 0 if and
only if G contains such a cycle. In addition, tr(Ad

G) can be naı̈vely computed by a skew circuit
of size O(dn3). The theorem follows by applying Theorem 2.5.9, noting that we only perform
arithmetic on poly(n)-bit integers.

Note that the (i, j)th entry in the matrix X in the proof of Proposition 2.5.10 is equal to∑n
k=1 k

i+jxk, and therefore X is Hankel. We now show how this additional structure can be
exploited to give a significant improvement.
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Fix linear forms ℓ1, . . . , ℓ2d−1 ∈ Sn
1 , and let Cd be the symbolic matrix

ℓ1 ℓ2 ℓ3 · · · · · · · · · ℓ2d−2 ℓ2d−1

ℓ2 ℓ3 · · · · · · · · · · · · ℓ2d−1 0

ℓ3 · · · · · · · · · · · · ℓ2d−1 0
...

...
...

...
...

... 0 0
...

...
...

...
... · · · · · · · · · ...

...
...

... · · · · · · · · · · · · ...
ℓ2d−2 ℓ2d−1 0 · · · · · · · · · · · · 0
ℓ2d−1 0 0 · · · · · · · · · 0 0


(2.12)

The minors of the form Cd[1, 2, . . . , k|b1, . . . , bk], where k ≤ d and bk ≤ 2d − k, are called
maximal. For brevity we denote such a minor by Cd[b1, . . . , bk]. Let Hd be the submatrix of Cd

with row and column subscripts 1, . . . , d. It is readily seen that Hd is a Hankel matrix.
Proposition 2.5.11. Derivs(detHd) is contained in the space of maximal minors of Cd, and the
number of maximal minors of Cd is at most φ2d.

Proof. The maximal minors of Cd span the space of minors of Hd by Corollary 2.2(c) of [Con98].
Hence by Proposition 2.5.7, they span the space of partial derivatives of detHd. The second claim
follows by noting that the number of maximal minors of degree k equals |I(2d− k, k)| =

(
2d−k
k

)
.

Hence the total number of maximal minors equals
∑d

k=0

(
2d−k
k

)
< φ2d, using in the final inequality

the facts that the dth Fibonacci number satisfies Fd =
∑⌊ d−1

2
⌋

k=0

(
d+k−1

k

)
, and that Fd ≤ φd−1.

Lemma 2.5.12. Given as input a linear combination P of maximal minors of Cd and l ∈ [2d− 1],
we can compute a representation for ∂P

∂xl
as a linear combination of maximal minors of Cd with

φ2d poly(d) arithmetic operations.

Proof. For brevity we will write [α] for the minor Cd[α]. Let P =
∑d

k=0

∑
β∈I(2d−k,k) cβ[β], and

say that the coefficient of xl in (Cd)i,j is a(l)i,j . As in Lemma 2.5.8,

∂P

∂xl

=
d∑

k=1

∑
β∈I(2d−k,k)

cβ
∑

1≤i,j≤k

(−1)i+βja
(l)
i,βj

[1, . . . , î, . . . , k|β1, . . . , β̂j, . . . , βk].

Note that the only minors appearing with nonzero coefficients are of the form [1, . . . , î, . . . , k|γ]
for k ∈ [d], i ∈ [k] and γ ∈ I(2d− k, k− 1). Call the coefficient of this minor in the above b(i, γ).
Then

b(i, γ) =
∑

1≤j≤k

∑
β∈I(2d−k,k)

γ=(β1,...,β̂j ,...,βk)

cβ(−1)i+βja
(l)
i,βj

.

We can enumerate over all such sequences β considered by the inner sum in time O(d2), and
hence b(i, γ) can be computed with O(d3) additions and multiplications. We can thus compute

∂P

∂xl

=
d∑

k=1

k∑
i=1

∑
γ∈I(2d−k,k−1)

b(i, γ)[1, . . . , î, . . . , k|γ] (2.13)
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with d4
∑d

k=1 |I(2d − k, k − 1)| ≤ φ2d poly(d) arithmetic operations. Note that this expresses
∂P
∂xl

as a linear combination of minors that are not necessarily maximal. We now fix this.
We first claim that for all i ∈ [k] and β ∈ I(2d− k, k − 1),

[1, . . . , î, . . . , k|β] =
∑

J⊆[k−1],|J |=k−i

[e(J) + (1, . . . , k − 1)|β]

where e(J) is the indicator vector of the set J . This holds since when J = {i, . . . , k − 1},
e(J) + (1, . . . , k − 1) = (1, . . . , î, . . . , k), and for all other J , e(J) + (1, . . . , k − 1) will have a
repeated value and hence [e(J) + (1, . . . , k − 1)|β] = 0.

Given this claim, it follows from [Con98, Lemma 2.1(a)] that

[1, . . . , î, . . . , k|β] =
∑

J⊆[k−1],|J |=k−i

[β + e(J)],

and so letting Qk be the degree-k part of Equation (2.13),

Qk =
k+1∑
i=1

∑
β∈I(2d−k−1,k)

b(i, β)
∑

J⊆[k],|J |=k+1−i

[β + e(J)].

We now show how to efficiently compute the coefficients of the maximal minors in this expression
from the already computed b(i, γ)’s.

Let 0 ≤ k ≤ d− 1 be fixed. For β ∈ I(2d− k − 1, k) and integers i, j where 0 ≤ i ≤ j ≤ k,
let D(β, i, j, k) ⊆ {0, 1}k be the set of binary vectors of length k containing exactly i ones, whose
last k − j entries are zero, and whose summation with β is strictly increasing everywhere except
possibly at positions j and j + 1 (that is, we may have wj + βj = wj+1 + βj+1). Define

Ak(i, j) :=
∑

β∈I(2d−k−1,k)

b(k + 1− i, β)
∑

w∈D(β,i,j,k)

[β + w].

Note that
∑k

i=0A
k(i, k) = Qk, so it suffices to show how to compute Ak(i, j) for all i, j. We do

this with a dynamic program. When we store Ak(i, j) we will store all coefficients of maximal
minors arising in the above definition, even though such a minor might contain a repeated column
and hence equal zero. The minors arising in this definition are specified by sequences of length k
with maximum value 2d− k that are strictly increasing everywhere but possibly at one position.
Hence the number of such sequences is at most k

(
2d−k
k

)
.

For the base cases, we have

Ak(0, j) =
∑

β∈I(2d−k−1,k)

b(k + 1, β)[β],

Ak(i, i) =
∑

β∈I(2d−k−1,k)

b(k + 1− i, β)[β + e({1, . . . , i})].
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These vectors are initialized in time O(k
(
2d−k
k

)
). Now suppose we have computed quantities

Ak(i, j − 1) and Ak(i− 1, j − 1). Then Ak(i, j) equals

∑
β∈I(2d−k−1,k)

b(k + 1− i, β)

 ∑
w∈B(β,i,j,k),

wj=0

[β + w] +
∑

w∈D(β,i,j,k),
wj=1

[β + w]


=

∑
β∈I(2d−k−1,k)

b(k + 1− i, β)
∑

w∈D(β,i,j−1,k),
β+w is strictly increasing

[β + w]

+
∑

β∈I(2d−k−1,k)

b(k + 1− i, β)
∑

w∈D(β,i−1,j−1,k)

[β + w + e({j})].

The first part of the sum can be computed from Ak(i, j − 1) by setting the coefficient of any
maximal minor with a repeated column equal zero, and the second sum can be computed from
Ak(i − 1, j − 1) by setting the coefficient of [β] to that of [β − e({j})]. Hence Ak(i, j) can be
computed with O(k

(
2d−k
k

)
) arithmetic operations. It follows that we can represent ∂P

∂xl
=
∑d−1

i=0 Qi

in the space of maximal minors using φ2d poly(d) arithmetic operations.

With this we have the following analog of Theorem 2.5.9. We omit the proof as it is al-
most exactly the same, we just work in the space of maximal minors rather than minors, using
Lemma 2.5.12 to differentiate instead of Lemma 2.5.8.
Theorem 2.5.13. Let C be a skew arithmetic circuit computing g ∈ Sn

d , and let X = (ℓi,j)i,j∈[d] be
a symbolic Hankel matrix with entries in Sn

1 . Then we can compute ⟨detX, g⟩ with φ2d poly(d)|C|
arithmetic operations.
Corollary 2.5.14. Let G be a graph on n vertices. We can decide in φ2d poly(n) time if G
contains a simple cycle of length d.

Proof. Let V ∈ Qd×n be the Vandermonde matrix with (B)i,j = ji, and X = V ·diag(x1, . . . , xn)·
V T . By the argument of Proposition 2.5.10, ⟨detX, tr(AG)

d⟩ ≠ 0 if and only if G contains a
simple cycle of length d. Note that the (i, j)th entry in X equals

∑n
k=1 k

i+jxk, and therefore X is
Hankel. We conclude by applying Theorem 2.5.13 to compute ⟨detX, tr(AG)

d⟩, as tr(Ad
G) can

be computed by a skew circuit of size poly(n).

2.6 Further questions
Question 2.6.1. For all integers u, v such that u+ v = d, what is the minimum rank of a matrix
with rows indexed by subsets of [n] of size u and columns indexed by subsets of [n] of size v,
such that entry (I, J) is nonzero if and only if I ∩ J = ∅, and entry (I, J) equals entry (K,L)
whenever I ∪ J = K ∪ L? It follows from the method of partial derivatives that this quantity is a
lower bound on A(n, d). Theorem 2.3.19 shows that this is at most 2.6d.
Question 2.6.2. How many points are there in Cn such that the spaces spanned by any d− 1 of
them are contained in V(en,d), but the spaces spanned by any d of them are not? It is easy to see

47



that V(e3,2) contains infinitely many such points; could it be that for all d and some fixed c ∈ N,
V(ed+c,d) contains infinitely many such points? This would imply that A(N, d) ≤ 2dpoly(d).
Question 2.6.3. Similarly, how many matrices in Cn×n have the property that the span of any
d− 1 of them is contained in V(perd), but not the span of any d of them? If there exist infinitely
many points then it follows from Proposition 2.3.5 and the fact that RS(perd) ≤ 4d−1 [Lan12]
that A(N, d) ≤ 4d−1.
Question 2.6.4. Do all (g, ε)-support intersection certification algorithms require Rsupp(g)
queries? Proposition 2.2.12 shows that this is the case for monomials. Similarly, are Rε

supp(g)
queries required to compute a (1± ε) approximation of f(∂x)g in the general black-box setting?
Theorem 2.1.6 shows that this is true when ε = 0.
Remark 2.6.5. Theorem 2.3.42 can be made algorithmic by using an explicit construction of a
perfect splitter. The only such constructions we know however are far from optimal; that is, they
give families of functions much larger than σ(n, d, n0, d0) in general.
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Chapter 3

A Brief History of Fast Matrix
Multiplication

The exponent of matrix multiplication is the smallest number ω such that for each ε > 0, there
exists an algorithm for multiplying two n× n matrices using O(nω+ε) field operations1. It is clear
that ω ≥ 2, and a long line of work has led to the best upper bound currently known of ω < 2.372
[WXXZ23]. It is a longstanding and well-known open problem to resolve the conjecture that
ω = 2.

In this chapter we give an overview of this area, which we will study in more detail in the
following two chapters. We begin in the next subsection by giving a brief summary of the
traditional approach to obtaining upper bounds, which was pioneered by Strassen [S+69, Str86],
Schöenhage [Sch81], and Coppersmith and Winograd [CW87]. In the following subsection we
describe the group-theoretic approach of Cohn and Umans [CU03], which is known to capture the
traditional approach. We then discuss two major barriers to obtaining ω = 2 within the group–
theoretic framework. Despite these barriers, we seem to be very far from ruling out obtaining
ω = 2 with this framework.

3.1 The laser method
Recall that the matrix multiplication tensor ⟨n,m, p⟩ is the trilinear form

⟨n,m, p⟩ :=
∑

(i,j,k)∈[n]×[m]×[p]

xijyjkzkl.

Strassen [S+69] noted that
ω = lim

n→∞
R(⟨n, n, n⟩)1/n,

and since then efforts at bounding ω have focused on bounding the rank of the matrix multiplication
tensor.

1The bound on ω may depend on the choice of field, although it is known to not change under field extension
[BCS13, Corollary 15.18]. All of the upper bounds on ω we discuss hold over any field.
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A key operation on tensors in the study of fast matrix multiplication is the Kronecker product,
defined as follows.
Definition 3.1.1. For tensors f =

∑
aijkxiyizi and g =

∑
bijkxiyizi, their Kronecker product is

the tensor
f ⊠ g :=

∑
i,i′,j,j′,k,k′

aijkbi′j′k′xii′yjj′zkk′

Note that this is exactly the 3-dimensional analogue of the Kronecker product operation on
matrices. A key property of ⟨n, n, n⟩ is that it self-reproducing under the Kronecker product:
⟨n,m, p⟩ ⊠ ⟨n′,m′, p′⟩ = ⟨nn′,mm′, pp′⟩. Furthermore, it is not difficult to see that tensor
rank is submultiplicative under ⊠. From these facts, it follows that upper bounds on ω can be
obtained from the rank of a single matrix multiplication tensor. For example, Strassen showed
that R(⟨2, 2, 2⟩) ≤ 7 [S+69], which implies that ω ≤ log2 7 ≈ 2.81.

Approaches to ω proceed via a “reduction” to an auxilliary tensor of known rank. The most
general notion of reduction is that of a degeneration from one tensor to another.
Definition 3.1.2. We say that f is a degeneration of g, and write f ≤ g, if there exists matrices
Ai, Bi, Ci such that limi→∞ g(Ai(x), Bi(y), Ci(z)) = f(x, y, z).

In the special case that the degeneration is obtained via monomial matrices (matrices with at
most one nonzero entry per row and column), this is called a combinatorial degeneration. We
call the even more restricted case when the matrices are zero off the diagonal and have entries in
{0, 1} on the diagonal a restriction2. This simply corresponds to setting some of the variables in g
to zero. Note that if X = X1 ⊔X2 ⊔X3 is a tripartite 3-graph, and T =

∑
(a,b,c)∈E(X) cabcxayBzc

with cabc ̸= 0 is a tensor whose support is X , then restrictions of T correspond exactly to induced
subhypergraphs of X . In the best current approaches, only restrictions are used.

We may then define the border rank of a tensor as follows.
Definition 3.1.3. f has border rank at most r if f ≤

∑r
i=1 xiyizi.

Remark 3.1.4. For any tensor f , we may define its asymptotic rank

R˜ (f) = lim
k→∞

R(f⊠k)1/k

By Fekete’s lemma, this limit exists. It is not hard to see that we can then alternatively define
ω = R˜ (⟨2, 2, 2⟩).. Thus the conjecture ω = 2 can be equivalently expressed as 4 = R˜ (⟨2, 2, 2⟩).Much more generally, it has been conjectured that for any tensor f ∈ Cn ⊗ Cn ⊗ Cn, R˜ (f) ≤ n
(the inequality can be strict for trivial reasons). Note that this conjecture is trivially true for
tensors of border rank at most n. However, we are unaware of any example of a tensor that has
border rank greater than n, but that has minimal asymptotic rank. Is it possible that the opposite
conjecture is true, namely, if f does not have minimal border rank, then R˜ (f) is not minimal? In
particular, if R(T ) is not minimal, can R(T⊗2) be minimal?

The workhorse in the current record upper bounds on ω is the asymptotic sum inequality of
Schöenhage:
Theorem 3.1.5 ([Sch81]). If R(

⊕p
i=1⟨ki,mi, ni⟩) ≤ r with r > p then ω < τ , where τ is the

solution to
∑p

i=1(kimini)
τ/3 = r.

2Usually these are called combinatorial restrictions.
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To understand this theorem, consider for simplicity the case when ki = mi = ni = n. In
this case the theorem says that R(

⊕
⟨n, n, n⟩) ≤ r implies that ω ≤ logn r/p. Now, observe that

tensor rank is subadditive under ⊕. If it was additive, however, this bound would be immediate,
as we would have R(⊕p

i=1⟨n, n, n⟩) ≤ r =⇒ R(⟨n, n, n⟩) ≤ r/p, so ω ≤ logn(r/p). Thus,
one can remember Theorem 3.1.5 as saying that a bound on the rank of a direct sum of matrix
multiplications gives the bound on ω that one would get if tensor rank was additive.

In order to apply Theorem 3.1.5, one needs a bound on the rank of a direct sum of matrix
multiplications. To obtain this, we start with an auxiliary tensor for which, by some algebraic
argument, we have a rank bound. Then, we aim to find a degeneration of this auxiliary tensor to
a “large” direct sum of matrix multiplication tensors. As reasoning about degenerations in full
generality is very difficult in general (it is as hard as tensor rank!), in practice one only searches
for combinatorial restrictions to direct sums of matrix multiplications.

How can we find families of “combinatorially interesting” tensors of low rank? One approach
is to take Kronecker powers of a small starting tensor for which we have a rank bound. This
general approach leads to Strassen’s laser method. In the approach of the next section, one
considers the families of tensors corresponding to multiplication in the group algebra of a finite
group.

With these notions established, bounds on ω work as follows. We start with an auxiliary tensor
T0 of known rank. Then we hope to find a degeneration of T0 to a direct sum of many large matrix
multiplication tensors. Because rank does not increase under degeneration, this gives an upper
bound on the rank of a direct sum of matrix multiplications. At this point we apply the asymptotic
sum inequality.

If T0 was itself a direct sum of matrix multiplication tensors, we could directly apply the
asymptotic sum inequality.

In the best bounds since [CW87], T0 is taken to be a Kronecker power of the Coppersmith–
Winograd tensor

Tq := x0y0zq+1 + x0yq+1z0 + xq+1y0z0 +

q∑
i=1

x0yizi + xiy0zi + xiyiz0.

Coppersmith and Winograd showed that Tq has border rank q + 2 (which is minimal), and hence
R(T⊗k

q ) = (q + 2)k. A key fact about Tq is that it is a (non-direct) sum of matrix multiplication
tensors: we have

Tq = T011 + T101 + T110 + T200 + T020 + T002

where T011
∼= ⟨q, 1, 1⟩, T101

∼= ⟨1, q, 1⟩, T110
∼= ⟨1, 1, q⟩, T200, T020, T002

∼= ⟨1, 1, 1⟩. Strassen’s
laser method [Str86] makes use of this partitioning of Tq into blocks, each block isomorphic to
a matrix multiplication. In particular, the large direct sum of matrix multiplications in a power
ultimately comes from the fact that the “outer” structure contains an asymptotically large diagonal
tensor. By cleverly zeroing out variables in T⊗k

q and applying the asymptotic sum inequality, one
can obtain the bounds of 2.372 [AW21]. This process is called Strassen’s laser method.
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3.2 A group–theoretic approach
In [CU03] a group-theoretic approach to bounding ω was proposed. Given any finite group G and
three subsets of G satisfying a certain condition (the triple product property), this approach yields
an upper bound on ω by reducing an instance of matrix multiplication to multiplication in the
group algebra of G. This approach can capture the previously discussed Coppersmith–Winograd
family of algorithms, which includes the current record bound. While some barriers are known,
for instance that certain generalizations of the constructions in [CKSU05] cannot achieve ω = 2
(see [BCC+17a]), the possibility that one could show ω = 2 using a suitable family of groups
remains wide open.

For a finite group G, we let Irr(G) denote the set of irreducible complex representations of G.
For X ⊆ G, let Q(X) = {xx′−1 : x, x′ ∈ X} be the quotient set of X .
Definition 3.2.1. We say that S, T, U ⊆ G satisfy the triple product property (or TPP for short) if
for all s ∈ Q(S), t ∈ Q(T ), u ∈ Q(U),

stu = 1 =⇒ s = t = u = 1.

Theorem 3.2.2. [CU03, Theorem 4.1] If S, T, U satisfy the TPP in G, then

(|S||T ||U |)ω/3 ≤
∑
i

dωi

where di ∈ N are the dimensions of the irreducible representations of G.
The idea behind this theorem is as follows. First, consider the multiplication tensor for C[G],

defined by ∑
a,b,c∈G:abc=1

xaybzc.

By the Artin–Wedderburn theorem, C[G] is isomorphic to a direct sum of matrix algebras.
Using this fact, one can show that R(TG) ≤ R(

⊕
⟨di, di, di⟩), where the di’s are the di-

mensions of the matrix algebras. On the other hand, suppose that S, T, U satisfy the TPP.
Then by zeroing-out all variables other than xst−1 , ytu−1 , zus−1 , the TPP implies that TG ≥
⟨|S||T |, |T ||U |, |U ||S|⟩, and hence R(TG) ≥ R(⟨|S||T |, |T ||U |, |U ||S|⟩). Therefore we obtain
the bound R(⟨|S||T |, |T ||U |, |U ||S|⟩ ≤ R(

⊕
⟨di, di, di⟩). By applying a variant of the asymptotic

sum inequality, one concludes Theorem 3.2.2.
The triple product property corresponds to finding a combinatorial restriction of TG to a single

matrix multiplication. However just as with the approach of Schöenhage, one can ask for a
restriction of TG to a direct sum of matrix multiplication tensors, and then apply the asymptotic
sum inequality. Doing so one arrives at the more general notion of the simultaneous triple product
property.
Definition 3.2.3. A collection of triples of subsets Si, Ti, Ui of a group G satisfy the simultaneous
triple product property (STPP) if

1. For each i, the sets Si, Ti, Ui satisfy the triple product property
2. Setting Si = AiB

−1
i , Tj = BjC

−1
j , Uk = CkA

−1
k ,

sitjuk = 1 ⇐⇒ i = j = k

for all si ∈ Si, tj ∈ Tj, uk ∈ Uk.
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By the asymptotic sum inequality, we have the following:
Proposition 3.2.4. If Si, Ti, Ui ⊆ G satisfy the STPP, then∑

i

(|Si||Ti||Ui|)ω/3 ≤
∑

dωi .

Using Theorem 3.2.2 it was shown in [CKSU05] that ω < 2.41. In fact, this framework is
powerful enough to capture the Coppersmith-Winograd family of algorithms, which includes the
bound of ω < 2.37286 [AW21]. These are STPP constructions in Zn

m, where m is fixed.
Remark 3.2.5. A zeroing out of TG to ⟨n, n, n⟩ corresponds to finding {aij}i,j∈[n], {bij}i,j∈[n],
{cij}i,j∈[n] ⊆ G such that aijbklcmp = 1 if and only if j = k, l = m, p = i. Given sets
S, T, U satisfying the TPP, such elements are obtained from the product set A = ST−1, B =
TU−1, C = US−1. However, the TPP a-priori might not give the most general zeroing outs to
matrix multiplication tensors. It turns out that this is the case: any zeroing out yields a TPP.
Similarly, STPP’s are in bijection with zeroing outs to direct sums of matrix multiplication tensors.
Remark 3.2.6. One may be able to prove a better bound on ω in a particular group using
simultaneous triple product property constructions rather than TPP constructions. For instance, a
TPP construction in an abelian group is easily shown to give no bound better than ω ≤ 3, while the
current best bounds can be obtained via STPP construction in abelian groups. However, given a
STPP construction obtaining a bound on ω, there is a family of TPP constructions inside different
groups yielding the same bound on ω [CKSU05, Theorem 7.1]. Thus if one is optimizing over all
groups, STPP constructions are no more general than TPP constructions.

A useful lower bound on the upper bound on ω obtained via Theorem 3.2.2 is the pseudo-
exponent of a group. This is the bound on ω one would obtain if di = 1 for all i, i.e., if G was
abelian.
Definition 3.2.7. If S, T, U satisfy the TPP in G, we say that the pseudo-exponent of G is at most
3 log|S||T ||U | |G|.

The conditions of the STPP imply that they satisfy the “packing bound”
∑

i |Si||Ti| ≤ |G|,
and similarly for the other pairs of sets. A simple necessary condition for obtaining ω = 2 via
STPP constructions it that they asymptotically meet this bound (see [BCC+17a]).
Definition 3.2.8. We say that a family of STPP constructions Si, Ti, Ui meets the packing bound∑

i |Si||Ti|,
∑

i |Si||Ti|,
∑

i |Si||Ti| ≥ |Gi|1−o(1).

3.3 Barriers
In this section we discuss two barriers for the group–theoretic approach. These are similar at a
high level. In both cases, we show that Mn has a particular structure (in the first case this is a
large induced matching, and in the second case this is a large independent set). Then, we identify
properties of groups that are incompatible with this structure.

3.3.1 Slice rank and multiplicative matchings
In [BCC+17a], it was shown that the current approach via STPP constructions in abelian groups
of bounded exponent cannot yield ω = 2:
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Theorem 3.3.1. For every ℓ ∈ N, there is an εℓ > 0 such that no STPP construction in any abelian
group of exponent at most ℓ can yield a bound better than ω ≤ 2 + εℓ via Proposition 3.2.4.

This was subsequently extended to nilpotent groups satisfying a mild additional condition in
[BCC+17b]. The key to these results is the notion of the slice rank of a tensor. This notion was
introduced (indirectly) in the solution to the cap set problem in additive combinatorics, which we
now discuss. It turns out that the proof of Theorem 3.3.1 and the proof of the cap-set problem are
very similar.

A foundational problem in additive combinatorics is determining r3(n), the size of the
largest subset of [n] containing no nontrivial 3-term arithmetic progression, i.e., three numbers
x, x+ y, x+ 2y with y ̸= 0. A lower bound of Behrend [Beh46] shows that r3(n) ≥ n/eO(

√
logn),

and a long line of work culminating in the breakthrough of [KM23] shows that r3(n) ≤ n/eO(logβ n)

for some constant β > 0. The cap set problem is the analogous question in the vector space Fn
3 .

Using an argument similar to one of Roth [Rot53] in the integer setting, Meshulam showed that
r3(Fn

3 ) ≤ 3n/n [Mes95]. Unlike in the integer setting however, only very weak lower bounds
of the form cn for some c < 3 were known [Ede04]. Then in a breakthrough of [EG17], it was
shown that r3(Fn

3 ) ≤ 2.77n.
We will be interested in the following generalization of a 3AP-free set.

Definition 3.3.2. A 3-matching in a finite group G is a triple of subsets {ai}mi=1, {bi}mi=1, {ci}mi=1

of G such that aibjck = 1 ⇐⇒ i = j = k.
Let M(G) denote the largest size of a 3-matching in G. The solution to the cap set problem

can be adapted to show the following:
Theorem 3.3.3. M(Zn

p ) < (p− cp)
n, for some cp > 0.

More generally, it was shown in [Saw18] that for any group H , M(Hn) ≤ (δ · |H|)n for
some 0 < δ < 1 depending on H . Note that this is equivalent to saying that the hypergraph XHn

contains no induced matching of size (δ|H|)n.
The group–theoretic approach works by finding disjoint induced matrix multiplications inside

of XG. The key fact connecting the cap-set problem and matrix multiplication is the following.
Proposition 3.3.4. Mn contains an induced matching of size n2−o(1).

Proof. This follows from viewing Mn as the “edge-triangle” incidence hypergraph of the complete
tripartite graph Kn,n,n, where vertices in Mn correspond to edges in Kn,n,n, and three vertices in
Mn are adjacent if and only if these corresponding edges in Kn,n,n form a triangle. From this
perspective, an induced matching in Mn corresponds to a tripartite graph on at most 3n2 vertices
where each edge belongs to a unique triangle. Moreover, the number of edges in this induced
matching equals the number of edges in the corresponding graph. But determining the maximum
number of edges in a tripartite graph with 3n vertices with the property that each edge is contained
in a unique triangle is the Rusza-Szemerédi problem3, and the best-known lower bound for this
problem using Behrend’s construction shows that this is at least n2−o(1) [Zha23, Corollary 2.5.2].
For completeness we recall this construction. Let A ⊆ Zn be 3AP-free. Assume that n is odd
(this does not affect the asymptotic claim). Define the tripartite graph with parts X, Y, Z equal to

3This was independently noted in [AB23]. The Rusza-Szemeredi problem is usually stated for arbitrary graphs
which are not necessarily tripartite, but a standard probabilistic argument reduces the problem to the tripartite case.
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Zn, and where (x, y) is an edge if x− y ∈ A, (y, z) is an edge when z − y ∈ A, and (x, z) is an
edge if (z − x)/2 ∈ A.

Combining Theorem 3.3.3 and Proposition 3.3.4, we conclude that there cannot be many
“large” Mn’s inside of XG, as that would imply that XG contains a large matching. By quantifying
“harge” we obtain Theorem 3.3.1.

A key idea in the proof of Theorem 3.3.3 is that of the slice rank of a tensor.
Definition 3.3.5. Let F : Fn × Fn × Fn → F be a 3-tensor. The slice rank of F is the smallest
number r for which there exist bilinear forms Bi and linear forms ℓi such that we can write

F (x, y, z) =
a∑

i=1

Bi(x, y)ℓi(z) +
b∑

i=a+1

Bi(x, z)ℓi(y) +
r∑

i=b+1

Bi(y, z)ℓi(x)

An important fact is that the “diagonal” tensor has maximal slice rank:
Proposition 3.3.6. The slice rank of

∑n
i=1 xiyizi is n over any field.

By combining these facts with an upper bound on the slice rank of XZp in characteristic p,
along with the fact that slice rank does not increase under changes of variables, one obtains
Theorem 3.3.3.

3.3.2 Quasirandomness
In [BCG+22], it was shown that groups with strong “quasirandomness” properties cannot be
used to prove bounds on ω. Specifically, the following was shown. Let n(G) denote the minimal
dimension of an irreducible representation of G of dimension greater than one.
Theorem 3.3.7. If subsets S, T , and U satisfy the triple product property in a finite nonabelian
group G, then

|S| |T | |U | ≤ |G|3/2

n(G)1/2
+ |G|.

This implies for example that if n(G) ≥ |G|δ for some fixed δ > 0, then one cannot meet the
packing bound (Definition 3.2.8) in G, and hence cannot obtain ω = 2. As an example, this rules
out groups of Lie type of bounded rank, such as PSL(2, p).

The proof of Theorem 3.3.7 builds off of Gowers’s work on product-free subsets of quasiran-
dom groups [Gow08]. A subset X of group is product free if there is no solution to the equation
ab = c with a, b, c ∈ X . For example, in Zn the set {n/3, n/3 + 1, . . . , 2n/3} is “product” (sum)
free. Babai and Sós asked if all groups behave similarly to Zn in that they have product-free sets
of size |G|1−o(1). Gowers gave a negative answer to this question, showing that PSL2(p) has no
product-free set of size greater than |G|7/8.

A lack of product-free subsets roughly implies Theorem 3.3.7 due to the simple fact that if
S, T, U are subsets of G of size |G|1/2−o(1) satisfying the triple product property, then there are
subsets A,B,C ⊆ G each of size |G|1−o(1) that are product-free. For example, one can take
A = ST−1

0 , B = T1U
−1, C = US−1, where T0 ∩ T1 = ∅.
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Chapter 4

Matrix Groups within the Group–Theoretic
Approach

4.1 Introduction
Previous work on the group-theoretic approach has focused mainly on families of very non-simple
groups, i.e., groups built up from simple groups through repeated group extension. For example,
the best bounds known on ω can be obtained using a semidirect product of the symmetric groups
with direct products of abelian groups. At the same time, several barrier results have been shown
for these kinds of constructions (see, for example, [BCC+17a, BCC+17c, Saw18]). But this has
left the simple groups—in some sense the opposite end of the spectrum of finite groups—largely
unexplored.

In this chapter we address this gap in knowledge by studying finite groups of Lie type1 in
the framework of [CU03]. This is an important class of groups that contains all of the finite
simple groups except alternating or cyclic groups and finitely many sporadic groups. Some
good examples to keep in mind are the classical matrix groups such as the group SL(n, q) of
determinant 1 matrices over the finite field Fq or the group of n× n orthogonal matrices over Fq

with respect to a quadratic form.

4.1.1 Results
We start by showing that triple product property constructions (see Definition 3.2.1) in groups
of Lie type cannot prove any bound on ω better than 2 + ε for some absolute constant ε > 0
(Corollary 4.2.4). This resolves a question asked in [CU03]. Our proof combines a representation-
theoretic argument with known bounds on the dimension and number of irreducible representations
in groups of Lie type [LS74, FG12]. More broadly, we identify the second-smallest dimension of

1Specifically, by a group of Lie type we mean any one of the (possibly twisted) Chevalley groups, including
the Suzuki and Ree groups, or the quotient of such a group by its center. A Chevalley group is the fixed points of
a Steinberg endomorphism in a semisimple algebraic group over a finite field (see Definition 21.6 and Table 22.1
in [MT11]). Among others, this list includes SL(n, q), SU(n, q), SO(2n + 1, q), Sp(2n, q), SO+(2n, q), and
SO−(2n, q). Obtaining simple groups can require taking the quotient by the center, but that does not change our
conclusions, such as Corollary 4.2.4.
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an irreducible representation as a key parameter of a group that determines its viability for the
approach of [CU03]: Theorem 4.2.2 shows that groups where this quantity is large cannot yield
good bounds on ω. For example, any family of groups for which the second-smallest dimension
of an irreducible representation grows as a power of the size of the group cannot yield ω = 2. It
had been known since [CU03] that the largest dimension played a key role in the quality of the
bound, but small dimensions were not previously understood to be relevant.

This first barrier builds on Gowers’ theorem on product-free sets in quasirandom groups
[Gow08]. We note that whereas Gowers’ result involves the minimum dimension of a nontrivial
representation, the additional structure of our problem allows us to consider the second-smallest
dimension of an irreducible representation (in other words, we can skip any other representations
of dimension 1). This gives us lower bounds in groups where Gowers’ result does not apply, such
as SL(n, q). It is interesting that while triple product property constructions in abelian groups
cannot yield nontrivial bounds on ω, this barrier shows that highly nonabelian groups also have
significant limitations.

Next we show in Theorem 4.2.6 that subgroups with large normalizers cannot be used in a
triple product property construction to obtain ω = 2. This barrier is particularly effective in the
setting of matrix groups. For example, one cannot obtain ω = 2 via a triple product property
construction using three subgroups inside GL(n, q) for varying q and any fixed n, or even inside
products of such groups.

Our first barrier result rules out obtaining exponent 2 from finite groups of Lie type, but
still leaves open the possibility that such groups could serve as building blocks in efficient
algorithms for matrix multiplication. For example, the direct product of such groups escapes the
barrier entirely, since the second-smallest dimension of an irreducible representation of a direct
product equals the second-smallest dimension among the irreducible representations of the factors.
Similarly, our normalizer barrier suggests that constructions should aim to use subgroups that are
self-normalizing. We therefore view our barriers as giving us useful information about what a
possible construction using finite groups of Lie type must look like, if it is to give ω = 2.

In the second part of the paper, we give constructions that naturally use a direct product in
a critical way (Theorem 4.3.9), and constructions that use self-normalizing subgroups (Theo-
rem 4.3.10). It is important to note that we know of no constructions in finite groups of Lie
type that even meet a certain “packing bound” (Definition 3.2.8), a prerequisite for obtaining
ω = 2. This remains an important challenge. In lieu of such constructions, we direct our efforts
at obtaining constructions in continuous Lie groups, which seems easier and mathematically
cleaner to work in, and where we can ask direct analogues of the main questions. Here we have
constructions that meet the packing bound. Moreover, we give examples that use direct products
and self-normalizing subgroups, desiderata by the barrier results.

Our constructions do not achieve the Lie analogue of beating exponent 3, and we suggest
improving them and finding other examples as key challenges highlighted by this work.

4.1.2 Outline
In the next section we review the group-theoretic approach to bounding ω. In Section 4.2 we give
our barriers. We then introduce the Lie exponent in Section 4.3 and give our constructions. We
conclude with some questions in Section 4.4.
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4.2 Barriers for matrix groups

In this section we explain the two barriers mentioned in the introduction. Each of them is based
on an idea that is particularly relevant for matrix groups, although we formulate the bounds in
greater generality.

4.2.1 A representation-theoretic barrier

We begin by proving our representation-theoretic barrier, which we then apply to groups of Lie
type. Our proof of Theorem 4.2.2 follows the Fourier-analytic proof of Gowers’ theorem on
mixing in quasirandom groups (see, for example, [Bre14, Lemma 2.2]). Our barrier is a function
of the second-smallest dimension of an irreducible representation of G. Because we use this
parameter frequently, we introduce notation for it:
Definition 4.2.1. For a finite nonabelian group G, let

n(G) := min
π∈Irr(G): dimπ>1

dimπ

be the smallest dimension of an irreducible representation of G of dimension greater than 1.
Theorem 4.2.2. If subsets S, T , and U satisfy the triple product property in a finite nonabelian
group G, then

|S| |T | |U | ≤ |G|3/2

n(G)1/2
+ |G|.

Proof. Let 1X denote the indicator function of a subset X ⊆ G. For brevity we will write
π(X) :=

∑
x∈X π(x) for π ∈ Irr(G) and X ⊆ G, and dπ := dimπ.

Suppose that S, T, U satisfy the triple product property. Equivalently, the value at the identity
in the 6-fold convolution 1S ∗1S−1 ∗1T ∗1T−1 ∗1U ∗1U−1 equals |S| |T | |U |. The Fourier inversion
formula says that a function f : G → C can be reconstructed as

f(g) =
1

|G|
∑

π∈Irr(G)

dπ

〈∑
h∈G

f(h)π(h), π(g)

〉
,

where ⟨X, Y ⟩ = Tr(XY ⊤). Applying this formula to f = 1S ∗ 1S−1 ∗ 1T ∗ 1T−1 ∗ 1U ∗ 1U−1 and
g = 1 yields

|G| |S| |T | |U | =
∑

π∈Irr(G)

dπTr(π(S)π(S
−1)π(T )π(T−1)π(U)π(U−1)).

When dπ = 1,
π(S)π(S−1) =

∑
s∈S

π(s)
∑
s∈S

π(s) = |π(S)|2 ,
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which is a nonnegative real number, and π(S)π(S−1) = |S|2 if π is the trivial representation.
Thus,

|G| |S| |T | |U | ≥ (|S| |T | |U |)2+∑
π: dπ>1

dπTr(π(S)π(S
−1)π(T )π(T−1)π(U)π(U−1))

= (|S| |T | |U |)2 +
∑

π: dπ>1

dπTr(π(S
−1)π(T )π(T−1)π(U)π(U−1)π(S)).

By the Cauchy–Schwarz inequality,

|G| |S| |T | |U | ≥ (|S| |T | |U |)2 −
∑

π: dπ>1

dπ∥π(S−1T )∥ · ∥π(T−1U)∥ · ∥π(U−1S)∥,

where ∥ · ∥ denotes the Frobenius norm of a matrix (i.e., ∥M∥2 = Tr(MM⊤)).
Fourier inversion implies a nonabelian version of Parseval’s identity, which states that for any

function f : G → C,

∑
g∈G

|f(g)|2 = 1

|G|
∑

π∈Irr(G)

dπ

∥∥∥∥∥∑
g∈G

f(g)π(g)

∥∥∥∥∥
2

.

Applying this formula with f = 1S−1 ∗ 1T , which is equal to the indicator function of S−1T by
the triple product property, we obtain

|S| |T | |G| =
∑

π∈Irr(G)

dπ∥π(S−1T )∥2,

and thus for each π ∈ Irr(G) with dπ > 1,

∥π(S−1T )∥ ≤
√

|S| |T | |G|/n(G).

Using this bound and the Cauchy–Schwarz inequality, we find that

|G| |S| |T | |U | ≥ (|S| |T | |U |)2−√
|S| |T | |G|/n(G)

∑
π: dπ>1

dπ∥π(T−1U)∥ · ∥π(U−1S)∥

≥ (|S| |T | |U |)2

−
√

|S| |T | |G|/n(G)

√ ∑
π: dπ>1

dπ∥π(T−1U)∥2
√ ∑

π: dπ>1

dπ∥π(U−1S)∥2,

and so by Parseval’s identity,

|G| |S| |T | |U | ≥ (|S| |T | |U |)2 −
√
|S| |T | |G|/n(G)

√
|G| |T | |U |

√
|G| |S| |U |

= (|S| |T | |U |)2 − |S| |T | |U | |G|3/2/n(G)1/2.
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We conclude that

|S| |T | |U | ≤ |G|3/2

n(G)1/2
+ |G|,

as desired.

We immediately obtain the following corollary:
Corollary 4.2.3. No sequence G1, G2, . . . of finite groups satisfying n(Gi) ≥ Ω(|Gi|δ) with δ > 0
can meet the packing bound.
Corollary 4.2.4. There exists a constant ε > 0 such that no triple product property construction
in a group of Lie type can yield an upper bound on ω better than 2 + ε.

This corollary is more subtle than the previous one, since it does not simply amount to a
failure to meeting the packing bound.

Proof. First, we deal with the case of groups of Lie type of bounded rank. Such groups G satisfy
n(G) ≥ Ω(|G|δ) for some constant δ > 0, as one can check from the bounds given in [LS74], and
this condition suffices by Corollary 4.2.3.

Now let G be a group of Lie type of rank r and dimension d over Fq. Then |G| = Θ(qd) (see,
for example, [MT11, Table 24.1]), and the lower bound n(G) ≥ Ω(qr) holds by [LS74]. Hence
by Theorem 4.2.2,

|S| |T | |U | ≤ |G|3/2/
√

n(G) + |G| = O(q3d/2−r/2).

By [FG12, Theorem 1.1], there are O(qr) conjugacy classes in G. Let d1, . . . , dm be the
dimensions of the irreducible representations of G, where m is the number of conjugacy classes
of G. We have

∑
i d

2
i = |G| = Θ(qd), and∑

i d
ω
i

m
≥
(∑

i d
2
i

m

)ω/2

since x 7→ xω/2 is a convex function. Hence
∑

i d
ω
i ≥ Ω(qr+ω(d−r)/2), and therefore Theorem 3.2.2

cannot yield an upper bound on ω better than

ω ≤ 3

(
r + logq C

r

)
for some absolute constant C > 0. If r is large enough, then this bound cannot approach 2, and
the case of bounded r was dealt with above.

Another consequence of Theorem 4.2.2 is a slightly sharper estimate for how close |S| |T | |U |
can come to |G|3/2 when S, T , and U satisfy the triple product property in G. It follows from
[CU03, Lemma 3.1] that |S| |T | |U | < |G|3/2, but this inequality does not rule out the possibility
that |S|, |T |, and |U | might be a large as ⌊|G|1/2 − 1⌋. The following corollary shows that this
cannot happen when |G| is sufficiently large.
Corollary 4.2.5. If subsets S, T , and U satisfy the triple product property in a finite group G,
then |S| |T | |U | ≤ |G|3/2/

√
2 + |G|.

Proof. If G is abelian, then |S| |T | |U | ≤ |G| by [CU03, Lemma 3.1]. Othewise n(G) ≥ 2 and
the conclusion follows from Theorem 4.2.2.
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4.2.2 A barrier for subgroups that are not self-normalizing
In contrast to the previous barrier, which follows from properties of the containing group, we now
give a barrier in terms of the three subsets used in a triple product property construction. It will
apply only to the case of three subgroups, as opposed to arbitrary subsets.

For X ⊆ G, let N(X) = {g ∈ G : gXg−1 = X} denote the normalizer of X in G, and let
Z(G) = {g ∈ G : gh = hg for all h ∈ G} denote the center of G.
Theorem 4.2.6. Suppose that subgroups H1, H2, and H3 satisfy the triple product property in a
finite group G, and let si = |N(Hi)|/|Hi|. Then

|H1| |H2| |H3| ≤
|G|3/2

(s1s2s3)1/4
.

Proof. The main observation in this proof is that |H1| |N(H1)∩H2| |H3| ≤ |G| (and the analogous
inequality for any permutation of H1, H2, and H3). To prove this inequality, we will show that the
map

(h1, h2, h3) 7→ h1h2h3

is injective on H1 × (N(H1) ∩H2)×H3. If not, then there exist (h1, h2, h3) ̸= (h′
1, h

′
2, h

′
3) for

which
h1h2h3 = h′

1h
′
2h

′
3,

which implies that
h′−1
2 h′−1

1 h1h2h3h
′−1
3 = 1.

However, h′−1
2 (h′−1

1 h1)h
′
2 is another element h′′

1 ∈ H1 (not equal to 1 if h′
1 ̸= h1), since h′

2 is in
the normalizer of H1. We thus have h′′

1(h
′−1
2 h2)(h3h

′−1
3 ) = 1 with not all three factors equal to 1,

which contradicts the triple product property for H1, H2, and H3.
Now this inequality implies that

|G| ≥ |H1| |N(H1) ∩H2| |H3| = |H1|
|N(H1)| |H2|
|N(H1)H2|

|H3| ≥ |H1|
|N(H1)| |H2|

|G|
|H3|.

The inequality in the theorem statement follows by repeating this argument with H2, H3 and then
H3, H1 in place of H1 and H2 and taking the product.

The following corollary shows that triple product property constructions using subgroups of
groups G satisfying |Z(G)| = Ω(|G|δ) with δ > 0 cannot meet the packing bound. For example,
this shows that triples of subgroups in GL(n, q) with fixed n cannot meet the packing bound.2

Corollary 4.2.7. If subgroups H1, H2, and H3 satisfy the triple product property in a finite group
G, then

|H1| |H2| |H3| ≤
|G|3/2

|Z(G)|1/2
.

2More generally, arbitrary subsets cannot meet the packing bound, because intersecting random translates of the
subsets with SL(n, q) would give subsets of SL(n, q) meeting the packing bound in expectation, and we have seen
that this is impossible since SL(n, q) a group of Lie type of bounded rank when n is fixed.
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Proof. Because H1 ∩ Z(G), H2 ∩ Z(G), and H3 ∩ Z(G) satisfy the triple product property in
the abelian group Z(G),

|Z(G)| ≥ |H1 ∩ Z(G)| |H2 ∩ Z(G)| |H3 ∩ Z(G)|

by [CU03, Lemma 3.1]. Combining this inequality with Z(G) ⊆ N(Hi) shows that

|Z(G)| ≥ |H1 ∩ Z(G)| |H2 ∩ Z(G)| |H3 ∩ Z(G)|
= |H1| |H2| |H3| |Z(G)|3/(|H1Z(G)| |H2Z(G)| |H3Z(G)|)
≥ |H1| |H2| |H3| |Z(G)|3/(|H1N(H1)| |H2N(H2)| |H3N(H3)|)
= |H1| |H2| |H3| |Z(G)|3/(|N(H1)| |N(H2)| |N(H3)|),

and therefore |N(H1)| |N(H2)| |N(H3)|/(|H1| |H2| |H3|) ≥ |Z(G)|2. The conclusion now fol-
lows by Theorem 4.2.6.

4.3 Constructions in Lie groups
In this section, we study triple product property constructions in Lie groups (i.e., groups that are
also smooth manifolds). All Lie groups will be assumed to be positive-dimensional.
Definition 4.3.1. The Lie exponent ω(G) of a Lie group G of rank r(G) is the infimum of the
quantity

r(G)

(dimM1 + dimM2 + dimM3)/3− (dimG− r(G))/2

over all submanifolds M1, M2, and M3 of G satisfying the triple product property and (dimM1 +
dimM2 + dimM3)/3 > (dimG− r(G))/2. (Recall that the infimum of the empty set is +∞.)
The Lie exponent of a family of groups is the infimum of ω(G) over G in the family.

In this definition, the rank r(G) is the real dimension of a Cartan subalgebra of the Lie
algebra.3 We primarily have in mind semisimple Lie groups, or more generally reductive groups,
and it is unclear how relevant the Lie exponent is for other groups. Note that if G is abelian, then
r(G) = dimG.

Definition 4.3.1 is motivated by the following analogy with the finite field setting. The finite
groups of Lie type fall into families of Chevalley groups defined over Fq as q varies, with the
families corresponding to the classification of simple Lie groups (as well as some complications
such as twisting). For example, SL(n, q) is analogous to SL(n,R) or SL(n,C). Suppose we
have triple product property constructions with subsets of sizes qm1+o(1), qm2+o(1), and qm3+o(1) in
such a family of simple groups Gq as q → ∞. This is a finite analogue of having submanifolds of
dimensions m1, m2, and m3. It follows from [LMT13, Theorem 1.3] that the largest irreducible
representation of Gq has dimension q(d−r)/2+o(1) as q → ∞, where d and r are the dimension and
rank of the corresponding Lie group.4 If the dimensions of the irreducible representations of Gq

3Note that this differs from the usual convention for complex Lie groups of using the complex dimension. For
example, this is why Table 4.1 shows that r(GL(n,C)) = 2n.

4To deduce this result from [LMT13, Theorem 1.3], note that the Steinberg representation has dimension q(d−r)/2.
See also [LMT13, Theorems 5.1–5.3] for some classical groups that are not quite simple.
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are d1, . . . , dk, then by Theorem 3.2.2,

q(m1+m2+m3+o(1))ω/3 ≤
∑
i

dωi

≤
∑
i

d2i max
j

dω−2
j

= |G|max
j

dω−2
j

= qd+(ω−2)(d−r)/2+o(1),

and taking the limit as q → ∞ shows that

ω ≤ r

(m1 +m2 +m3)/3− (d− r)/2

if the denominator is positive. In other words, Definition 4.3.1 is exactly the bound on ω one
would get if the construction had an analogue in the corresponding finite groups of Lie type. We
note that we know of no general reason why such an analogue should exist; indeed, we do not
know of any finite analogues of the Lie group constructions given later in this section. We pose
the following question:
Question 4.3.2. Is it true that for every Lie group G, the exponent of matrix multiplication is at
most ω(G)?

By Proposition 4.3.3 below, the answer must be yes if ω = 2. A direct proof would be of
considerable interest, with semisimple Lie groups being the most plausible case for a proof. Even
without such a proof, we view ω(G) as a model for what groups can do in the continuous setting,
which allows for geometric constructions that may not work over finite fields.
Proposition 4.3.3. Every Lie group G has ω(G) > 2.

Proof. If M1, M2, and M3 satisfy the triple product property in G, then the map (m1,m2) 7→
m−1

1 m2 from M1×M2 to G is injective, and so dimM1+dimM2 ≤ dimG. Similarly, dimM2+
dimM3 ≤ dimG and dimM1 + dimM3 ≤ dimG. Averaging these inequalities shows that
(dimM1 + dimM2 + dimM3)/3 ≤ (dimG)/2, and therefore the bound we obtain for ω(G) is
at least

r(G)

(dimG)/2− (dimG− r(G))/2
= 2.

Equality could hold only if dimMi = (dimG)/2 for all i. In that case, every continuous, injective
function from M1 ×M2 to G must be open by invariance of domain, and therefore has an open
image. In particular, for m′

1 ∈ M1 and m′
2 ∈ M2 consider the map sending (m1,m2) ∈ M1 ×M2

to m′
1m

−1
1 m2m

′−1
2 . Its image contains a neighborhood of 1, but by the triple product property it

intersects the quotient set Q(M3) = M3M
−1
3 only at 1, which is impossible since Q(M3) contains

a submanifold M3m
−1
3 (for fixed m3 ∈ M3) of dimension (dimG)/2 that contains 1.

Note that in the notation of Definition 4.3.1, if dimM1 + dimM2 + dimM3 ≤ dimG, then
they cannot prove any better upper bound for ω(G) than 3. This conclusion is immediate if
r(G) = dimG, and one can check that it follows from r(G) ≤ dimG. In fact, the best upper
bound we know on the Lie exponent is 3, which holds for abelian groups:
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Proposition 4.3.4. If G is abelian, then ω(G) = 3.

Proof. Let H1 = G and H2 = H3 = {1}. Then H1, H2, and H3 satisfy the triple product property
in G. Since r(G) = dimG and dimH1 + dimH2 + dimH3 = dimG, it follows that ω(G) ≤ 3.

For the other direction, note that if G is abelian, then the product map M1 ×M2 ×M3 → G
must be injective or else the triple product property fails. If the map is injective, then dimM1 +
dimM2 + dimM3 ≤ dimG and hence ω(G) ≥ 3.

There is also a Lie analogue of the packing bound from Definition 3.2.8.
Definition 4.3.5. We say a sequence G1, G2, . . . of Lie groups meets the packing bound if there
exist submanifolds M1,i, M2,i, and M3,i of Gi satisfying the triple product property such that

lim
i→∞

dimGi

(dimM1,i + dimM2,i + dimM2,i)/3
= 2.

Proposition 4.3.6. If Lie groups G1, G2, . . . have limi→∞ ω(Gi) = 2, then they achieve the
packing bound.

Proof. It suffices to show that for M1, M2, and M3 satisfying the triple product property in a
group G with (dimM1 + dimM2 + dimM3)/3 > (dimG− r(G))/2,

r(G)

(dimM1 + dimM2 + dimM3)/3− (dimG− r(G))/2
≥ dimG

(dimM1 + dimM2 + dimM3)/3
.

This assertion follows from the inequality (dimM1 + dimM2 + dimM3)/3 ≤ (dimG)/2 used
in the proof of Proposition 4.3.3.

It was shown in [CU03, Theorem 6.1] that the Lie groups SL(n,R) meet the packing bound,
by taking M1, M2, and M3 to be the groups of upper unitriangular, lower unitriangular, and
orthogonal matrices. In this construction, the group is an algebraic group over R, as are the
subgroups Mi. In particular, they are all linear algebraic groups over R, i.e., subgroups of
GL(n,R) defined by polynomial equations. Algebraic groups are a little more general than linear
algebraic groups; they are to algebraic varieties as Lie groups are to manifolds.

However, algebraic varieties over C (or any algebraically closed field) cannot help:
Theorem 4.3.7. Let G be an algebraic group over an algebraically closed field, and let V1, V2,
and V3 be subvarieties of G that satisfy the triple product property. Then

dimV1 + dimV2 + dimV3 ≤ dimG.

As a consequence, subvarieties of an algebraic groups over C cannot be used to meet the
packing bound or obtain a better Lie exponent than 3.

Proof. Let v′i be any element of Vi, and define φ : V1 × V2 × V3 → G by

φ(v1, v2, v3) = v1v
′−1
1 v2v

′−1
2 v3v

′−1
3 .

By the triple product property, the only solution of φ(v1, v2, v3) = 1 is (v′1, v
′
2, v

′
3), and so the

solution set is zero-dimensional since we are working over an algebraically closed field. However,
the fiber dimension theorem [Har92, Theorem 17.24] says the dimension of the solution set must
be at least dimV1 + dimV2 + dimV3 − dimG, which yields the desired inequality.
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The intuitive difference between R and C here is that a variety can have fewer points over R
than one might expect by counting degrees of freedom. For example, the equation x2

1+· · ·+x2
n = 0

defines an (n− 1)-dimensional variety, which has plenty of points over C, but over R it consists
of just a single point. Fields that are not algebraically closed may lead to an anomalously low
number of solutions, and we cannot conclude that a variety is zero-dimensional just because it
has only one real point. What Theorem 4.3.7 indicates is that to obtain strong examples, we must
either use constructions that are not defined by polynomial equations, or choose equations that
have fewer solutions over R than they do over C. (Note that there are many possibilities that are
not defined by polynomial equations. For example, constructions that use complex conjugation
generally do not define complex subvarieties.)

Theorem 4.3.7 does rule out one superficially attractive possibility, namely obtaining Lie
exponent 2 via subvarieties of algebraic groups over Fq and then transitioning to finite groups by
using finite subfields of Fq with sizes tending to infinity.

We now give several new constructions over R with parameters that improve upon the
previously known construction from [CU03]. Our constructions make use of the following
observation, which relaxes the triple product property for subgroups.
Lemma 4.3.8. Suppose that H1, H2, and H3 are Lie subgroups of a Lie group G and K is a
compact subgroup of G such that the equation h1h2h3 = 1 with hi ∈ Hi implies that h1, h2, h3 ∈
K. Then the Lie exponent of G is at most

r(G)

(dimH1 + dimH2 + dimH3 − 2 dimK)/3− (dimG− r(G))/2
.

We will refer to this situation as the K-triple product property. More generally, the same
holds for submanifolds Mi such that q1q2q3 = 1 with qi ∈ Q(Mi) implies q1, q2, q3 ∈ K, but we
will need it only for subgroups.

Proof. By the slice theorem [Aud04, Theorem I.2.1], there exist submanifolds H ′
i of Hi such that

dimH ′
i = dimHi − dimK and no two elements h, h′ ∈ H ′

i satisfy hh′−1 ∈ K unless h = h′.
Then the submanifolds H1, H ′

2, and H ′
3 of G satisfy the triple property property and yield the

asserted bound. (Note that the first submanifold is H1, not H ′
1.)

4.3.1 Asymptotic Lie exponent 3
As mentioned above and shown in [CU03, Theorem 6.1], the upper unitriangular, lower unitrian-
gular, and special orthogonal groups satisfy the triple product property in SL(n,R). Since these
subgroups have dimension n(n− 1)/2 inside a group of dimension n2 − 1, the groups SL(n,R)
meet the packing bound.

However, the rank of SL(n,R) is n − 1, and so this example does not yield any Lie expo-
nent bound (the denominator in Definition 4.3.1 would vanish). In this section we modify the
construction to get a bound on the Lie exponent approaching 3 for powers of SL(n,R).
Theorem 4.3.9. For m > 1 and n > 1, the Lie exponent of SL(n,R)m is at most

3m(n− 1)

m(n− 1)− n
.
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In the proof we will denote the i, j entry of a matrix M by Mi,j . To avoid ambiguity we
will use superscripts to index sequences of matrices, with parentheses around the superscripts to
distinguish them from exponents. Recall also that a unitriangular matrix is a triangular matrix
with diagonal entries equal to 1.

Proof. Let H1 = SO(n,R)m, let

H2 = {(A(1), . . . , A(m)) ∈ SL(n,R)m : each A(i) is upper unitriangular},

and let H3 equal{
(B(1), . . . , B(m)) ∈ SL(n,R)m : each B(i) is lower triangular and

m∏
i=1

B
(i)
j,j = 1 for all j

}
,

These subgroups have dimensions mn(n − 1)/2, mn(n − 1)/2, and m(n(n + 1)/2 − 1) − n,
respectively. We claim that they satisfy the K-triple product property in SL(n.R)m, where

K = {(C(1), . . . , C(m)) ∈ SL(n,R)m : each C(i) is diagonal with ±1 entries}.

Since dimSL(n,R)m = m(n2 − 1) and the rank of SL(n,R)m is m(n− 1), while dimK = 0,
the claimed bound on the Lie exponent will follow by Lemma 4.3.8.

Let M = (M (1), . . . ,M (m)) ∈ H1, A = (A(1), . . . , A(m)) ∈ H2, B = (B(1), . . . , B(m)) ∈ H3.
We will show that if MA = B, then for each i, the matrix M (i) is diagonal with ±1 diagonal
entries, in which case the same follows for A(i) and B(i). We will prove by induction on j that
M (i)ej = ±ej for all i, where e1, . . . , en are the standard basis vectors.

Let the jth column of A(i) be A
(i)
j . For any i, A(i)

1 = e1, and so M (i)e1 = B
(i)
1 . Since M (i) is

orthogonal, M (i)e1 and thus also B
(i)
1 must be unit vectors. In particular, |B(i)

1,1| ≤ 1 for all i. But
since

∏m
i=1 B

(i)
1,1 = 1 this forces B(i)

1,1 = ±1, which proves the claim for j = 1.
Now suppose M (i)ej = ±ej for all j < k and all i. For any i, A(i)

k = ek +
∑

j<k A
(i)
j,kej and

B
(i)
k = B

(i)
k,kek +

∑
j>k B

(i)
j,kej . From the induction hypothesis we deduce that

M (i)ek = M (i)
(
A

(i)
k −

∑
j<k

A
(i)
j,kej

)
= B

(i)
k,kek +

∑
j>k

B
(i)
j,kej −

∑
j<k

A
(i)
j,k(±ej).

Since M (i) is orthogonal, M (i)ek is a unit vector. Because
∏

i B
(i)
k,k = 1, it follows as above that

B
(i)
k,k = ±1 for all i. Hence M (i)ek = ±ek for all i, which proves the claim.

4.3.2 Conjugates of rotation groups
Theorem 4.3.10. There are three conjugates of O(n,R) inside of GL(n,R) satisfying K-triple
product property, where K is the subgroup of diagonal matrices with ±1 entries on the diagonal.
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This construction meets the packing bound. In particular, it evades the normalizer barrier
since the normalizer of O(n,R) in GL(n,R) is R× ·O(n,R). However, it does not prove a bound
for ω(GL(n,R)), because each of these subgroups has dimension n(n − 1)/2, which equals
(dimGL(n,R) − n)/2, and r(GL(n,R)) = n. Note that the center of GL(n,R) plays no role,
and we could just as well have stated the theorem for conjugates of SO(n,R) inside SL(n,R).
We use the slightly more general formulation since it is convenient to allow determinant −1 in the
proof by induction.

Proof. Let G = GL(n,R) and H = O(n,R). To specify the conjugates of H , we take D1 =
diag(x1, . . . , xn) with x1 > x2 > · · · > xn > 0 and D2 = diag(y1, . . . , yn) with 0 < y1 < y2 <
· · · < yn. Then we will show that H , H1 := D1HD−1

1 , and H2 := D2HD−1
2 satisfy the K-triple

product property in G, where K is the group of diagonal ±1 matrices.
In particular, we will show that for every h1 ∈ H1 and h2 ∈ H2, if h⊤

1 h1 = h⊤
2 h2, then

h1, h2 ∈ K. The conclusion then follows, since if hh1h
−1
2 = I with h ∈ H , then h1h

−1
2 ∈ H ,

meaning (h1h
−1
2 )⊤(h1h

−1
2 ) = I , and hence h⊤

1 h1 = h⊤
2 h2.

Suppose that h1 = D1M1D
−1
1 and h2 = D2M2D

−1
2 , where M1,M2 ∈ H , and consider

h⊤
1 h1 = (D−1

1 M⊤
1 D1)(D1M1D

−1
1 ).

If (a1, a2, . . . , an) is the first column of M1, then the first column of D1M1D
−1
1 is

(a1, x2x
−1
1 a2, . . . , xnx

−1
1 an)

as is the first row of D−1
1 M⊤

1 D1, so the upper-left entry of their product h⊤
1 h1 is

a21 + (x2/x1)
2a22 + (x3/x1)

2a23 + · · ·+ (xn/x1)
2a2n.

Now, since a21 + a22 + · · ·+ a2n = 1, we can substitute for a21 to obtain

1 + ((x2/x1)
2 − 1)a22 + ((x3/x1)

2 − 1)a23 + · · ·+ ((xn/x1)
2 − 1)a2n.

Because xi > x1 for all i > 1, this quantity is at most 1, with equality exactly when
a22 = a23 = · · · = a2n = 0. By an identical argument, if (b1, b2, . . . , bn) is the first column of M2,
then the upper-left entry of h⊤

2 h2 is

1 + ((y2/y1)
2 − 1)b22 + ((y3/y1)

2 − 1)b23 + · · ·+ ((yn/y1)
2 − 1)b2n,

which is at least 1, with equality exactly when b22 = b23 = · · · = b2n = 0. So if h⊤
1 h1 = h⊤

2 h2,
then in particular their upper-left entries are equal, and we conclude that a21 = b21 = 1, while
ai = bi = 0 for all i > 1.

Now h1 has the form 
±1 0 . . . 0
0
... h′

1

0

 ,
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Table 4.1: Parameters for the real, complex, and quaternionic versions of Theorem 4.3.10.

(skew) field R C H

dimG n2 2n2 4n2

r(G) n 2n 4n
dimH n(n− 1)/2 n2 n(2n+ 1)
dimK 0 n 3n
Meets packing bound as n → ∞ yes yes yes
Lie exponent upper bound ∞ 6 4

where h′
1 is an element of D′

1 O(n− 1,R)D′−1
1 with D′

1 = diag(x2, . . . , xn), and h2 has the form
±1 0 . . . 0
0
... h′

2

0

 ,

where h′
2 is an element of D′

2 O(n − 1,R)D′−1
2 with D′

2 = diag(y2, . . . yn). Finally, since
h1h

−1
2 h = 1 we find h also has the same block-diagonal form, and so h′

1(h
′
2)

−1 ∈ O(n− 1,R),
and then we are done by induction on n.

Remark 4.3.11. This theorem holds when we replace G with GL(n,C) (resp., GL(n,H)), H
with U(n,C) (resp., Sp(n)), and K with the group of diagonal matrices with unit complex
(resp., quaternionic) numbers on the diagonal. This follows from a similar argument, where one
replaces transpose with conjugate transpose and uses the positivity of the complex/quaternionic
norm. The corresponding dimensions are shown in Table 4.1.

4.4 Open problems
The most important challenge highlighted by this chapter is to find a construction proving that the
Lie exponent of a family of Lie groups approaches 2, or to prove that such a construction cannot
exist. Many questions can be asked along the way, including whether there is a Lie group with
Lie exponent less than 3, and whether the Lie exponent of SL(n,R) is even finite.

It follows from [Saw18] that a triple product property construction inside SL(2, q)m can’t give
ω = 2 for fixed q and growing m, and Theorem 4.2.2 shows that SL(n, q)m can’t give ω = 2 for
fixed m and growing q. The proofs of these two facts are quite different: one uses the polynomial
method, and the other is Fourier analytic. Is there a common generalization of these two facts that
would rule out obtaining ω = 2 with m and q both growing?

Together with the fact that abelian groups cannot yield exponent less than 3, Theorem 4.2.2
implies that the alternating groups are the only simple groups left that could yield ω = 2 via
a triple product property construction. The representation-theoretic argument fails in this case,
since An has an irreducible representation of dimension n− 1 but |An| = n!/2. Can an alternate
argument rule out these groups?
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4.5 Comparing barriers: quasirandomness vs. slice rank
In the previous sections we saw two barriers to the group–theoretic approach: the slice rank barrier
and the quasirandomness barrier. The slice-rank barrier shows that any tensor with low slice rank
cannot be used successfully in the asympotic sum inequality, and the quasirandomness barrier
rules out using quasirandom hypergraphs. In this section we explore interactions between these
two barriers.

A multiplicative 3-matching in a group G is a triple of sets {ai}, {bi}, {ci} ⊆ G such that
aibjck = 1 if and only if i = j = k. Here we record the fact that PSL(2, p) has no multiplicative
3-matching of size greater than O(p8/3), yet the slice rank of its group algebra’s multiplication
tensor is at least Ω(p3) over any field. This gives a negative answer to a conjecture of Petrov.

4.5.1 Introduction
A multiplicative 3-matching in a finite group G, hereon abbreviated to a 3-matching, is a triple of
subsets {ai}mi=1, {bi}mi=1, {ci}mi=1 of G such that aibjck = 1 ⇐⇒ i = j = k. Let M(G) denote
the largest size5 of a 3-matching in G. This quantity is of interest in additive combinatorics, as
finite groups provide a model setting for understanding 3-term arithmetic-progression-free sets in
the integers. It also has connections to algorithms for fast matrix multiplication [CKSU05].

The polynomial method of Croot, Lev, and Pach [CLP17] and Ellenberg and Gijswijt [EG17],
and its formulation in terms of slice rank due to Tao [Tao16], is a powerful tool for establishing
upper bounds on M(G). Remarkably, it gives an asymptotically tight bound on M(G) in the
case of Fn

p with p > 2 a fixed prime. Specifically, it shows that for a certain cp < p we have
M(Fn

p ) ≤ cnp , and it is also known that M(Fn
p ) ≥ c

(1−o(1))n
p [KSS16]. This raises the following

question, previously asked in [Pet16]: is the slice rank bound on M(G) always tight?
We now make these notions formal. We assume throughout that k is an algebraically closed

field6. Following [TS16, Lemma 1(iv)], the slice rank of a trilinear form T : U1 ×U2 ×U3 → k is

SR(T ) = max
Vi≤Ui:

T (V1,V2,V3)=0

Codim(V1) + Codim(V2) + Codim(V3).

This can be thought of as an analogue of the “codimension of the kernel” definition of matrix rank
for trilinear forms. To use slice rank to prove bounds on M(G), we consider the multiplication
tensor Tk[G] : (k

|G|)×3 → k of the group algebra k[G], defined as Tk[G] =
∑

g,h∈G xgyhzgh. The
key fact is that SR(Tk[G]) is at least M(G) for any k [Tao16, Lemma 1]; this is an analogue of
the fact that the rank of a matrix is at least the size of the largest identity-submatrix it contains.
Hence upper bounds on SR(Tk[G]) imply upper bounds on M(G). Motivated by this, we make
the following definition.
Definition 4.5.1. SR(G) = mink SR(Tk[G]).

Here the minimum is taken over all algebraically closed fields; crucially, the characteristic of
k can be arbitrary. In the case that G = Fn

p for example, SR(TC[Fn
p ]) = pn [BCC+17b, Corollary

5By size we mean the parameter m.
6This is without loss of generality for us, since slice rank can only decrease under field extensions and we will

prove a slice rank lower bound.
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b.17] but SR(TFp[Fn
p ]) ≤ cnp . This leads to the following conjecture, which is slightly weaker than

one appearing in [Pet16]:7

Conjecture 4.5.2. SR(G) ≤ M(G) · |G|o(1).
In this work we note that PSL(2, p) has no large 3-matchings but has high slice rank over

any field, so Conjecture 4.5.2 is false. Both of these facts are in large part due to the lower
bound of [LS74] on the dimensions of nontrivial irreducible representations of PSL(2, p). The
fact that PSL(2, p) has no large 3-matching follows almost immediately from Gowers’s result on
quasirandom groups [Gow08]. We now give a quick proof of this.
Proposition 4.5.3. M(PSL(2, p)) ≤ O(p8/3).

Proof. A triple of subsets A,B,C ⊆ G is called product-free if abc ̸= 1 for all a ∈ A, b ∈
B, c ∈ C. If A,B,C is a 3-matching of size m, then there is a product-free triple of sets in
G of size m′ := ⌊m/3⌋ consisting of {ai}m

′
i=1, {bi}2m

′

i=m′+1, {ci}3m
′

i=2m′+1. In [Gow08] it is shown
that PSL(2, p) does not contain product-free subsets larger than O(p8/3), so the proposition
follows.

In the next section we the following slice rank lower bound.
Theorem 4.5.4. SR(PSL(2, p)) ≥ Ω(p3).

4.5.2 Proof of Theorem 4.5.4
If A is a finite dimensional algebra over k, we let TA ∈ A∗ ⊗ A∗ ⊗ A denote its multiplication
tensor. If e1, . . . , en is a basis of A with dual basis e∗1, . . . , e

∗
n, this tensor is given in coordinates

by
∑

1≤i,j≤n e
∗
i ⊗ e∗j ⊗ (ei · ej). We can view this as a trilinear form, for instance by linearly

mapping e∗i ⊗ e∗j ⊗ ek to the monomial xiyjzk, and define its slice rank as in the introduction. We
write SR(A) for the slice rank of the multiplication tensor of A.

Now we recall some basic facts about slice rank, namely that it is nonincreasing under linear
transformations, and that the slice rank of an algebra is nonincreasing under quotients.
Lemma 4.5.5. [TS16, Lemma 3] Let T =

∑
cijkui ⊗ vj ⊗ wk ∈ U ⊗ V ⊗ W , and let A ∈

Hom(U,U ′), B ∈ Hom(V, V ′), C ∈ Hom(W,W ′). Then SR(
∑

cijkA(ui)⊗B(vj)⊗ C(wk)) ≤
SR(T ).
Lemma 4.5.6. If I is a two-sided ideal of A, then SR(A/I) ≤ SR(A).

Proof. Let φ : A → A/I be the quotient map. Let e1, . . . , en be a basis for A. Since φ is an onto
linear map, there exists S ⊆ [n] so that {φ(ei)}i∈S is a basis of A/I . Let P : A → A/I be given
by P (ei) = φ(ei) for i ∈ S, and P (ei) = 0 if i /∈ S. Similarly define P ′ : A∗ → (A/I)∗ by
P ′(e∗i ) = P (ei)

∗. Applying P ′ to the first two factors of TA and P to the third, we obtain TA/I .
By Lemma 4.5.5 this proves the claim.

For an algebra A, we denote by Irr(A) the set of non-isomorphic irreducible representations of
A over k. Recall that in the ordinary (i.e., characteristic 0) representation theory of finite groups,
representations are completely reducible, and in particular the group algebra k[G] is isomorphic

7The conjecture of [Pet16] asked if M(G) is roughly the sum of codimensions of subspaces multiplying to 0 in
k[G], whereas Conjecture 4.5.2 is equivalent to asking if M(G) is roughly the sum of codimensions of subspaces
whose product merely vanishes on the coefficient of 1 in k[G].
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to a direct sum of matrix algebras. While this is false when the characteristic of the field divides
the order of the group, we still have the following.
Definition 4.5.7. The radical of A, denoted J(A), is the two-sided ideal of all elements of A which
act by 0 on all irreducible representations of A.
Lemma 4.5.8. [EGH+11, Theorem 2.12] Let A be a finite-dimensional algebra. Then

A/J(A) ∼=
⊕

V ∈Irr(A)

End(V ).

We will use the following fact, which says that the slice rank of direct sums of matrix
multiplication tensors is maximal.
Lemma 4.5.9. [BCC+17b, Proposition B.6] For any field k, SR(

⊕m
i=1 End(k

di)) =
∑m

i=1 d
2
i .

The proof of Theorem 4.5.4 will go as follows. By Lemma 4.5.8, k[G]/J(k[G]) is a direct
sum of matrix algebras, one for each irreducible representation of k[G]. So by Lemma 4.5.9,
k[G]/J(k[G]) has full slice rank, and by Lemma 4.5.6 this is a lower bound on the slice rank
of k[G]. So if we can show that there are many sufficiently large irreps of G, we conclude that
SR(k[G]) is large. To give an example of when this fails dramatically, when G is any p-group, the
only irrep of G when k has characteristic p is the trivial one [S+77, Corollary of Proposition 26],
so this argument only says that SR(k[G]) ≥ 1.

Proof of Theorem 4.5.4. Let G = PSL(2, p) and let k be a field of characteristic ℓ. First, if ℓ = 0
or ℓ is coprime to |G| = (p− 1)p(p+ 1)/2, then k[G] is semisimple and so by Lemma 4.5.9 the
slice rank of k[G] equals |G| = Ω(p3). Next, if ℓ = p, then the irreps of SL(2, p) are given by the
action of G on homogeneous polynomials in two variables of degree up to p− 1 with coefficients
in k [Alp93, p. 15]; since the center of SL(2, p) acts trivially on even degree polynomials, these
are also irreps of PSL(2, p) (in fact, all of them). By Lemma 4.5.8 the dimension of k[G]/J(k[G])

is then
∑(p−1)/2

i=0 (2i+ 1)2 ≥ Ω(p3), so the claim holds.
So suppose ℓ ̸= p divides |G| = (p− 1)p(p+ 1)/2. By [Alp93, I.3 Theorem 2], the number

of irreducible representations of G equals the number of conjugacy classes having order coprime
to ℓ. Next we show that there are Ω(p) such conjugacy classes of G. This follows from the more
general bound of [HM22, Theorem 6.1]; here we sketch a proof for the special case of PSL(2, p).
See [FH13, p. 71] for a reference on conjugacy classes of SL(2, p), which we adapt to PSL(2, p).
Most elements in G are either conjugate to an element of the split torus, a cyclic subgroup of
order (p − 1)/2, or the non-split torus, a cyclic subgroup of order (p + 1)/2. The number of
non-conjugate elements in the split torus is at least (p− 3)/4, and the number of non-conjugate
elements in the non-split torus is at least (p− 5)/4 (with the exact values depending on p mod 4).
Because the orders of these tori are coprime, all conjugacy classes of elements in at least one of
the subgroups have order coprime to ℓ. So there are at least (p− 5)/4 such conjugacy classes.

Finally, since the minimum dimension of a nontrivial irrep of G is at least (p − 1)/2 in
characteristic ℓ ̸= p [LS74], we conclude by Lemma 4.5.8 that dim k[G]/J(k[G]) ≥ Ω(p3), and
thus by Lemma 4.5.9 SR(k[G]) ≥ Ω(p3).

One might wonder if all sufficiently quasirandom groups (groups with no small nontrivial
irreps over C) have high slice rank. Here is a conjecture towards this question.
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Conjecture 4.5.10. For a fixed ε > 0, let G be a group of order n that is nε-quasirandom. Then
for all fields k, we have the uniform bound of dim k[G]/J(k[G]) ≥ Ω(n).
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Chapter 5

Towards Further Barriers To ω = 2

In Chapter 3, we saw that the best upper bounds on ω obtained since 1987 (with possible exception
to [WXXZ23]) can be understood as solutions to the following hypergraph packing problem.
Let Mn be the matrix multiplication hypergraph, the tripartite 3-uniform hypergraph with parts
{(i, j) : i, j ∈ [n]}, and where {(i, j), (k, l), (m,n)} ∈ E(X) ⇐⇒ j = k, l = m,n = i. Given
an abelian group G, let XG be the tripartite 3-uniform hypergraph with vertex sets X1⊔X2⊔X3 =
G, and where (x1, x2, x3) ∈ X1 × X2 × X3 is a hyperedge exactly when x1 + x2 + x3 = 0.
Suppose that XG contains k disjoint copies of Mn,n,n as an induced subhypergraph. Then by the
asymptotic sum inequality (Theorem 3.1.5),

ω < logn(|G|/k).

So in order to prove good upper bounds on ω, we aim to find many large disjoint induced matrix
multiplication hypergraphs inside XG. Equivalently, we are searching for simultaneous triple
product property constructions inside of G.

In the current fastest algorithms, G is taken to be a group of bounded exponent, specifically,
Zn

7 . At the same time, in the last section we saw how ideas related to the cap-set problem show
that groups of bounded exponent cannot yield ω = 2 within this approach. In this section we
explore the viability of general abelian groups within this framework. It turns out that this reduces
to understanding the case of Zn. In this case, the induced matching barrier says nothing, since
XZn contains an induced matching of size |G|1−o(1), which follows from the existence of large
3AP-free subsets of Zn. In the absence of this, there is no known barrier to obtaining ω = 2 using
cyclic groups within this framework. A conjecture of [CKSU05] would imply that this is the case.

In this section we explore problems in combinatorial geometry and additive combinatorics
that could potentially rule out using any abelian group in the approach of [CKSU05]. Before
we introduce one such problem, recall the corners problem of determining the largest subset of
∆n := {(x, y, z) ∈ [n]3 : x+ y + z = n} containing no three points of the form

(x, y, z + δ), (x, y + δ, z), (x+ δ, y, z)

where δ ̸= 0. Using a density–increment argument, Ajtai and Szemerédi [AS74] showed an
upper bound on this quantity of o(n2) and a roughly matching lower bound of n2−o(1). More
quantitatively, Shkredov showed the upper bound of n2/(log log n)c where c ≈ 0.0137, and Green
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Figure 5.1: The orange points form a skew-corner free subset of ∆45 of size 90.

showed the lower bound of n2/e(c
′+o(1))

√
logn with c′ ≈ 1.822. One problem we investigate is the

following strengthening of the condition of the corners problem, for which we know comparatively
very little.
Question 5.0.1. What is the size of the largest S ⊆ ∆n which, for any permutation of the
coordinates, does not contain three points of the form

(x, y, z + δ), (x, y + δ, z), (x+ δ, y′, z′)

with δ ̸= 0?
In words, S should have the property that for any three points in S forming an equilateral

triangle with sides parallel to one of the three “sides” of ∆n, if any two points belong to this
triangle, then S cannot contain any points on the line parallel to these two points and passing
through the third must. See Question 5.0.1 for a nontrivial example of such a set.

It follows immediately from the upper bound of the corners problem that this quantity is at
most o(n2). On the other hand, the best lower bound we know is Ω(n), which is trivially obtained
by taking all points with one coordinate fixed.

We show that if the answer to this question is O(n), then one cannot obtain ω = 2 via the
aformentioned approach to ω. This would rule out the “two families conjecture” of [CKSU05,
Conjecture 4.7]. More precisely, we show that if the answer to this question is o(n · f(n)) where
eΩ(log∗ n) ≤ f(n) ≤ eO(

√
logn) is a yet-to-be-determined function arising from the quantitative

bound in the triangle removal lemma [Zha23, Remark 2.3.4], one cannot obtain ω = 2 via this
approach.

More broadly, we show that constructions within the group–theoretic approach of [CU03,
CKSU05] imply nontrivial solutions to (possibly nonabelian analogues of) Question 5.0.1. In
fact, they yield solutions to significantly more restricted problems; Question 5.0.1 is one of the
weakest problems we identify that could resolve the conjecture of [CKSU05] but which we have
not been able to rule out. These problems seem intermediate to understanding the best bound on
ω provable within the group–theoretic approach.
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5.1 Triangle removal and the group-theoretic approach

In [SV+09] an alternative proof of Green’s arithmetic removal lemma [Gre05] was given using
the directed graph removal lemma of Alon and Shapira [AS03]. Because their proof technique
was combinatorial, it had the benefit of generalizing to nonabelian groups. Specifically, they gave
a simple proof of the following:
Theorem 5.1.1. Let G be a finite group of order N . Let A1, . . . , Am,m ≥ 2, be sets of elements of
G and let g be an arbitrary element of G. If the equation x1x2 · · ·xm = g has o(Nm−1) solutions
with xi ∈ Ai, then there are subsets A′

i ⊆ Ai with |Ai \ A′
i| = o(N) such that there is no solution

of the equation x1x2 · · · xm = g with xi ∈ A′.
The best quantiative bounds in this theorem come from the best bounds for the directed cycle

removal lemma. The best bounds for this problem, due to Fox [Fox11], in turn imply that if
there are at most δNm−1 solutions to x1 · · · xm = g, one can remove subsets of Ai of size εN and
eliminate all solutions, so long as ε ≤ 1/eΩ(log∗(1/δ)), where log∗ is the iterated logarithm. We
will be interested in the case when G is abelian and m = 3, in which the dependence between ε
and δ implicit in Theorem 5.1.1 can be bounded by the bounds of the undirected triangle removal
lemma. It is known that we cannot have ε < e−C

√
log δ−1 for some large C [Zha23, Remark 2.3.4].

In the case when G = Fn
p , Fox and Lovasz [FL17] showed, using ideas from the resolution of the

cap–set problem, that one only needs ε < δOp(1).
Theorem 5.1.1 implies the following.

Corollary 5.1.2. If Xi, Yi, Zi satisfy the STPP in a group G of order n, then at least one of∑
|Xi||Yi|,

∑
|Xi||Zi|,

∑
|Yi||Zi| is at most o(n).

Proof. Let A1 = ⊔iXiY
−1
i , A2 = ⊔iYiZ

−1
i , A3 = ⊔iZiX

−1
i . By definition of the STPP, the

equation x1x2x3 = I with xi ∈ Ai has
∑

i |Xi||Yi||Zi| solutions. By the packing bound,∑
i |Xi||Yi|,

∑
i |Yi||Zi|,

∑
i |Zi||Xi| ≤ n, so by Hölder’s inequality there are at most n3/2 =

o(n2) solutions to a1a2a3 = I .
Now suppose that Bj ⊆ Aj satisfy |Bj|/|Aj| > 0.9999; we will show that there is a solution to

b1b2b3 = I . For more than a 0.99 fraction of the values of i we must have |B1∩XiY
−1
i |/|XiY

−1
i | >

0.99 (because 0.99 ·1+0.01 ·0.99 = 0.9999) and similarly for the other sets. Hence by the pigeon-
hole principle there is some i for which |B1 ∩XiY

−1
i |/|XiY

−1
i | > 0.99, |B2 ∩ YiZ

−1
i |/|YiZ

−1
i | >

0.99, |B3 ∩ ZiX
−1
i |/|YiZ

−1
i | > 0.99.

Now consider the tripartite graph with parts Xi, Yi, Zi, where (x, y) is an edge between Xi and
Yi if xy−1 ∈ B1∩XiY

−1
i , (y, z) is an edge between YI , Zi when yz−1 ∈ B2∩YiZ

−1
i , and (z, x) is

an edge when zx−1 ∈ B3 ∩ ZiX
−1
i . Note that the existence of a triangle in this graph implies that

there is a solution to b1b2b3 = I . First, note that at least 0.9|Xi| vertices in Xi have at least 0.9|Yi|
neighbors in Yi. If this were not the case, there would be at most 0.9|Xi||Yi|+0.1 ·0.9 · |Xi||Yi| ≤
0.99|Xi||Yi| edges between Xi and Yi, and hence |B1 ∩XiY

−1
i |/|XiY

−1
i | ≤ 0.99, a contradiction.

Similarly, at least 0.9|Xi| vertices in Xi have at least 0.9|Zi| neighbors in Zi. Hence at least
0.8|Xi| vertices in Xi have 0.9|Yi| neighbors in Yi and 0.9|Zi| neighbors in Zi. Pick any such
vertex x0 ∈ Xi. There must be an edge between a neighbor of x0 in Yi and a neighbor of x0 in Zi,
since if not, there would be at most |Yi||Zi| − 0.92|Yi||Zi| = 0.19|Yi||Zi| edges between Yi and
Zi. Thus we have found our triangle.
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By Theorem 5.1.1, we can delete subsets of Ai of size o(n) to eliminate all solutions to
x1x2x3 = I . On the other hand, any three subsets of the Ai’s of density 0.9999 contains some
such solution. Hence we must have |Ai| = o(n) for some i.

Remark 5.1.3. For G = Zn
q with q a prime power we can use the bounds of [FL17] and

improve the bound of o(qn) to qn(1−Θ(1/ log q)) ≤ (q/C)n for an absolute constant C > 1. While
the bound of [FL17] is only stated for Zn

p , it extends to Zn
q by the same argument by using

[BCC+17a, Theorem A’].
One can interpret this as saying that the best upper bound on the rank of a direct sum of matrix

multiplication tensors provable via the group–theoretic approach is superlinear. We remark the
only important property of the matrix multiplication hypergraph for this result was that it satisfies
a very weak “regularity” condition. Specifically, considerations similar to those of Corollary 5.1.2
easily show the following:
Theorem 5.1.4. Fix ε > 0. Let G be a group of order n. Let X = ⊔3

i=1Ai be a tripartite
hypergraph with o(n2) triangles such that for any Yi ⊆ Ai with |Yi|/n ≥ 1 − ε, there exists a
yi ∈ Yi such that (y1, y2, y3) ∈ E(X). Then if X is an induced subhypergraph of XG, |Ai| ≤ o(n)
for i = 1, 2, 3.

5.2 An extremal hypergraph problem and matrix multiplica-
tion

We begin with the observation that the matrix multiplication hypergraph is an extremal solution to
a certain forbidden hypergraph problem.
Proposition 5.2.1. Let X be a linear tripartite hypergraph with parts of size N such that any two
vertices from different parts are incident to at most one common vertex in the third part. Then
the number of triangles in X is at most N3/2. Furthermore, an extremal example is the matrix
multiplication hypergraph MN1/2 .

The hypergraphs satisfying the condition of Proposition 5.2.1 can be alternatively characterized
as the linear hypergraphs that do not contain (not necessarily induced) copies of the hypergraphs
in Figure 5.2.1

Proof. We restrict our attention to one of the parts X1 of X and let dv be the number of triangles
that vertex v in X1 is contained in. Each v ∈ X1 is contained in dv triangles, where the vertices of
these triangles belonging to X2 and X3 are distinct (as X is linear). Additionally, no pair of such
vertices in X2 and X3 can be contained in a triangle incident to another vertex u ∈ X1, so there
are 2

(
dv
2

)
pairs of vertices in X2 and X3 that are contained in no common triangle. Let (x2, x3) be

some such pair of vertices. Observe that furthermore, for all u ̸= v ∈ X1, the set of vertices in
X2 and X3 incident to the set of triangles containing u cannot also contain both x2 and x3. For if
this happened, there would be triangles (v, x2, x

′
3), (v, x

′
2, x3), (u, x2, x

′′
3), (u, x

′′
2, x3), and then x2

and x3 violate the constraint. The total number of triangles equals m :=
∑

v∈X1
dv, and by the

1Here colors represent the parts, so there are really 6 forbidden subhypergraphs for different permutations of the
colors.
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Figure 5.2: The two forbidden hypergraphs in Proposition 5.2.1, up to permutations of the 3 parts.

prior observations it follows that
∑

2
(
dv
2

)
+m ≤ N2. So

∑
dv(dv − 1) +m =

∑
d2v ≤ N2. The

conclusion follows from Cauchy–Schwarz.
To see that MN1/2 is extremal, first note that it contains N3/2 triangles, has parts of size N ,

and is linear. To see that it satisfies the second condition, let (i, j) be a vertex in the first part, and
(k, l) in the second part. Then (i, j) is contained in a common triangle with exactly the vertices in
the third part of the form (∗, i), and (k, l) is incident to exactly the vertices in the third part of the
form (l, ∗). Hence (l, i) is the unique neighbor of both. The same argument shows the claim for
vertices in any two parts.

Remark 5.2.2. The matrix multiplication hypergraph is not the unique extremal example for this
problem. For instance, another example when N = 4 (viewed as a Latin square) is

1 2
3 4

1 2
4 3


which is easily seen to be non-isomorphic to the 2 by 2 matrix multiplication hypergraph,

1 2
3 4

1 2
3 4

 .

5.3 Equilateral trapezoid-free subsets of groups

By asking what is the densest subgraph of XG satisfying the conditions of Proposition 5.2.1, we
are led to the following problem.
Definition 5.3.1. Let A,B,C ⊆ G. We call (A,B,C) equilateral trapezoid-free if for any fixed
a′, b′, c′, the following systems of equations in the variables a ∈ A, b ∈ B, c ∈ C each have at
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most one solution:

0 = a′bc = ab′c

0 = a′bc = abc′

0 = ab′c = abc′.

Let val(G) be the maximum number of solutions to abc = I over all trapezoid-free triples
(A,B,C).

The relevance of val(G) to ω is due to the following.
Proposition 5.3.2. Suppose that XG ≥

⊕
i Mni,mi,pi . Then, val(G) ≥

∑
nimipi.

Proof. If Si, Ti, Ui satisfy the STPP, then XG contains disjoint induced subgraphs M|Si|,|Ti|,|Ui|.
By translating the conditions of Proposition 5.2.1 to groups, these satisfy the constraints of
Problem 5.4.6 and contain |Si||Ti||Ui| triangles each.

To start, we have the following trivial bounds.
Proposition 5.3.3. For any group G, |G| ≤ val(G) ≤ |G|3/2.

Proof. The lower bound is obtained by taking A = {1}, B = G,C = G. The upper bound
follows from Proposition 5.2.1.

The following super multiplicative behavior of val is easily checked.
Proposition 5.3.4. If (A,B,C) is trapezoid-free triple in G, and (A′, B′, C ′) is a trapezoid-free
triple in H , then (A× A′, B ×B′, C × C ′) is a trapezoid-free triple in G×H .

It is also easily seen that being trapezoid-free is preserved by cyclic permutations of the three
sets.
Proposition 5.3.5. If (A,B,C) is trapezoid-free, then so is (B,C,A), and it achieves the same
value.

By an application of Theorem 5.1.4 combined with the observation that near-extremal solutions
to Proposition 5.2.1 are highly “regular”, we have the following weak improvement to the trivial
upper bound of |G|3/2.
Proposition 5.3.6. For any group G, val(G) ≤ |G|3/2−o(1).

Proof. Suppose for contradiction that there exists ε0 > 0 such that val(G) > ε0|G|3/2, and
let A0, B0, C0 ⊆ G witness val(G) = ε0|G|3/2. It is convenient to first consider the triple
(A,B,C) := (A0 ×B0 × C0, B0 × C0 × A0, C0 × A0 ×B0), which is equilateral-trapezoid free
inside of H := G3 by Proposition 5.3.4 and Proposition 5.3.5, and witnesses val(H) ≥ ε|H|3/2
where ε := ε30. Let |H| = N . Let X be the tripartite hypergraph with parts A,B,C and where
there is a triangle between all triples (a, b, c) where abc = I . Let n := |A| = |B| = |C|. By
Proposition 5.2.1 we must have n ≥ ε2/3N . Note that the number of triangles in X equals
εN3/2 ≥ εn3/2. In what follows, we define the degree of a vertex in X to be the number of
triangles containing it.

Let Y be the random variable that is uniformly distributed over the multiset of vertex degrees
from one part of X , say A. Then E[Y ] ≥ εn1/2 and E[Y 2] ≤ n (this second inequality follows
from Cauchy–Schwarz as in the proof of Proposition 5.2.1). By the Payley-Zygmund inequality,
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for any θ > 0, P(Y > θ · εn1/2) ≥ (1 − θ2)ε2. Taking θ = 1/2, we conclude that at least
p · n := 3nε2/4 vertices in A have degree at least εn1/2/2. This holds for B and C as well.

Now let S, T, and U be any subsets of A,B,C of size at least n(1− p/λ); we’ll pick λ ∈ N
later. Then the number of triangles incident to any one of these sets, say S, is at least

np(1− λ−1) · εn1/2/2 = (3/8)n3/2ε3(1− λ−1),

and the number of triangles incident to [n] \ T or [n] \ U , sets of size at most np/λ, is at most

(n2 · np/λ)1/2 = (31/2/2)n3/2ελ−1/2

by Cauchy–Schwarz. It follows that the number of triangles with one vertex in each of S, T, U is
at least

(3/8)n3/2ε3(1− λ−1)− 2 · (31/2/2)n3/2ελ−1/2

which is greater than 1 for λ ≫ ε−4. In summary, between any three subsets of A,B,C size
roughly n(1− ε6), there is a triangle.

Recall that n ≥ ε2/3N . Since X has at most N3/2 ≤ o(N2) triangles, by Theorem 5.1.4 we
can remove o(N) = o(n) vertices to remove all triangles. But by what we have just shown, after
deleting this few vertices some triangle will remain, a contradiction.

If we use the strongest-known quantitative bound for Theorem 5.1.1 in Proposition 5.3.6, we
find that val(G) ≤ |G|3/2/ log∗ |G|. Using the polynomial bound for the removal lemma in vector
spaces [FL17], this can be improved to val(Zn

q ) ≤ q3/2(1−1/ log q)n.
The following theorems show the importance of understanding val(Zm).

Theorem 5.3.7. Suppose that one can achieve ω = 2 via STPP constructions in the family of
groups Zn

q where q is a prime power. Then there exists a constant c > 0 such that val(Zm) ≥
Ω(m1+c).

Proof. By Corollary 5.1.2 and remark 5.1.3, any STPP construction satisfies
∑

|Xi||Yi| ≤
(q/C)n (without loss of generality) where C is an absolute constant. By Hölder’s inequality,∑

(|Xi||Yi||Zi|)2/3 ≤ q2n/3(q/C)n/3 = (q/C1/3)n. If we can obtain ω < 3− δ then

qn <
∑

(|Xi||Yi||Zi|)2/3·δ+(1−δ) =
∑

(|Xi||Yi||Zi|)2/3·δ(|Xi||Yi||Zi|)1−δ

≤ (
∑

(|Xi||Yi||Zi|)2/3)δ(
∑

|Xi||Yi||Zi|)1−δ

≤ (q/C1/3)δnval(G)1−δ

so val(G) > qn(Cδ/3(1−δ))n. By choosing δ sufficiently close to 1, val(G) > qn4n. By taking
k-fold products of the sets defining the STPP constructions, we find that val(Zkn

q ) > (4q)kn for
all k. Let N = kn.

Next consider the embedding φ : ZN
q → Z(3q)N defined by φ(x1, . . . , xN) = x1 + x23q +

· · ·+ xn(3q)
N−1. Note that

a1 + a2 + a3 ̸= a4 + a5 + a6 =⇒ φ(a1) + φ(a2) + φ(a3) ̸= φ(a4) + φ(a5) + φ(a6).

Hence the image of an STPP under φ is an STPP inside of Z(3q)N , so val(Z(3q)N ) > (4q)N .
Because this holds for some fixed q and all N = kn, the theorem follows.
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Although we expect that Theorem 5.3.7 should hold for arbitrary abelian groups, we do not
know how to remove the constraint that the modulus is a prime power. This is due to the fact that
the slice rank argument yields better bounds on the size of matchings for prime power modului
than for general moduli (compare Theorem A and A’ in [BCC+17a]). These weaker bounds for
non-prime power moduli are not known to be tight as far as we are aware.

Next we show that sufficiently strong simultaneous double product property constructions
[CKSU05], which are known to achieve ω < 2.48, imply strong lower bounds on val(Zm).
Definition 5.3.8. We say that sets (Ai, Bi)

n
i=1 satisfy the simultaneous double product property

(or SDPP for short) if
1. For all i, aa′−1 = bb′−1 only has the solution a = a′, b = b′ for a, a′ ∈ Ai, b, b

′ ∈ Bi,
2. ai(a

′
j)

−1bj(b
′
k)

−1 = 1 implies i = k, where ai ∈ Ai, a
′
j ∈ Aj, bj ∈ Bj, b

′
k ∈ Bk.

In [CKSU05] it was conjectured that one can achieve ω = 2 using SDPP constructions in
abelian groups. This amounts to the following:
Conjecture 5.3.9. [CKSU05, Conjecture 4.7] For arbitrarily large n, there exists an abelian
group G of order n2−o(1) and n pairs of sets Ai, Bi where |Ai||Bi| > n2−o(1) satisfying the SDPP.

We thank Chris Umans for informing us of the fact that if Conjecture 5.3.9 is true, then it is
true in cyclic groups. The following theorem was motivated by this fact.
Theorem 5.3.10. If Conjecture 5.3.9 is true, then for any ε > 0, val(Zm) ≥ O(m4/3−ε).

Proof. We begin by recalling how to turn an SDPP construction into an STPP construction
[CKSU05, Section 6.2]. Let ∆n = {(a, b, c) ∈ Z3

≥0 : a + b + c = n − 1}, and let S ⊆ ∆n be
corner-free of size n2−o(1). For all v = (v1, v2, v3) ∈ S, define the following subsets of G3:

Av = Av1 × {1} ×Bv3

Bv = Bb1 × Av2 × {1}
Cv = {1} ×Bv2 × Av3

It can be verified that the sets (Av, Bv, Cv)v∈S satisfy the STPP. Hence Conjecture 5.3.9 yields an
STPP with n2−o(1) triples of sets of size n2−o(1), inside a group of size n6−o(1).

Now consider the map from G3∼=Zm1 × · · · × Zmk
to G′ := Z∏

i 3mi
where m1 ≤ · · · ≤ mk

sending (x1, . . . , xk) to x1 + (3m1)x2 + (3m1)(3m2)x3 + · · · . First, the image of an STPP
construction under this map is still an STPP. This shows that val(G′) > n2−o(1) · n3(2−o(1)) =
n8−o(1). Second, for all fixed c > 0 and ℓ ∈ N, G3 cannot contain a subgroup of size |G3|c
generated by elements of order at most ℓ, by the slice–rank barrier [BCC+17a, Proposition 4.2].
Hence the number of mi’s which are at most ℓ is at most log2(|G3|c). The number of mi’s which
are greater than ℓ is trivially less than logℓ |G3|. So,

|G′| =
∏
mi≤ℓ

3mi

∏
mi>ℓ

3mi ≤ 3log2(|G
3|c)+logℓ |G3| · |G3|.

By taking c → 0 and ℓ → ∞, we find that |G′| ≤ n6+o(1), and the claimed bound follows.

Note that here there is no restriction on the abelian groups in consideration, unlike there was
in the previous theorem.
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5.4 The value of Zn

In light of Theorems 5.3.7 and 5.3.10, we now turn our attention to the problem of determining
val(Zn). Our weakest conjecture in this direction is the following.
Conjecture 5.4.1. For all ε > 0, val(Zn) ≤ O(n1+ε).

While the quantity val(Zn) may seem opaque from Definition 5.3.1, it can easily be visualized.
This is done by considering the natural notion of a trapezoid-free subset of the plane:
Definition 5.4.2. Let A,B,C ⊆ [n]. We call (A,B,C) trapezoid free if for any fixed a′, b′, c′,
the following systems of equations in the variables a ∈ A, b ∈ B, c ∈ C each have at most one
solution:

n = a′ + b+ c = a+ b′ + c

n = a′ + b+ c = a+ b+ c′

n = a+ b′ + c = a+ b+ c′.

Let val(n) be the maximum number of solutions to a+ b+ c = n over all trapezoid-free triples
(A,B,C).

The following shows that it suffices to study val(n).
Proposition 5.4.3. 3 · val(3n) ≥ val(Zn) ≥ val(n/3).

Proof. Suppose that val(n) is witnessed by sets A,B,C. For N > n, A + (N − n), B, C then
witness val(N) ≥ val(n). If we take N = 3n, we have that A+ 2n ⊆ [N ] and B,C ⊆ [N/3], so
a + b + c ≤ 5N/3 < 2N . Since a + 2n + b + c = 0 mod N ⇐⇒ a + 2n + b + c = N , this
implies that the sets A+ 2n,B,C mod N are trapezoid-free.

In the other direction, suppose val(Zn) is witnessed by A,B,C mod n. There are at least
val(Zn)/3 solutions to one of a + b + c = n, a + b + c = 2n, a + b + c = 3n; let N be the
right-hand side of the most frequently satisfied equation. Every solution to a + b + c = N is a
solution to a+ b+ c = 0 mod n, and so A,B,C ⊆ [N ] must be trapezoid-free.

We may visualize trapezoid-free sets as follows. Draw ∆n in the plane as a triangular grid of
points. Sets A,B,C correspond to collections of lines parallel to the sides of ∆n, and a solution
a+ b+ c = n corresponds to a points in ∆n contained in one line in each of these three directions.
Let S ⊆ ∆n be the collection of points contained in three lines. A violation of a constraint of
Definition 5.4.2 corresponds to either a subset of 3 points in S forming an equilateral triangle
with sides parallel to the sides of ∆n, or a subset of 4 points with sides parallel to the sides of ∆n

forming an equilateral trapezoid. Equivalently, we are deleting lines parallel to the sides of ∆n to
eliminate all of these configurations, while leaving as many points as possible. This explains the
name “trapezoid-free”. See Figure 5.3.

A moment’s reflection shows that the proof of the n3/2 upper bound of Proposition 5.3.3
actually held for a (possibly) much weaker version of Definition 3.2.1 where one only requires
that the expected number of solutions of one of the three systems of two equations was at most 1.
We begin by noting that this upper bound is essentially best-possible for this weakened problem in
Zn. In other words, one cannot hope to prove the above conjecture via an “asymmetric” averaging
argument.
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Figure 5.3: Left: some forbidden trapezoids and triangles in ∆n. Right: a trapezoid-free subset of
∆n of size n is obtained by deleting all lines but one along one direction.

Proposition 5.4.4. There exist A,B,C ⊆ Zn such that

E
a′∈A,b′∈B

[#{(a, b, c) : 0 = a′ + b+ c = a+ b′ + c}] ≤ 1

and there are n3/2−o(1) solutions to the equation a+ b+ c = 0 with a ∈ A, b ∈ B, c ∈ C.

Proof. It is convenient to work in Z. Let r(A,B, c) denote the number of representations of −c as
a+b. First note that the proposition is equivalent to the statement that

∑
c∈C r(A,B, c)2 ≤ |A||B|

and
∑

c∈C r(A,B, c) = n3/2−o(1).
Let S ⊆ [n] be 3AP-free and of size n1−o(1). Consider the sets:

A = B = [3n2, 4n2] ∪
⋃
x∈S

[xn, xn+ n/2]

C = {2xn+ y : x ∈ S, y ∈ [n]}
By definition, for any x ∈ S and y ∈ [n], 2xn+ y = c ∈ C . If we have any representation

c = a + b, then a, b < 3n2. So we have a = x1n + y1, b = x2n + y1 with x1, x2 ∈ S and
1 ≤ y1, y2 ≤ n. So (x1 + x2)n + (y1 + y2) = 2xn + y, and then we are forced to have
x1 + x2 = 2x and y1 + y2 = y. But because S is 3AP-free, we must have x1 = x2 = x. Hence
r(A,B, c) is exactly the number of solutions to y = y1 + y2 with y1, y2 ∈ [n], which is Ω(n) for
Ω(n) choices of y ∈ [n]. Hence

∑
c∈C r(A,B, c) = Θ(|S|n2) = n3−o(1) ≈ (4n2)3/2. Also, we

have that
∑

c∈C r(A,B, c)2 = n4−o(1) < |A||B| = Θ(n4).

Can one find a construction achieving n3/2−o(1) for the averaging version of Definition 5.3.1
that involves all three systems of equations? That is:
Question 5.4.5. What is the maximum over all A,B,C ⊆ Zn satisfying

E
a′∈A,b′∈B

[#{(a, b, c) : 0 = a′ + b+ c = a+ b′ + c}] ≤ 1,

E
a′∈A,c′∈C

[#{(a, b, c) : 0 = a′ + b+ c = a+ b+ c′}] ≤ 1,

E
b′∈B,c′∈C

[#{(a, b, c) : 0 = a+ b′ + c = a+ b+ c′}] ≤ 1,

of the number of solutions to a+ b+ c = 0?
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A relaxation of a trapezoid-free triple of [n] that still seems very stringent is that of a triforce-
free triple, defined as follows.
Problem 5.4.6. Let A,B,C ⊆ [n]. We say that (A,B,C) is triforce-free if there is no solution to

a+ b+ c′ = a+ b′ + c = a′ + b+ c = n

with a ̸= a′, b ̸= b′, c ̸= c′. We write trival(n) for the maximum over all such A,B,C of the
number of solutions to a+ b+ c = n.

This condition just says that {(a, b, c) ⊆ A×B×C : a+b+c = n}∩∆n is corner-free. Every
trapezoid-free triple of sets is therefore triforce-free, so trival(n) ≥ val(n). Note that (A,B,C)
is triforce-free if the subhypergraph of the hypergraph with parts [n] and triangles between any
triples summing to 0 induced by A,B,C does not contain the triforce hypergraph (the second
hypergraph in Figure 5.2).

We expect that being triforce-free is much stronger than being corner-free, however. Here is a
weaker notion than triforce-free. We thank Ryan O’Donnell for suggesting this definition.
Definition 5.4.7. We call S ⊆ ∆n skew-corner free if for (x, y, z), (x, y′, z′) ∈ S, it holds that
(x+y−y′, y′′, z′′) /∈ S for all y′′, z′′, and this remains true after any permutation of the coordinates
of S.

Pictorially, this says that for any two points lying on an axis-aligned line, the parallel line
passing through the third point that would form a corner with these two points must contain no
points. Since S is corner-free, we automatically have that |S| ≤ n2/(log log n)c by [Shk06]. Yet
we conjecture that |S| ≤ n2+ε for all ε > 0. Note that to rule out Conjecture 5.3.9, we would only
need to show that |S| ≤ n4/3−0.01.

The best lower bound that we know is Ω(n); n is obtained trivially by taking one line on the
side of ∆n, and it is not hard to improve this to 3n/2. We have found examples exceeding these
bounds with computer search (see ??).

If we weaken Definition 5.4.7 by dropping the requirement that the condition holds for all
permutations of coordinates, we are led to the following problem.
Question 5.4.8. What is the size of the largest subset of [n]2 containing no configuration
(x, y), (x, y + d), (x+ d, y′) with d ̸= 0?

We then have the following nontrivial lower bound for this relaxed problem, due to a Math-
Overflow answer of Fedor Petrov [hp].
Proposition 5.4.9. There is a subset of [n]2 of size n log n/

√
log log n with no three-point config-

uration (x, y), (x, y + d), (x+ d, y′) with d ̸= 0.

Proof. A ⊆ [n] is called primitive if for all a ̸= a′ ∈ A, a ∤ a′. It is easily seen that if A is
primitive then the set of points (a, ka) ⊆ [n]2 for all k ≤ n/a avoids the forbidden configurations.
This gives a subset of size n

∑
a∈A 1/a. It was observed by Pillai that there exists a c > 0

and a primitive set A where
∑

a∈A 1/a > c log n/(log log n)1/2 [ESS67]. We note that this is
best-possible, matching (up to the constant) a lower bound on

∑
a∈A 1/a for primitive A due to

Behrend [Beh35].

This construction breaks when considering one nontrivial permutations of the coordinates in
Definition 5.4.7. This corresponds to the following problem:
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Figure 5.4: 24 points in a 10× 10 grid avoiding the configurations of Proposition 5.4.9, but not of
Question 5.4.10.

Question 5.4.10. What is the largest subset of [n]2 with no three point configurations (x, y), (x, y+
d), (x+ d, y′) or (x, y), (x+ d, y), (x′, y + d), with d ̸= 0?

As far as we know, it is possible that the answer to this is O(n).
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Chapter 6

New High-Dimensional Expanders from
Matrix Groups

In 1989, Babai, Kantor, and Lubotzky made a conjecture that significantly guided research on
expander graphs:
Conjecture 6.0.1. ([BKL89].) There are constants k ∈ N and λ < 1 such that for every
nonabelian finite simple group G, there is a symmetric set S ⊆ G of 2k generators such that the
Cayley graph Cay(G,S) is a λ-spectral expander graph.
(Here we say that a graph is a λ-spectral expander if all the eigenvalues of its random walk matrix,
excluding the largest, are at most λ.)

Notable achievements toward the conjecture include: Kassabov’s proof [Kas07] for the
alternating groups; work of Lubotzky and Nikolov [KLN06] proving the conjecture for non-
Suzuki groups of Lie type (the Chevalley groups and their twisted versions); and, the Breuillard–
Green–Tao [BGT11] proof for the Suzuki groups. In light of the Classification of Finite Simple
Groups [Asc04], these completed the proof of Conjecture 6.0.1. An immediate consequence is
that for every nonabelian simple group G, there is a 2k-regular λ-spectral expander K such that G
acts transitively on the vertices of K.

Having expander graphs with such nontrivial symmetry properties (or even stronger ones)
has played an important role in applications to computer science. For example, motivated by
the search for locally testable codes (see [KS08]), Kaufman and Wigderson [KW16] made
substantial progress on finding so-called “highly symmetric” LDPC codes of constant rate and
relative distance (“good”) using expanding Cayley graphs of nonabelian groups; at the same
time, they showed that highly symmetric LDPC codes arising from abelian — or even solvable —
groups cannot work. Later, notable work of Kaufman and Lubotzky [KL12] (see also [Bec16])
positively resolved the problem, giving explicit, highly symmetric, good LDPC codes; the main
tool was the use of explicit edge-transitive (not just vertex-transitive), highly expanding (indeed,
Ramanujan) Cayley graphs of PSL2(Fq) (for q = 4093). In turn, the existence of these highly-
symmetric expanders arose from the construction of Ramanujan high-dimensional expanders
(HDXs) [Bal00, CSZ03, Li04, LSV05b, LSV05a, Sar04] from Bruhat–Tits buildings, relying on
the Lafforgue’s work [Laf02] on the Langlands correspondence.

High-dimensional expanders — defined, say, as simplicial complexes where the 1-skeleton
of every link is a λ-spectral expander — have been crucial in many new works in theoretical
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computer science, either through inspiration, their spectral analysis, or their direct construction.
Example applications include results in analysis of Boolean functions [DDFH18], computational
geometry [FGL+12], inapproximability [AJT19, DFHT21], list-decoding [AJQ+20, DHK+21],
Markov chain mixing [AL20], property testing [DK17, DD19, KM20, KO20], and quantum
codes [EKZ20, KT21]; particularly notable examples including the resolution of the Mihail–
Vazirani Conjecture on the bases-exchange walk for matroids [ALOV19] and the construction of
locally testable codes of constant rate, distance, and locality [DEL+21, PK21].

6.0.1 Our goal
In this chapter, we investigate a problem similar to Conjecture 6.0.1 for high-dimensional ex-
panders. Namely, for nonabelian finite simple groups G, we seek:

1. bounded-degree λ-spectral HDXs whose top-dimensional faces are acted on transitively
by G,

2. with λ arbitrarily close to 0, as opposed to merely bounded away from 1.
(Recall that existence of highly symmetric good LDPC codes was resolved by obtaining one-
dimensional HDXs — i.e., expander graphs — with both properties.) The aforementioned HDXs
built from Bruhat–Tits buildings [Li04, LSV05b, LSV05a, Sar04] have property (2) above, and
the work of Kaufman and Lubotzky [KL12] also verified property (1) for G = PSL3(F) (for
charF sufficiently large). Later, Kaufman and Oppenheim [KO18] gave a new (and elementary)
construction of HDX families of any dimension d satisfying both (1) and (2) with G = PSLd+1(F).
These two constructions are the only previous examples of bounded-degree λ-spectral HDXs of
which we are aware. To quote the final remark from [LSV05b]: “Of course one hopes eventually
to define and construct Ramanujan complexes as quotients of the Bruhat–Tits buildings of other
simple groups as well.”

Results. We give strongly explicit constructions of d-dimensional HDX families satisfying
properties (1) and (2) above, for any rank-d Chevalley group G (except for “G2”) over any field F
of characteristic exceeding 3.1 Informally, Chevalley groups (also known as the untwisted groups
of Lie type) are the finite-field analogues of continuous Lie groups. These groups are specified by
two pieces of data: a root system Φ, consisting of a set of vectors in Rd with certain symmetry
properties, and a finite field F. Our work gives a general recipe that produces HDX families
from Chevalley groups with Φ and the characteristic of F being fixed, and with |F| growing. Our
approach generalizes that of [KO18], which corresponds to the case Φ = Ad. As with their work,
our construction incidentally gives new families of strongly explicit ∆-degree-bounded λ-spectral
expander graphs, with λ → 0 as ∆ → ∞.

6.0.2 Our approach
As in [KO18], we associate to G a coset complex, a kind of d-dimensional simplicial complex
determined by G and a choice of subgroups H1, . . . , Hd+1 of G. A few challenges arise in

1In fact, we can show that our construction works for characteristic 3 when one excludes the case of G2. But for
simplicity of presentation we will just assume the characteristic exceeds 3.
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generalizing the construction of [KO18] to Chevalley groups G of type other than Ad. One
immediate question is: what is a “good” choice of H1, . . . , Hd+1? We give one such choice, which
has an elegant description in terms of the root system Φ associated with G: the Hi’s are certain
unipotent subgroups of G (these are essentially groups of upper unitriangular matrices), obtained
from a set of fundamental roots of Φ. While all of our constructions can be realized with matrices
(see the examples in the next section), it is more convenient in our analysis to work with a set of
generators and relations of G known as the Steinberg presentation. In particular, the Chevalley
commutator formula gives us workable descriptions of the subgroups Hi, and the links of our
complexes.

As in [KO18], we apply the trickling down theorem of [Opp18] (originating in work of
Garland [Gar73]) to show that these coset complexes have expanding links. This theorem
says that under a mild connectivity condition, it suffices to show that the links of the (d − 2)-
dimensional faces are good expander graphs. The connectivity condition will follow from some
calculations using the properties of Chevalley groups and root systems. In their case of Φ = Ad,
Kaufman–Oppenheim establish expansion of links by appealing to a general result of Ershov–
Jaikin-Zapirain [EJ10] on expansion in certain groups of nilpotency class two. Unfortunately, to
handle root systems Φ that are not “simply-laced”, one would need an analogous result for groups
of nilpotency class three (and higher, when Φ = G2). Related results were given in [EJK17]
(see its Sec. 10.3), but these are not strong enough for our setting. An alternative, and much
simpler, proof of expansion of the Kaufman–Oppenheim complexes was given by Harsha and
Saptharishi [HS19]; their proof was quite specific to the Φ = Ad case, but we were much inspired
its elementary nature.

We prove expansion by observing that, when Φ ̸= G2, the squares of the links of the (d− 2)-
dimensional faces are Cayley graphs of abelian groups. This allows us to express their eigenvalues
as character sums, which we bound with an elementary argument that ultimately boils down to
the Schwarz–Zippel lemma. (In the G2 case, the squared links are not abelian Cayley graphs, but
we discuss some approach that might be used ito show their expansion.)

6.0.3 Example constructions

In this section we explicitly give the easiest new HDX family implied by our work. We start
by recalling the basic construction of [KO18], arising from the group G = SL3(F).2 Let
F = Fp[x]/(f) where p is prime and f ∈ Fp[x] is irreducible of degree m. Now define the

2In [KO18] they work over the ring Fp[x]/(x
m) rather than the field Fpm , but this does not materially change

their result, and we prefer to work with the field. Also, regarding the distinction between SL3(F) and PSL3(F), see
Footnote 3.
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following three subgroups of G:

H1 =


1 ℓ1 Q

1 ℓ2
1

 : deg(ℓ1), deg(ℓ2) ≤ 1, deg(Q) ≤ 2

 ,

H2 =


 1 ℓ1

1
ℓ2 Q 1

 : deg(ℓ1), deg(ℓ2) ≤ 1, deg(Q) ≤ 2

 ,

H3 =


 1
Q 1 ℓ1
ℓ2 1

 : deg(ℓ1), deg(ℓ2) ≤ 1, deg(Q) ≤ 2

 .

Let K(p,m) be the 2-dimensional simplicial complex whose vertices are the cosets of these
subgroups inside SL3(F), and where a “triangle” (2-dimensional face) is added between a triple
of cosets g1H1, g2H2, g3H3 whenever g1H1 ∩ g2H2 ∩ g3H3 ̸= ∅. Edges are included between any
two cosets contained in a common triangle. This is an example of a coset complex, a well-studied
construction from the theory of algebraic groups.

In [KO18] it was shown that for any fixed λ > 0, and for sufficiently large p, the complex
K(p,m) is a bounded-degree λ-spectral HDX. (Here “bounded-degree” means that each vertex of
K(p,m) is contained in a number of triangles depending only on p.) Moreover, SL3(F) acts simply
transitively on the set of triangles in K(p,m). In a similar manner, Kaufman and Oppenheim show
how a d-dimensional HDX family can be associated to SLd+1(F).

Following this, the most basic new construction provided by our work is as follows. Again, we
form a coset complex, but this time we will consider cosets of subgroups of the 4× 4 symplectic
group, Sp4(F),3 defined by

Sp4(F) =
{
A ∈ F4×4 : A

[
0 I2×2

−I2×2 0

]
A⊺ =

[
0 I2×2

−I2×2 0

]}
.

The vertices of our coset complex KSp4(p,m) will be the cosets of the following subgroups of

3Technically, this group is not simple; it only becomes the simple group PSp4(F) upon identifying the matrices
A and −A. This is an example of the (very minor) distinction between “universal” and “adjoint” Chevalley groups
that is explained in Definition 6.1.24.
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Sp4(F):

H1 =



1 ℓ1 C ℓ1ℓ2 +Q

1 Q ℓ2
1

−ℓ1 1

 : deg(ℓ1), deg(ℓ2) ≤ 1, deg(Q) ≤ 2, deg(C) ≤ 3

 ,

H2 =




1 ℓ1
1

ℓ2 Q 1
ℓ1ℓ2 +Q C −ℓ1 1

 : deg(ℓ1), deg(ℓ2) ≤ 1, deg(Q) ≤ 2, deg(C) ≤ 3

 ,

H3 =



1

1 ℓ1
ℓ2 1

1

 : deg(ℓ1), deg(ℓ2) ≤ 1

 .

The triangles in KSp4(p,m) are again added between triples of cosets whenever they have a
nontrivial intersection. Our work shows that for any λ > 0, provided p ≥ 2 (1+λ)2

λ2 , the 2-
dimensional complexes (KSp4(p,m))m form a (strongly explicit) λ-spectral HDX family of size
Θ(p10m−4) in which each vertex participates in at most p22 triangles. Moreover, the group
Sp4(Fpm) acts on KSp4(p,m), with the action being transitive on triangles. Finally, we remark that
the underlying skeleton of KSp4(p,m) is a (strongly explicit) λ-spectral expander graph of degree
at most p11 and with Θ(p10m−4) vertices. Since this graph is tripartite, its smallest eigenvalue is at
least −1/2, and it is therefore also a two-sided 1/2-spectral expander.

6.0.4 Outline
In Section 6.1 we give an overview of high-dimensional spectral expansion and coset complexes.
We then briefly discuss Chevalley groups and root systems, making explicit all facts about
Chevalley groups that we will need.

In Section 6.2 we give the choice of subgroups used in our coset complex construction. We
show in Corollary 6.2.19 that these have the connectivity properties needed to apply the trickling
down Theorem 6.1.2. In Section 6.2.3 we show that the links of the (d− 2)-dimensional faces in
these complexes are good expander graphs. By Fact 6.1.9, this conveniently reduces to studying
the expansion of vertex links in three different 2-dimensional complexes, two of which are the
examples in Section 6.0.3.

We conclude with further questions. It is interesting to ask if our analogue of Conjecture 6.0.1
has an affirmative answer when G is a more “combinatorial” group; for example, the symmet-
ric/alternating group. We also leave open the case of the Chevalley group based on root system G2;
we conjecture it has the desired expansion properties, and suggest an approach to proving this.

6.1 Preliminaries
Let N = {0, 1, 2, . . .}, Z+ = {1, 2, 3, . . .}. We identify elements in a finite field F of size pm

(where p is prime) with polynomials in Fp[x]/(f) for some irreducible polynomial f ∈ Fp[x] of
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degree m. When we write deg(t) for t ∈ F we mean the degree of the corresponding polynomial
in the quotient ring. If g and h are elements of a group, we use the notation [g, h] = g−1h−1gh for
their commutator.

6.1.1 High-dimensional spectral expansion

In this section we recall the notion of spectral HDX families. Let K(0) be a finite set. A
simplicial complex K with vertex set K(0) is a collection of subsets of K(0) satisfying the following
conditions:

1. {v} ∈ K for all v ∈ K(0);

2. If σ ∈ K, then τ ∈ K for all τ ⊆ σ.
Said differently, K is a downward-closed hypergraph on the set K(0). For i = −1, 0, 1, 2, . . . , we
denote by K(i) the set of subsets of size i+ 1 in K. An element of K(i) is called an i-dimensional
face. K is said to be pure if all maximal faces are d-dimensional for some d; in this case we say
that d is the dimension of K, denoted dimK. (In this work, all simplicial complexes will be pure.)
Note that a 1-dimensional simplicial complex can be identified with an ordinary graph. We say
that K is of ∆-bounded degree if every vertex participates in at most ∆ maximal faces; and, we
say that K is k-partite if there is a partition of K(0) into k parts such that each face has intersection
size at most 1 with each part. (Pure (d+ 1)-partite complexes are sometimes called balanced, or
numbered.)

The link of a face σ ∈ K is the simplicial complex Linkσ(K) = {τ \ σ : τ ∈ K, σ ⊆ τ}. In
particular, the link of the (−1)-dimensional face ∅ is K. For a pure d-dimensional complex K,
we define the 1-skeleton of K to be the multigraph on vertex set K(0) in which j, k ∈ K(0) are
connected by a number of edges equal to the number of d-dimensional faces containing {j, k}.
We will say that K is connected if its 1-skeleton is a connected (multi)graph. Finally, for a face σ,
we introduce the notation Kσ for the 1-skeleton of Linkσ(K), and we will write λ2(Kσ) for the
second largest eigenvalue of the standard random walk matrix of Kσ. (This refers to the walk on
the vertices of Kσ in which a random out-edge is taken at each step.)

By now, the most common definition of expansion for HDXs is probably the following:
Definition 6.1.1. ([Opp18, KO18].) A d-dimensional pure simplicial complex K is a λ-spectral
HDX (also known as λ-link or λ-local-spectral HDX) if λ2(Kσ) ≤ λ for all faces σ of dimension
at most d− 2.
(Note that the d = 1 case yields the usual notion of a λ-expander graph, one in which the
second eigenvalue of the random walk matrix is at most λ.) The trickling down theorem [Opp18]
essentially shows that a d-dimensional complex is an HDX provided the links of its (d − 2)-
dimensional faces are λ-expander graphs for λ < 1

d
:

Theorem 6.1.2. ([Opp18].) Let K be a d-dimensional pure simplicial complex in which Linkσ(K)
is connected for all σ ∈ K(i), i ≤ d − 2. Further suppose that λ2(Kσ) ≤ γ ≤ 1

d
for all

σ ∈ K(d− 2). Then K is a
(

γ
1−(d−1)γ

)
-spectral HDX.

(We remark that in the case d = 2, if K is a Cayley graph then the conclusion of this theorem can
be improved by a factor of 2/

√
3; see [Żuk03].)
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The objects we seek are (highly symmetric versions of) the following:
Definition 6.1.3. A d-dimensional, ∆-bounded degree, λ-spectral HDX family is a sequence
(Kn)n∈N of pure d-dimensional, ∆-bounded degree complexes, with Kn having some n′ = Θ(n)
vertices, such that Kn is a λ-spectral HDX for sufficiently large n. We also say the family is
explicit if there is a poly(n)-time algorithm for computing the description of Kn, and strongly
explicit if there is a polylog(n)-time algorithm. (See the proof of Theorem 6.2.6, item 1 for more
details.)

6.1.2 Coset complexes
The following notion has been studied since at least the 1950 PhD thesis of Lannér [Lan50]:
Definition 6.1.4. Let G be a finite group and let H = (H1, . . . , Hd+1) be a sequence of subgroups.
The associated coset complex CC(G;H) is the pure d-dimensional, (d + 1)-partite simplicial
complex with vertices being the cosets

⊔
i G/Hi, and with maximal faces {gH1, . . . , gHd+1 : g ∈

G}. Equivalently, a set of cosets forms a face if all cosets have an element in common.
Some well-studied instances of coset complexes are Coxeter complexes and Tits build-

ings [Bjö84].
Definition 6.1.5. The ith part of the (d+ 1)-partite coset complex CC(G;H) is the coset G/Hi,
and the type of a face σ refers to the subset of parts [d+ 1] to which its vertices belong.

The group G naturally acts on CC(G;H) by left-multiplication, and it is easy to see the
following:
Fact 6.1.6. The action of G on the (d+ 1)-partite complex CC(G;H) is type-preserving (it does
not change the type of any face), and transitive on the maximal faces. Moreover, the action is
simply transitive if H1 ∩H2 ∩ · · · ∩Hd+1 = {1}.
(In fact, Lannér [Lan50] showed that whenever there is a G-action on some (d+1)-partite complex
that is type-preserving and transitive on maximal faces, then the complex must be of the form
CC(G;H) for some subgroups H1, . . . , Hd+1.)

We can also easily understand the connectivity and link structure of coset complexes, as the
following facts show.
Definition 6.1.7. Given H and T ⊆ [d + 1] we write HT =

⋂
i∈T Hi, with the convention that

H∅ = ⟨H1, . . . , Hd+1⟩, the subgroup of G generated by H.
The following facts are easy to prove:

Fact 6.1.8. ([AH93].) CC(G;H) is connected if and only if H∅ = G.
Fact 6.1.9. ([Gar79, p. 13], [HS19].) Let σ be a face in CC(G;H) of type T ̸= ∅. Then the link
of F is isomorphic to the coset complex CC(HT ; (HT∪{i} : i ̸∈ T )).

Note that Fact 6.1.9 says that, up to isomorphism, the link of a face only depends on its type.
This will help us apply Theorem 6.1.2, as we will only have to consider a small number of cases.
Finally we quote another easy-to-prove fact from Kaufman and Oppenheim, which we can use to
pass between the (very slightly different) different universal and adjoint Chevalley groups:
Fact 6.1.10. ([KO18, essentially Prop. 2.12].) Let K = CC(G;H) be a coset complex with
H = (H1, . . . , Hd+1), suppose Z ◁ G is a normal subgroup (e.g., if Z is the center of G), and
suppose that Z ∩ H i = {1} for all i ∈ [d + 1]. Then for G = G/Z and H = (H1, . . . , Hd+1),
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where Hi = H iZ/Z, the coset complex K = CC(G;H) is “covered” by K, and the following
property holds: every link in K of type T ̸= ∅ is isomorphic to every link of type T in K

Remark 6.1.11. A consequence of Fact 6.1.10 is that if K is a ∆-bounded degree, λ-spectral
HDX, then so too is K; moreover, provided H1Z ∩H2Z ∩ · · · ∩Hd+1Z = Z, the group G acts
simply transitively on the maximal faces of K. We note that our complexes satisfy this condition
in Observation 6.2.17.

6.1.3 Root systems
Killing and Cartan [Car94] classified simple Lie algebras over C via root systems:
Definition 6.1.12. A (reduced) root system of rank d is a finite set Φ of nonzero vectors spanning
a d-dimensional real vector space such that for each α ∈ Φ:

• Φ is closed under wα, where wα is the reflection through the hyperplane orthogonal to α;
• wα(β)− β is an integer multiple of α for all β ∈ Φ;
• for λ ∈ R we have λα ∈ Φ (if and) only if λ ∈ {±1}.

The root system Φ is irreducible if it cannot be written as Φ1 ⊔ Φ2 with Φ1,Φ2 nonempty and
lying in orthogonal subspaces. Root system Φ′ is said to be isomorphic to Φ if there is bijection
between them that preserves inner products up to a fixed positive scalar multiple.

Figure 6.1 shows the three non-isomorphic rank-2 root systems (all of which are irreducible).
The irreducible root systems have been completely classified:
Notation 6.1.13. Up to isomorphism, the irreducible root systems are classified as the families
Ad (d ≥ 1), Bd (d ≥ 2), Cd (d ≥ 3), Dd (d ≥ 4), and the exceptional systems G2, F4, E6, E7, E8.
In all cases, the subscript gives the dimension of the root system. For explicit descriptions of these
root systems, see e.g. [Car89, Sec. 3.6].

α

β

A2

α

β

B2
∼= C2

α

β

G2

Figure 6.1: The rank 2 (irreducible) root systems, with a simple set {α, β} shown.

Remark 6.1.14. The restriction of a root system to a subspace is also a root system. Thus if Φ is
a root system containing roots α, β, and α+ β, then the restriction of Φ to the subspace spanned
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by α and β must be (isomorphic to) A2, B2, or G2. In fact, since G2 is the only irreducible root
system containing vectors at an angle of 30◦ (see, e.g., [Car89, Sec. 3.6]), an irreducible root
system containing G2 as a subsystem must in fact be isomorphic to G2.

Let us now record a handy fact involving the inner product α · β of two roots:
Fact 6.1.15. ([Hum72, p. 45, Lem. 9.4].) Let α, β be roots. If α · β < 0 then α + β ∈ Φ ∪ {0},
and if α · β > 0 then α− β ∈ Φ ∪ {0}.

This fact can be used to prove another simple result (which is surely well known, though we
could not find a reference):
Fact 6.1.16. Let Φ be an irreducible root system of rank at least 2, and let α ∈ Φ. Then α is the
sum of two other roots.

Proof. We claim there must exist a root β ̸= ±α with α · β ̸= 0. Otherwise, every root is either
orthogonal to α or parallel to α, meaning Φ is either irreducible or of rank 1. We may assume
α · β > 0, by replacing β by the root −β, if necessary. Thus Fact 6.1.15 tells us that α− β ∈ Φ.
But now α− β and β are roots summing to α.

We now discuss “simple” subsets of roots:
Definition 6.1.17. Let Φ be a root system spanning Rd. A set of roots Π = {α1, . . . , αd} ⊆ Φ is
called simple (or a base) if it is a basis for Rd, and every root γ ∈ Φ may be expressed as

γ = n1α1 + · · ·+ ndαd

either with n1, . . . , nd ∈ N or with −n1, . . . ,−nd ∈ N. (Since Π is a basis, there is a unique such
expression.) In the former case, γ is called a positive root; in the latter case, a negative root. One
also defines the height of γ (with respect to Π, or more generally a set of linearly independent
roots whose span contains γ), denoted htΠ(γ), to be

∑d
i=1|ni|.

(In Figure 6.1, each root system has labeled a simple set {α, β}.)
In a certain sense, up to symmetries there is a unique choice of simple roots for a given root

system:
Fact 6.1.18. ([Car89, Prop. 2.1.2, Cor 2.2.5].) Every root system has a set of simple roots. Further,
for any two simple sets, there is a unique reflection wα mapping one to the other.
Definition 6.1.19. For any subset Ψ ⊆ Φ, we write Ψ+ = Φ ∩ {

∑
α∈Ψ nαα : nα ∈ N}, and

Ψ− = −Ψ+.
Fact 6.1.20. Let Ψ ⊆ Φ be a set of linearly independent roots. Then there is set of simple roots Π
of Φ where Ψ ⊆ Π+.

Proof. We can always find a hyperplane H not containing any root, and where all of Ψ is contained
on one side of H . Then by [Hal03, Thm. 8.16], there is a set of simple roots Π such that the roots
in Φ on this side of H are positive with respect to Π.

The following fact is very similar to a standard one about root systems, but it is usually only
stated when {α, . . . , αm} form a simple set (see, e.g., [Car89, Lem. 3.6.2]):
Fact 6.1.21. Let A = {α1, . . . , αℓ} ⊆ Φ be any set of roots, and suppose that γ =

∑ℓ
i=1 niαi ∈ Φ

for n1, . . . , nℓ ∈ N. Then we may express γ =
∑m

j=1 αij for certain i1, . . . , im ∈ [ℓ] in such a way
that all the prefix-sums

∑k
j=1 αij (1 ≤ k ≤ ℓ) are in Φ.
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Proof. By induction, it suffices to show that if γ is not already in A, then there exists i0 ∈ [ℓ] with
ni0 > 0 such that γ−αi0 ∈ Φ. To do this, note that 0 < γ ·γ =

∑ℓ
i=1 ni(γ ·αi), and since the ni’s

are nonnegative we must have γ · αi0 > 0 for (at least) one i0. By Fact 6.1.15 we conclude that
γ − αi0 ∈ Φ ∪ {0}, and the case γ − αi0 = 0 (i.e., γ = αi0) is impossible because γ is assumed
not already in A.

Finally, we need the following known fact [Hil16]:
Fact 6.1.22. Let Φ be an irreducible root system with simple roots Π = {α1, . . . , αd}. Then∑d

i=1 αi ∈ Φ.

6.1.4 Chevalley groups
We may now define the Chevalley groups, via the Steinberg presentation (see, e.g., [Car89,
Thm. 12.1.1]).
Definition 6.1.23. Corresponding to any irreducible root system Φ of rank at least 2, and any finite
field F, there is an associated universal (or simply connected) Chevalley group, denoted G(Φ,F).
Abstractly, it is generated by symbols xα(t) for α ∈ Φ and t ∈ F, subject to the relations

xα(t)xα(u) = xα(t+ u)

[xα(t), xβ(u)] =
∏
i,j>0

xiα+jβ(C
α,β
ij tiuj) (for α + β ̸= 0)

hα(t)hα(u) = hα(tu) (for tu ̸= 0),
where hα(t) = nα(t)nα(−1)

and nα(t) = xα(t)x−α(−t−1)xα(t).

The second relation above is the Chevalley commutator formula, and it is elaborated upon in
Theorem 6.1.27 below.
Definition 6.1.24. Let Z(Φ,F) denote the center of G(Φ,F). The adjoint Chevalley group, which
we denote by G(Φ,F), is the quotient G(Φ,F)/Z(Φ,F). In all cases, Z(Φ,F) is a constant-sized
subgroup (of size d+ 1 for Φ = Ad, and of size at most 4 otherwise).4 It is generated by certain
products

∏
α∈Π hα(tα) (i.e., diagonal matrices in the matrix realizations), where Π is a simple set

of roots and the tα’s are roots of unity in F.
Remark 6.1.25. The Classification of Finite Simple Groups [Asc04] states that as F ranges
over all finite fields, the adjoint Chevalley groups (excluding G(A1,F2), G(A1,F3), G(B2,F2),
G(G2,F2), but including the “twisted” versions, which we do not discuss in this work) constitute
the finite simple groups, together with the cyclic, alternating, and sporadic simple groups.

Although, strictly speaking, it is the adjoint Chevalley groups that are the simple ones, it is
more convenient to work with the very slightly larger universal Chevalley groups. If one wants to
precisely fulfill the goal concerning simple (adjoint) Chevalley groups described in Section 6.0.1,
one may use do so by appealing to Remark 6.1.11. But henceforth we work exclusively with the
universal Chevalley groups, and we will drop the adjective “universal”.

4Specifically, it is isomorphic to Zd+1 when Φ = Ad, to Z2 when Φ ∈ {Bd, Cd, E7}, to Z4 or Z2 × Z2 when
Φ = Dd (for odd, even d respectively), to Z3 when Φ = E7, and is trivial otherwise. [Ste16, Sec. 3.3].
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Although we have defined the Chevalley groups abstractly, we have [Ste16, Sec. 3.3] the
isomorphisms with classical groups shown in Table 6.1, for the “classical” root systems of types
A, B, C, and D.

Type of Φ G(Φ, ·) G(Φ, ·)
Ad PSLd+1 SLd+1

Bd SO2d+1 Spin2d+1

Cd PSp2d Sp2d

D2ℓ PSO4ℓ Spin4ℓ

D2ℓ+1 PSO4ℓ+2 Spin4ℓ+2

Table 6.1: The Chevalley groups corresponding to classical root systems.

Identifications of the root elements xα(t) of the Chevalley groups of classical type as elements
of the corresponding matrix groups can be found in [Car89, Sec. 11.3], and matrix realizations for
the exceptional Chevalley groups can be found in [HRT01].

As we discuss in Section 6.1.5, we have

n := |G(Φ,F)| = |F|Θ(1) = exp(Θ(m))

for fixed p and Φ; indeed, an exact formula for |G(Φ,F)| is known, and one can compute within
G(Φ,F) (and G(Φ,F)) in poly(m) = polylog(n) time (see Section 6.1.5).
Remark 6.1.26. From the first relation of Definition 6.1.23, it follows that the subgroup ⟨xα(r) :
r ∈ F⟩ of G(Φ,F) is isomorphic to the additive group of F. This subgroup is called the root
subgroup associated to α.

The second relation in Definition 6.1.23 will be used to give explicit descriptions of the links
in our constructions, so we elaborate on it here.
Theorem 6.1.27. The Chevalley commutator formula asserts that within G(Φ,F) and G(Φ,F), if
α, β ∈ Φ with α + β ̸= 0, and t, u ∈ F, then

[xα(t), xβ(u)] =
∏

i,j∈Z+
iα+jβ∈Φ

xiα+jβ(C
α,β
ij tiuj)

for certain structure constants Cα,β
ij ∈ {±1,±2,±3} that can be found in, e.g., [Car89, Sec. 5.2].

Here the product above is taken in order of increasing i+ j.5 In addition, the structure constants
only depend on the set {(i, j) : iα + jβ ∈ Φ}.
Remark 6.1.28. In particular, the commutator formula implies that if α + β ̸∈ Φ ∪ {0}, then
[xα(r), xβ(r)] = 1.
Remark 6.1.29. The constants Cα,β

ij are determined uniquely by Φ up to signs. Different signs can
arise from different choices of a Chevalley basis. The resulting groups are isomorphic, however.
See [Car89, Prop. 4.2.2] and the preceding discussion.

Although not strictly necessary for our work, we give explicit structure constants in the
following description of the commutator formula for root systems of rank 2:

5Ties may be broken arbitrarily, as it turns out that elements with equal i+ j commute.
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Proposition 6.1.30. ([Hum95, Sec. 33.3–33.5].) Let Φ be one of A2, B2, or G2 and let t, u ∈ F.
Then:6

• If Φ = A2 with positive roots α, β, α + β, then

[xα(t), xβ(u)] = xα+β(tu).

• If Φ = B2 with positive roots α, β, α + β, 2α + β, then

[xβ(t), xα(u)] = xα+β(tu)x2α+β(t
2u)

[xα+β(t), xα(u)] = x2α+β(2tu).

• If Φ = G2 with positive roots α, β, α + β, 2α + β, 3α + β, 3α + 2β, then

[xβ(t), xα(u)] = xα+β(tu)x2α+β(tu
2)x3α+β(tu

3)x3α+2β(−t2u3)

[xα+β(t), xα(u)] = x2α+β(2tu)x3α+β(3tu
2)x3α+2β(−3t2u)

[x2α+β(t), xα(u)] = x3α+β(3tu)

[x3α+β(t), xβ(u)] = x3α+2β(tu)

[x2α+β(t), xα+β(u)] = x3α+2β(−3tu).

Finally, we will require two more key facts:
Proposition 6.1.31. ([Ste16, Lem. 17]. In the Chevalley group G(Φ,F), suppose S ⊆ Φ is a
set of roots with the following two properties: (i) α, β ∈ S and α + β ∈ Φ implies α + β ∈ S;
(ii) α ∈ S implies −α ̸∈ S. Then each element of the subgroup ⟨xα(t) : α ∈ S, t ∈ F⟩ can be
expressed uniquely as

∏
α∈S xα(tα) for some tα ∈ F, where the product is taken in some fixed

order (and this is true for any fixed ordering of S for the product).
Proposition 6.1.32. Let Π be a set of simple roots, and define the two subgroups U± = ⟨xα(t) :
α ∈ Π±⟩. Then U+ ∩ U− = {1}.

Proof. By [Ste16, Lem. 18, Cor. 3], G(Φ,F) can be realized as a group of matrices over F
where the subgroup U+ is upper-unitriangular and U− is lower-unitriangular. The proposition
follows.

6.1.5 Computation within the Chevalley groups

Given field F = Fq = Fpm and root system Φ of rank d, let us treat Φ and p as fixed, and m → ∞
as an asymptotically growing parameter. Here we recap the known facts that the Chevalley
group G(Φ,F) has order n = exp(Θ(m)) and that one can compute within G in deterministic
poly(m) = polylog(n) time. (The same is true for the adjoint Chevalley group G(Φ,F).)

First, field arithmetic is efficient, thanks to Shoup:

6For G2 we fix the signs implemented in the GAP [GAP21] package Unipot [HH18], which we used for
calculations in Remark 6.2.24.
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Theorem 6.1.33. ([Sho90].) For a fixed prime p, there is an deterministic poly(m)-time algorithm
for finding an irreducible f ∈ Fp[x] of degree d, and thereby “constructing” the field F = Fq =
Fpm . The elements of F are encoded by bit-strings of length Θ(m), and field operations may
be computed in deterministic poly(m) time — this includes computing all kth roots of unity in
poly(k,m) time.

Next, we note that there is an easy-to-compute formula for the order of a given Chevalley
group:
Theorem 6.1.34. For Φ of rank d, the order of the group G(Φ,F) is of the form qΘ(d2) = pΘ(d2m),
where the constant hidden in the Θ(·) depends only on Φ. Moreover there is a precise formula for
|G(Φ,F)| that can easily be computed in poly(d, log p,m) time; see, e.g. [Ste16, Thm. 25]. (All
of this is also true of G(Φ,F).)

Finally, we appeal to the work of Cohen, Murray, and Taylor [CMT04] to show that one can
efficiently construct and compute within Chevalley groups:
Theorem 6.1.35. ([CMT04], see especially Sec. 8.1.) For Φ of rank d and F = Fpm , there
is a canonical representation (“Bruhat normal form”) for each element of G(Φ,F), encoded
by a bit-string of length poly(d, log q,m). One can pass between this form, a natural matrix
representation, and an expression in the Steinberg presentation — and also compute group
products and inverses — via deterministic poly(d, log q,m)-time algorithms. (Since kth roots of
unity can also be computed efficiently (Theorem 6.1.33), the O(d)-size center Z of G(Φ,F) can
also be constructed efficiently, and hence this whole theorem is also true for G(Φ,F).)

6.2 The construction
For the rest of this chapter we fix a field F of size pm where p > 3, an irreducible root system
Φ of rank at least 2, and a set of simple roots Π = {α1, . . . , αd} ⊆ Φ. With this in mind, xα(t)
refers to the corresponding root element of G(Φ,F).
Definition 6.2.1. For S ⊆ Φ and d ∈ N, let XS,d = ⟨xα(t) : α ∈ S, t ∈ F, deg(t) ≤ d⟩. For
shorthands we write XS = XS,1 and also Xα,d = X{α},d.
Definition 6.2.2. Recalling Π = {α1, . . . , αd}, we define S to be the following particular set of
roots:

S = Π ∪ {−(α1 + · · ·+ αd)} . (6.1)

(The last of these is a root by by Fact 6.1.22.)
Remark 6.2.3. Since Π is a basis, it follows that every subset of S of cardinality d is linearly
independent.
Definition 6.2.4. For each α ∈ S, we introduce the following subgroup of G(Φ,F):

Hα = XS\{α}.

Finally, we can introduce our coset complex:
Definition 6.2.5. K = Km := CC(G(Φ,F); (Hα)α∈S).

Theorem 6.2.6. For d = rank(Φ), it holds that K is a d-dimensional pure simplicial complex,
where:
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1. |K(0)| = pΘ(m), where the constant hidden by Θ(·) depends only on Φ; moreover, the family
that arises as m → ∞ is strongly explicit.

2. Every vertex participates in at most ∆ = ∆(Φ, p) = pΘ(1) maximal faces, where the Θ(·)
constant (independent of m) depends only on Φ (indeed, it is Θ(d2)).

3. If p > 3,7 then Linkσ(K) is connected for all σ ∈ K(i), i ≤ d− 2.
4. If Φ ̸= G2 and p > 2, then for all σ ∈ K(d− 2) it holds that Kσ is a p2-regular bipartite

graph with λ2(Kσ) ≤
√

2/p.
5. G(Φ,F) acts simply transitively on the maximal faces of K (and this is also true if one

constructs K from G(Φ,F) rather than G(Φ,F)).
By Theorem 6.1.2, we conclude our final goal:

Corollary 6.2.7. Fixing Φ ̸= G2 of rank d ≥ 2, p > 3 prime, and taking m → ∞, the sequence
(Km) forms a strongly explicit d-dimensional, ∆-bounded degree (∆ = pΘ(d2)), λ-spectral HDX
family, where

λ ≤ 1√
p/2− d+ 1

.

(Hence for large p, we have λ ∼ 1/∆Θ(1/d2).) Moreover, the universal Chevalley group G(Φ,F)
acts simply transitively on Km’s maximal faces.

We add that the results all remain true if uses the (simple) adjoint Chevalley groups G(Φ,F)
in place of G(Φ,F).

6.2.1 Global connectivity of the coset complex

The main goal of this section is to show that the subgroups Hα for α ∈ S generate G(Φ,F). By
Fact 6.1.8, this is necessary to ensure that the 1-skeleton of K is connected.
Theorem 6.2.8. Let S ⊆ Φ be a subset of rank(Φ)+1 roots where S+ = Φ. Then XS = G(Φ,F).

The particular set of roots S we selected in Equation (6.1) has the desired property, as the
following shows:
Proposition 6.2.9. For S as in Equation (6.1) we have S+ = Φ.

Proof. We have S+ ⊇ Π+, and so S+ certainly contains all positive roots in Φ (recall Def-
inition 6.1.17). It remains to show that S+ contains each negative root γ ∈ Φ. Writing
γ = −n1α1 − · · · − ndαd, it follows that we can reexpress it as

γ = r(−(α1 + · · ·+ αd)) + r1α1 + · · ·+ rdαd

for a sufficiently large positive integer r, and positive integers r1, . . . , rd. Thus indeed γ ∈ S+.

Example 6.2.10. Ad is the set of vectors {ei − ej, i ̸= j} ⊆ Rd. A set of simple roots is given by
Π = {ei − ei+1 : i ∈ [d]}; in this case −

∑
α∈Π α = ed − e1. It is straightforward to check that

S = {ei − ei+1 : i ∈ [d]} ∪ {ed − e1} ⊆ Ad satisfies the hypothesis of Theorem 6.2.8. This is the
set of roots implicitly used in [KO18].

7Recall Footnote 1.
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Remark 6.2.11. There are other choices of S besides our S from Equation (6.1) that satisfy the
condition of Theorem 6.2.8. These can be used to obtain slightly different constructions. For
example, referring to Figure 6.1 one see that in B2 one can take S = {α, β,−β − 2α}, or in G2

one can take S = {α, α + β,−2α− β}.
We will require the following (presumably known) fact:

Lemma 6.2.12. For i, j, d1, d2 ∈ N with char(F) > max(i, j), write d = id1 + jd2. Then

F[x]≤d = span{f igj : f ∈ F[x]≤d1 , g ∈ F[x]≤d2}.

where F[x]≤k represents the polynomials of degree at most k.

Proof. It suffices to establish that xe is in the span, for any e ≤ d. Express e = a1 + · · ·+ ai +
b1 + · · ·+ bj , with each a being a natural number at most d1 and each b being a natural number at
most d2. Now note that the monomial

xa1xa2 · · · xaixb1xb2 · · ·xbj (6.2)

becomes equal to xe if each indeterminate xc is substituted with xc. Next, we use the identity

xa1x2 · · · xai =
1

i!

∑
s∈{0,1}i

(−1)|s|+i

(
i∑

ℓ=1

sℓxaℓ

)i

,

with the constant 1
i!

being sensible in the field F since char(F) > i. (This is the “higher
order polarization identity”, or Ryser’s formula applied to the matrix where every row is[
xa1 xa2 · · · xai

]
.) Multiplying this against the analogous identity with the b’s (and us-

ing char(F) > j), we get that (6.2) can be expressed as a linear combination of multivariate
polynomials F iGj , where each F is a linear combination of xc’s with c ≤ d1 and each G is a
linear combination of xc’s with c ≤ d2. Now substituting xc = xc yields the desired univariate
expression for xe.

A key goal now is to establish the below Lemma 6.2.13. We remark that several times
it will use Lemma 6.2.12; in each application we will have “i” and “j” at most 3, less than
char(F) = p > 3 as required.
Lemma 6.2.13. Fix roots β ̸= −α and any d1, d2 ∈ N. Then

⟨Xα,d1 , Xβ,d2⟩ = ⟨Xiα+jβ,id1+jd2 : i, j ∈ N, iα+ jβ ∈ Φ⟩.

Proof. The inclusion ⊆ is immediate by taking (i, j) ∈ {(1, 0), (0, 1)}, so it suffices to prove
the reverse inclusion ⊇. The case β = α is trivial, so we may assume that α, β span some
2-dimensional subspace H . Let R := {iα + jβ ∈ Φ : i, j ∈ N}, a subset of the 2-dimensional
root system Φ′ = Φ ∩H . If R = {α, β} only then the lemma is immediate. Otherwise, R must
also contain α+β (using Fact 6.1.21) and hence Φ′ is isomorphic to A2, B2, or G2 as explained in
Remark 6.1.14. This allows us to classify the possibilities for R; with the assistance of Figure 6.1,
we see there are four cases, namely R = {α, β} ∪R′ for R′ equal to. . .

1. {α+β}, 2. {α+β, 2α+β}, 3. {α+β, 2α+β, α+2β}, 4. {α+β, 2α+β, 3α+β, 3α+2β}.
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In each case, we need to show for every γ = iα + jβ ∈ R′ that xγ(w) ∈ ⟨Xα,d1 , Xβ,d2⟩ for all
w ∈ F of degree at most d = id1+jd2. By virtue of Lemma 6.2.12 (and using char(F) > 3 ≥ i, j),
it suffices to show this for w’s that are linear combinations of field elements of the form tiuj ,
where t has degree d1 and u has degree d2. Further, since xγ(r + s) = xγ(r)xγ(s), it suffices to
handle w of the form ctiuj for arbitrary c ∈ Fp. Finally, it suffices to handle just one specific c ̸= 0,
because if xγ(ct

iuj) is in ⟨Xα,d1 , Xβ,d2⟩ then so too is its kth power xγ(ct
iuj)k = xγ(kct

iuj), and
kc varies over all Fp as k varies in N. We will always use a c which is the product of structure
constants Cα′,β′

i′,j′ , and such are never 0 in Fp because 1 ≤ |Cα′,β′

i′,j′ | ≤ 3 < p.
Summarizing, for fixed t, u ∈ F of degree at most d1, d2 (respectively), it suffices to show

the following in Cases 1–4: For each γ = iα+ jβ ∈ R′ we have xγ(ct
iuj) ∈ ⟨xα(t), xβ(u)⟩ for

some product of structure constants c.

Case 1: R′ = {α + β}. This case arises when Φ′ = A2 and ∠(α, β) = 120◦, or when
Φ′ = B2 and α, β are short roots with ∠(α, β) = 90◦, or when Φ′ = G2 and α, β are short
roots with ∠(α, β) = 60◦. We handle γ = α + β via the commutator formula [xα(t), xβ(u)] =

xα+β(C
α,β
1,1 tu).

Case 2: R′ = {α + β, 2α + β}, which arises for Φ′ = B2. We first treat the root γ = 2α + β.
By the commutator formula we have

[[xα(t), xβ(u)], xα(t)] = [xα+β(C
α,β
1,1 tu)x2α+β(C

α,β
2,1 t

2u), xα(t)].

In this latter commutator we can delete x2α+β(C
α,β
2,1 t

2u) because it commutes with the other two
elements. (This is since no root is a nontrivial N-linear combination involving 2α + β.) Thus

[[xα(t), xβ(u)], xα(t)] = [xα+β(C
α,β
1,1 tu), xα(t)] = x2α+β(C

α+β,α
1,1 Cα,β

1,1 t
2u). (6.3)

Thus γ = 2α + β is handled. As for γ = α + β, the commutator formula gives

[xα(t), xβ(u)] · x2α+β(−Cα,β
2,1 t

2u) = xα+β(C
α,β
1,1 tu)x2α+β(C

α,β
2,1 t

2u) · x2α+β(−Cα,β
2,1 t

2u)

= xα+β(C
α,β
1,1 tu),

and so γ = α + β is also handled (since we already know x2α+β(−Cα,β
2,1 t

2u) is in ⟨xα(t), xβ(u)⟩
via Equation (6.3)).

Case 3: R′ = {α+ β, 2α+ β, α+ 2β}. This case only arises for Φ′ = G2. We start by treating
γ = 2α + β. We have

[[xα(t), xβ(u)], xα(t)] = [xα+β(C
α,β
1,1 tu)y, xα(t)] for y = x2α+β(C

α,β
2,1 t

2u)xα+2β(C
α,β
3,1 tu

2),

and similar to Case 2 we can delete y from this commutator as it commutes with the other two
elements (by virtue of the height of 2α + β and α + 2β). Hence

[[xα(t), xβ(u)], xα(t)] = [xα+β(C
α,β
1,1 tu), xα(t)] = x2α+β(C

α,β
1,1 C

α+β,α
1,1 t2u)

and we’ve handled γ = 2α + β. The case of γ = α = 2β is similar. Finally the treatment of
γ = α + β is similar to Case 2; it follows from

[xα(t), xβ(u)]xα+2β(−Cα,β
3,1 tu

2)x2α+β(C
α,β
2,1 t

2u) = xα+β(C
α,β
1,1 tu).
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Case 4: R′ = {α+ β, 2α+ β, 3α+ β, 3α+ 2β}. This case only arises for Φ′ = G2. To reduce
clutter in this case, we will sometimes abbreviate xiα+jβ(ct

iuj) to xiα+jβ . We start with

[xα(t), xβ(u)] = xα+β · x2α+β · x3α+β · x3α+2β, (6.4)

which implies
[[xα(t), xβ(u)], xβ(u)] = [xα+β · x2α+β · x3α+β, xβ],

where we deleted the x3α+2β element since it commutes with everything else. Now since xβ

commutes with xα+β and x2α+β , we get

[xα+β · x2α+β · x3α+β, xβ] = [x3α+β, xβ] = x3α+2β = x3α+2β(C
3α+β,β
1,1 Cα,β

3,1 t
3u2),

where in the last step we explicitly wrote in the argument to x3α+2β that arises. Thus we have
handled γ = 3α + 2β. Taking care of γ = 3α + β is somewhat more tedious. Considerations
similar to the above lead us to

[[xα(t), xβ(u)], xα(t)] = [xα+β · x2α+β, xα],

which in turn equals

x2α+β(−Cα,β
2,1 t

2u) · [xα+β, xα] · x2α+β(C
α,β
2,1 t

2u) · [x2α+β, xα], (6.5)

where we explicitly wrote in the arguments to x2α+β that arise. We now observe that when the
commutator rule is twice applied in the above, the resulting elements are x2α+β ·x3α+2β ·x3α+β (first
commutator) and x3α+β (second commutator), and these all commute with the x2α+β(±Cα,β

2,1 t
2u)

in Equation (6.5). Thus said x2α+β(±Cα,β
2,1 t

2u) cancel out, and we end up deducing that

[[xα(t), xβ(u)], xα(t)] = x2α+β(C
α+β,α
1,1 Cα,β

1,1 t
2u)

· x3α+2β(C
α+β,α
2,1 Cα,β

1,1 t
3u2) · x3α+β((C

α+β,α
1,2 Cα,β

1,1 + C2α+β,α
1,1 Cα,β

2,1 )t
3u). (6.6)

Finally, we take one more commutator with xα(t). The latter two elements in the above commute
with xα(t) and thus may be deleted; we are left with

[[[xα(t), xβ(u)], xα(t)], xα(t)] = [x2α+β(C
α+β,α
1,1 Cα,β

1,1 t
2u), xα(t)]

= x3α+β(C
2α+β,α
1,1 Cα+β,α

1,1 Cα,β
1,1 t

3u).
(6.7)

Thus we have handled γ = 3α+ β. Since γ = 3α+ 2β has also been treated, we get γ = 2α+ β
from Equation (6.6), and then γ = α + β from Equation (6.4).

We may now complete our goal for this section:

Proof of Theorem 6.2.8. We first show that Xα = Xα,1 ⊆ XS for all α ∈ Φ. Since we are
assuming S+ = Φ, we can write α =

∑
β∈S nββ with nβ ∈ N. Then by Fact 6.1.21 we can write

α = pi1 +pi2 + · · ·+piℓ with pij ∈ S and where all prefix sums are roots. Clearly we may assume
that pj ̸= −(p1 + · · · + pj−1) does not occur for any j, as otherwise the first j terms could be
excised from the expression for α. Then by Lemma 6.2.13 it follows that Xpi1+pi2

⊆ ⟨Xpi1
, Xpi2

⟩,
Xpi1+pi2+pi3

⊆ ⟨Xpi1
, Xpi2

, Xpi3
⟩, and so on, eventually yielding Xα ⊆ ⟨Xβ : β ∈ Φ⟩.

Now suppose by induction on i ≥ 0 that Xα,2i ⊆ XS for all α ∈ Φ. By Fact 6.1.16, for any
root γ ∈ Φ we can write γ = α + β for some α, β ∈ Φ, and it follows from Lemma 6.2.13 that
Xγ,2i+2i ⊆ ⟨Xα,2i , Xβ,2i⟩. Thus indeed Xγ,2i+1 ⊆ XS , completing the induction.
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6.2.2 Structure of the links

In this section we describe the structure of the subgroups XT where T ⊆ S . This will be used to
show that the links of all faces of K are connected.

We will first need a “graded” version of Proposition 6.1.31.
Proposition 6.2.14. Fix any ordering ≺ of the roots Φ, and let Ψ ⊆ Φ be linearly independent.
Then the elements of XΨ are in 1-1 correspondence with expressions of the form

∏
γ∈Ψ+ xγ(tγ)

with xγ(tγ) ∈ Xγ,htΨ(γ) (and the product taken in order ≺).

Proof. We first prove that every expression of the given form is indeed in XΨ. Precisely, we show
by induction on h that XΨ contains all subgroups Xγ,h with h = ht(γ). The base case of h = 1 is
immediate. For general h, take any γ ∈ Ψ+ with height h and write γ = α + β with α, β ∈ Ψ+

of height smaller than h. (This is possible by Fact 6.1.21.) Now it follows from Lemma 6.2.13
that Xγ,ht(γ) = Xγ,ht(α)+ht(β) ⊆ ⟨Xα,ht(α), Xβ,ht(β)⟩, and this is in XΨ by induction.

We next show that every element in XΨ has a unique expression of the given form. In fact,
it suffices to show existence, since uniqueness follows from Proposition 6.1.31 (note that Ψ+

satisfies its hypotheses). Let us say that an expression of the form

xγ1(u1)xγ2(u2) · · ·xγm(um) (6.8)

with γi ∈ Ψ+ is well-bounded if each ui has degree at most ht(γi). The desired existence result is
that every z ∈ XΨ has a well-bounded expression as above, where γ1, . . . , γm list the elements
of Ψ+ in the order ≺. (We remark that it doesn’t matter whether we are allowing consecutive
duplicate γi’s in this list, since xγ(u)xγ(u

′) = xγ(u+ u′) and this preserves well-boundedness.)
To show this existence, it actually suffices to repeat the existence proof in Proposition 6.1.31.

At a high level, this works because that proof ultimately only uses the commutator formula, and
applications of the commutator formula preserve well-boundedness. That is, starting from an
arbitrary z ∈ XΨ, by definition we may express z as in Equation (6.8) with each γi ∈ Ψ and each
ui of degree at most 1. This is well-bounded. Then an application of the commutator formula
switches some consecutive xγ(u)xγ′(u′) to xγ′(u′)xγ(u)[xγ(u), xγ′(u′)], and this commutator is
the product of elements of the form xiγ+jγ′(Cγ,γ′

i,j ui(u′)j). But this product is indeed well-bounded,
presuming the former expression was well-bounded.

For completeness, we sketch why the existence result in Proposition 6.1.31 only relies on
the commutator formula. We prefer to first follow the existence result in [Car89, Thm. 5.3.3],
which assumes that the order ≺ is consistent with heights (meaning htΨ(α) ≤ htΨ(β) implies
α ≺ β). Under this assumption, we may repeatedly reorder consecutive products xγ(u)xγ′(u′)
whenever γ′ ≺ γ, as described above. Notice that the new products of elements of the form
xiγ+jγ′(Cγ,γ′

i,j ui(u′)j) that arise are have ht(iγ + jγ′) > ht(γ), ht(γ′). Because of this, and the
height-respecting property of ≺, this process must eventually terminate with a (well-bounded)
expression like Equation (6.8) where the roots γi are in the order ≺ (and any missing root γ ∈ Φ+

can be inserted via xγ(0)).
It remains to treat the case that the root order ≺ does not necessarily respect heights. For this

we appeal to [Ste16, Lem. 18], the associated component of the proof of Proposition 6.1.31. It says
that it suffices to check — when γ is a height-respecting order, and Ψ+ = {γ1 ≺ γ2 ≺ · · · ≺ γm}
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— that each subgroup of the form

Bi := Xγi,ht(γi) ·Xγi+1,ht(γi+1) · · ·Xγr,ht(γm)

is normal in XΨ. To see this, take a generic well-bounded expression

y = xγi(ti)xγi+1
(ti+1) · · ·xγm(tm)

in Bi and consider conjugating it by an arbitrary well-bounded expression w as in Equation (6.8).
We have w−1yw = y[y, w], and expanding the commutator yields a well-bounded expression
consisting only of xγ(v)’s where ht(γ) ≥ ht(γi). Now as in the previous argument, this may
be further rearranged into a well-bounded expression in Bi, showing that Bi is closed under
conjugation and hence normal.

We have the following immediate consequence:
Corollary 6.2.15. Let Ψ be a set of linearly independent roots. Then |XΨ| =

∏
α∈Ψ+

phtΨ(α)+1.

Importantly, |XΨ| can be bounded independently of m (where recall |F| = pm). This will
imply that a vertex in K belongs to just pO(1) faces where the O(1) does not depend on m.

The proceeding normal form result also helps us show the following:
Proposition 6.2.16. Let Ψ and Ψ′ be sets of linearly independent roots. Then XΨ∩XΨ′ = XΨ∩Ψ′ .

Proof. By Fact 6.1.20 we may choose a set Π of simple roots with Ψ ⊆ Π+. We apply
Proposition 6.2.14 to any g ∈ XΨ and h ∈ XΨ′ , writing them as g =

∏
α∈Ψ+ xα(tα) and

h =
∏

α∈Ψ′+ xα(uα) = U · L, where we have ordered h as a product U of root elements in
Π+ times a product L of root elements in Π−. Now supposing g = h, we get U−1g = L.
But by Proposition 6.1.32, the only way this equality can hold is if L = 1. Hence we have∏

α∈Ψ+ xα(tα) =
∏

α∈Ψ′+ xα(uα), where on both sides α is ranging in Π+; hence by uniqueness
of these expressions (assuming the products are taken in the same order), equality holds just when
tα = uα for all α. So the elements of XΨ ∩XΨ′ are exactly the elements of the form∏

α∈Ψ+∩Ψ′+

xα(fα)

where deg(fα) ≤ min(htΨ(α), htΨ′(α)). But note that Ψ+ ∩ Ψ′+ = (Ψ ∩ Ψ′)+ and htΨ(α) =
htΨ′(α) = htΨ∩Ψ′(α) for α ∈ (Ψ ∩ Ψ′)+ due to linear independence. So any such an element
belongs to XΨ∩Ψ′ (using Proposition 6.2.14 again), which proves the proposition.

Observation 6.2.17. In fact, Z ·XΨ∩Z ·XΨ′ = Z ·XΨ∩Ψ′ , where Z denotes the center of G(Φ,F).
The proof proceeds in the same fashion: Under the matrix identification of Proposition 6.1.32,
Z consists of diagonal matrices. Thus if D1U

−1g = D2L with D1 and D2 diagonal, L lower-
unitriangular and U−1g upper-unitriangular, we must have D1 = D2 and L = U−1g = 1. This
implies

∏
α∈Ψ+ xα(tα) =

∏
α∈Ψ′+ xα(uα), and the rest of the proof follows as before.

Combining Proposition 6.2.16 with Fact 6.1.9 lets us understand the structure of the links
in K:
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Theorem 6.2.18. Let σ ∈ K be a face of type T ⊊ S. Then the link of F is isomorphic to the
coset complex CC(XS\T ; (XS\T\{α} : α ∈ S \ T )).

Proof. For T = ∅, this is the combination of Theorem 6.2.8 and Proposition 6.2.9. Otherwise, by
virtue of Fact 6.1.9 it suffices to show that for any U ⊆ S,

HU =
⋂
α∈U

Hα =
⋂
α∈U

XS\{α} = XS\U .

But this follows from Proposition 6.2.16 after recalling (Remark 6.2.3) that S \ {α} is linearly
independent for any α.

Finally, whenever |T | ≤ d− 1 the sets S \ T \ {α} are nonempty, and so we may therefore
conclude using Fact 6.1.8:
Corollary 6.2.19. For all σ ∈ K(i) with i ≤ d− 2, Kσ is connected.
Remark 6.2.20. The fact that K and all of its links of dimension at most d− 2 are connected is
equivalent to saying that K is strongly gallery connected [KO18, Rem. 2.1].

6.2.3 Expansion of links
Definition 6.2.21. For α, β ∈ Φ with α ̸= −β we write CC(α; β) = CC(X{α,β}; (Xα, Xβ)).

It follows from Theorem 6.2.18 that the link of every (d−2)-dimensional face in our complex K
is isomorphic to CC(α; β) for distinct α, β ∈ S. The main goal of this section is to show that
the bipartite skeleton graphs of these CC(α; β) are good expanders. (For this we will not even
need to recall our specific choice of S .) Combined with Theorem 6.1.2 and the connectivity result
Corollary 6.2.19, it follows that all links of K are good expanders.

We begin with a simple observation:
Proposition 6.2.22. For α ̸= −β, the (skeleton of) CC(α; β) is a p2-regular bipartite (multi)graph.

Proof. From Fact 6.1.9, the link of a vertex in Xα,β/Xβ is isomorphic to CC(Xβ;Xα ∩Xβ) =
CC(Xβ; 1), where we used Proposition 6.2.16. But this is equivalent to saying the neighborhood
of a vertex in the skeleton is a set of size |Xβ| = p2 (recalling Corollary 6.2.15). The same
consideration holds for vertices in Xα,β/Xα.

The key idea we will use in understanding the expansion of the links CC(α; β) will be to look at
the graph-theoretic square, CC(α; β)2, of (the skeleton of) CC(α; β). Since CC(α; β) is connected
and bipartite, we know that its random walk matrix has isolated “trivial” eigenvalues of ±1, and
all other eigenvalues are between ±λ2(CC(α; β)). Thus if we exclude from CC(α; β)2 the “trivial”
eigenvalue 1, its maximum eigenvalue will be λ2(CC(α; β))2, the square of what we wish to
bound. In fact, since CC(α; β) is bipartite, CC(α; β)2 will have two disconnected components
corresponding to the two parts of CC(α; β). It is a simple and well-known linear algebra fact that
these two components have the same eigenvalues (possibly up to some eigenvalues of 0). Hence it
suffices for us to bound the eigenvalues of CC(α; β)2 on only one of the two sides, Xα,β/Xα or
Xα,β/Xβ .

As we will now show, whenever Φ ̸= G2, at least one of these two sides is an abelian Cayley
graph. (Interestingly, we do not know that both sides are.) Thus we can understand the eigenvalues
by elementary methods. We discuss a potential approach to handling the G2 case in ??.
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Theorem 6.2.23. Let α, β ∈ Φ ̸= G2, with α ̸= −β. Then the nontrivial eigenvalues of CC(α; β)2
are at most 2/p; hence λ2(Kσ) ≤

√
2/p for every σ ∈ K(d− 2).

Proof. When it is relevant, we will follow the convention of calling the shorter of the two roots α
and the longer β. Then, with foresight toward Case 3 below, we choose to study the Xα,β/Xα

side of CC(α; β)2.
By virtue of Proposition 6.2.14, we can describe coset representatives for Xα,β/Xα fairly

simply; fixing an ordering for the roots in which α is last, we can take as coset representatives
precisely those elements of the form

g =
∏

{xiα+jβ(tij) : (i, j) ∈ N× N \ {(1, 0)}, iα+ jβ ∈ Φ, deg(tij) ≤ i+ j}. (6.9)

Moreover, the p2 neighbors (counted with multiplicity) of vertex gXα in the squared (multi)graph
CC(α; β)2 are the following cosets:

(g · xα(f0) · xβ(f1))Xα, for f0, f1 ∈ F of degree at most 1.

Via the commutator formula one sees that the associated coset representatives are

g · xα(f0) · xβ(f1) · xα(−f0) = g · xβ(f1) · [xβ(f1), xα(−f0)]

= g · xβ(f1) ·
∏

i,j∈Z+
iα+jβ∈Φ

xiα+jβ(C
β,α
ij (−f0)

if j
1 ). (6.10)

By Remark 6.1.14, either α + β /∈ Φ, or the root subsystem of Φ spanned by α and β is
one of A2, B2, or G2. We will skip the case when α and β span G2, as it only arises when
Φ = G2. Now as in the proof of Lemma 6.2.13, we will do case analysis on the possible sets
R = {i, j : iα + jβ ∈ Φ}.

Case 1: R = {α, β}. If α + β /∈ Φ, then Xα and Xβ commute by Theorem 6.1.27, and it is
easy to check that CC(α; β) is in fact the complete p2-regular bipartite graph; hence the nontrivial
eigenvalues of CC(α; β)2 are all 0.

Case 2: {α, β, α+ β}. It was shown in [KO18], and alternatively in [HS19, Corollary 5.6], that
λ2(CC(α; β)) =

√
1/p; equivalently, the nontrivial eigenvalues of CC(α; β) are at most 1/p. Here

we give a different proof of this fact, the strategy of which will be generalized in Case 3.
From Equations (6.9) and (6.10) we have that a typical coset representative g = xβ(t01) ·

xα+β(t11) is connected in CC(α; β)2 to the following coset representatives, for f0, f1 ∈ F of
degree at most 1:

xβ(t01) · xα+β(t11) · xβ(f1) · xα+β(−Cβ,α
11 f0f1) = xβ(t01 + f1) · xα+β(t11 − Cβ,α

11 f0f1).

Reparameterizing with f2 = −Cβ,α
11 f0 (and recalling Cβ,α

11 ̸= 0), it is evident that CC(α; β)2 is an
abelian Cayley group, wherein each vertex is a pair (ℓ, q) with ℓ linear and q quadratic, hence
(ℓ, q) ∼= F5

p, and with edges involve adding a pair (f1, f1f2) for f1, f2 linear. With x denoting the
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field indeterminate, we can write f1 = a + bx and f2 = c + dx; then the Xα,β/Xα side of our
graph CC(α; β)2 may be identified as an abelian Cayley graph on F5

p with symmetric generating
set

{(a, b, ac, ad+ bc, bd) : a, b, c, d ∈ F4
p}.

Then it is well known that the eigenvalues of this graph are given by the exponential sums

E
a,b,c,d∼Fp

[
Expp(r1a+ r2b+ r3ac+ r4(ad+ bc) + r5bd)

]
= E

c,d

[
E
a

[
Expp(a · h(c,d))

]
E
b

[
Expp(b · h′(c,d))

]]
(6.11)

for r1, . . . , r5 ∈ Fp, where Expp(z) = e2πiz/p, and

h(c, d) = r1 + r3c+ r4d, h′(c, d) = r2 + r4c+ r5d.

Notice whenever the outcome c,d has h(c,d) ̸= 0, the quantity Ea

[
Expp(a · h(c,d))

]
inside

Equation (6.11) becomes 0. On the other hand, if h(c,d) = 0 then this quantity is 1. Similar
considerations hold for h′, and we conclude that the eigenvalue in Equation (6.11) is precisely

P
c,d
[h(c,d) = h′(c,d) = 0].

Of course if r1 = · · · = r5 = 0 then h, h′ are formally 0 and the above is the trivial eigenvalue
of 1. But otherwise, at least one of h, h′ is nonzero — say, h — and, being an affine linear
polynomial over Fp, it has Pc,d[h(c,d)] ≤ 1/d. This shows that indeed the nontrivial eigenvalues
of CC(α; β)2 are at most 1/p.

Case 3: R = {α, β, α + β, 2α + β}. As mentioned earlier, here we have named the shorter
root α and the longer root β. From Equations (6.9) and (6.10) we have that a typical coset
representative g = xβ(t01) · xα+β(t11) · x2α+β(t21) is connected in CC(α; β)2 to the following
coset representatives, for f0, f1 ∈ F of degree at most 1:

xβ(t01) · xα+β(t11) · x2α+β(t21) · xβ(f1) · xα+β(−Cβ,α
11 f0f1) · x2α+β(C

β,α
12 f 2

0 f1)

= xβ(t01 + f1) · xα+β(t11 − Cβ,α
11 f0f1)) · x2α+β(t21 + Cβ,α

12 f 2
0 f1).

(We remark that had we looked at the Xα,β/Xβ side of CC(α; β)2, we would not have gotten all of
the commutativity in the above calculation.) Reparameterizing again with f2 = −Cβ,α

11 f0, this is

xβ(t01 + f1) · xα+β(t11 + f1f2) · x2α+β(t21 + Cf1f
2
2 )

for some constant C ̸= 0 in Fp. Similar to Case 2, we see that this is an abelian Cayley graph on
F9
p with symmetric generating set

{(a, b, ac, ad+ bc, bd, Cac2, C(bc2 + 2acd), C(2bcd+ ad2), Cbd2) : a, b, c, d ∈ Fp}.
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As before, the eigenvalues of this graph are given by

E
a,b,c,d∈Fp

[
Expp(r1a+ r2b+ r3ac+ r4(ad+ bc) + r5bd+ r6Cac2+

r7C(bc2 + 2acd) + r8C(2bcd+ ad2) + r9Cbd2)
]

= E
c,d

[
E
a

[
Expp(a · h(c,d))

]
E
b

[
Expp(b · h′(c,d))

]]
, (6.12)

for all r1, . . . , r9 ∈ Fp, where

h(c, d) = r1 + r3c+ r4d+ Cr6c
2 + 2Cr7cd+ Cr8d

2,

h′(c, d) = r2 + r4c+ r5d+ Cr7c
2 + 2Cr8cd+ Cr9d

2.

The argument is now the same as in Case 2, except we reason that if h is nonzero, then
Pc,d[h(c,d)] ≤ 2/p by Schwarz–Zippel, since now h is quadratic.

Remark 6.2.24. When Φ = G2 two other graphs can arise as CC(α; β). The squares of these
graphs are not Cayley graphs of abelian groups, and so the previous approach fails. For complete-
ness we now give explicit description of the squared graphs CC(α; β)2 restricted to the vertices on
the side Xα,β/Xα.

From Figure 6.1 we see that if α, β ∈ G2 and α + β ∈ G2 then ∠(α, β) ∈ {60◦, 120◦, 150◦}.
If ∠(α, β) = 60◦ or if ∠(α, β) = 120◦ and α and β are long roots, the analysis is the same as in
Case 2 of the previous proof. There are two remaining cases: (I) α and β are simple roots and
∠(α, β) = 150◦ as in Figure 6.1; (II) ∠(α, β) = 120◦ and α and β are short roots.

Case I: ∠(α, β) = 150◦. From Equation (6.9), a typical coset representative in Xα,β/Xα is

g = xβ(t01) · xα+β(t11) · x2α+β(t21) · x3α+β(t31) · x3α+2β(t32)

with deg(tij) ≤ i+ j. By Equation (6.10), the neighbors of this coset representative in CC(α; β)2
are parameterized by

g · xβ(f1 − t01) · [xβ(f1 − t01), xα(−f0)]

for all f0, f1 of degree at most 1. Using Proposition 6.1.30, one can show that this is the multigraph
with vertices (t01, t11, t21, t31, t32) whose neighbors are parameterized by

(f1 + t01,−f0f1 + t11, f
2
0 f1 + t21,−f 3

0 f1 + t31,−f1(t31 + 3t21f0 + f 3
0 f1) + t32).

Case II: ∠(α, β) = 120◦. A typical coset representative in Xα,β/Xα is

g = xβ(t01) · xα+β(t11) · x2α+β(t21) · xα+2β(t12),

where deg(tij) ≤ i+ j. The neighbors of this coset representative are parameterized by

g · xβ(f1 − t01) · [xβ(f1 − t01), xα(−f0)]

for all f0, f1 of degree at most 1. Using Proposition 6.1.30, one can show that this is the multigraph
with vertices (t01, t11, t21, t12) whose neighbors are parameterized by

(f1 + t01,−2f0f1 + t11, 3f
2
0 f1 + t21, 3f1(t11 + f0f1) + t12).
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6.3 Concluding

Finally we can prove Theorem 6.2.6.

Proof of Theorem 6.2.6.

1. By Theorem 6.1.34, we have |G(Φ,F)| = pΘ(m). By Corollary 6.2.15, the subgroups Hα

have size at most pO(1). (Here the Θ(·) and O(·) depend only on Φ.) Hence there are pΘ(m)

total cosets, and the claim that |K(0)| = pΘ(m) follows. Note that as m increases by 1, the
size of the complex grows by a constant factor pO(1); thus we have the linear growth in size
needed for a strongly explicit family, and the exact number of vertices n can be computed
efficiently in poly(m) = polylog(n) time (by Theorem 6.1.34). The resulting family is
strongly explicit thanks to Theorem 6.1.35: one can and construct all the group elements in
G(Φ,F) efficiently, one can identify the vertices (cosets) explicitly and naively by listing
all their elements (recall each Hα has constant size), and one can compute the complex’s
adjacency structure (e.g., list all maximal faces to which a given vertex belongs) thanks to
the efficient (poly(m) = polylog(n) time) group arithmetic from Theorem 6.1.35.

2. Again, by Corollary 6.2.15 the subgroups Hα have size at most pO(1). The number of
maximal faces containing a vertex is therefore at most pO(1)·(d+1) = pO(1).

3. This is Corollary 6.2.19.
4. This is Theorem 6.2.23.
5. From Proposition 6.2.16,

⋂
α∈S Hα = {1}. The claim then follows from Fact 6.1.6. In

addition, by Observation 6.2.17 we have that
⋂

α∈S ZHα = Z, and so in the quotient group
G(Φ,F) the subgroups HiZ/Z intersect trivially. Hence we also get a simply-transitive
action for the adjoint Chevalley groups.

6.4 Expansion of the G2 complex

As mentioned in Remark 6.2.24, the above methods do not work to show that the 2-dimensional
complexes obtained from our construction for G(G2,F) yield HDX families, either in the case
S = {α, β,−α − β} (as we selected in Definition 6.2.2) or in the alternative case S = {α, α +
β,−2α − β} mentioned in Remark 6.2.11. The issue is that the resulting link graphs are not
Cayley graphs of abelian groups. We note that this latter case with S = {α, α + β,−2α− β} is
particularly appealing, as all vertex links are isomorphic (i.e., the 1-skeleton is a graph of constant
link). Additionally, to the best of our knowledge none of the links in this case arise in previous
HDX constructions. This is in contrast to our other constructions, which always contain some
links isomorphic to those studied in [KO18].

One approach to prove the expansion of these links is to count the number of closed walks of
some fixed length k in one side of their square, which (by the trace method) equals the sum of
the kth powers of the eigenvalues of their adjacency matrices. By Remark 6.2.24, the number of
length-k paths starting and ending at a fixed vertex on the side Xα,β/Xα equals the number of
solutions to the following systems of equations, corresponding to the first and second cases in
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Remark 6.2.24, respectively:

0 =
k∑

i=1

gi =
k∑

i=1

figi =
k∑

i=1

f 2
i gi =

k∑
i=1

f 3
i gi =

k∑
i=1

−gi(f
3
i gi +

i−1∑
j=1

(f 3
j gj + 3f 2

j gjfi)),

0 =
k∑

i=1

gi =
k∑

i=1

figi =
k∑

i=1

f 2
i gi =

k∑
i=1

gi(figi − 2
i−1∑
j=1

fjgj).

Here fi and gi are linear polynomials in Fp[x]. The graphs corresponding to the first and second
systems have pn vertices, where n = 20 and n = 13, respectively. Therefore if for some
particular k one could bound the number of solutions to either of these by, say, p4k−n + p3.99k,
expansion of the corresponding complexes would follow. To show this it would suffice to show
that the varieties defined over C by these systems are irreducible and of dimension at most 4k−20
in the first case, or 4k − 13 in the second case, for some k. This seems potentially tractable for a
computer algebra system.

In this section, we give a proof of the expansion of our second construction obtained from
the group G2(q). The method we use is very powerful and can be applied to all of our other
constructions as well.
Definition 6.4.1. The Schmidt rank r(f) of f ∈ F[X]d is the minimum r such that f =

∑r
i=1 gihi

where gi and hi have degree less than d. The Schmidt rank of a collection of polynomials is
defined as the minimum Schmidt rank of any nontrivial linear combination of polynomials in the
family.
Theorem 6.4.2. [KZ20, Proposition 3.1] Let F = {f1, . . . , fℓ} be polynomials over Fp in s
variables of degree at most d < p. Then for all t, there exists c = c(d, ℓ, t), independent of p and
s and depending polynomially on ℓ and t, such that if r(F) > c, then for all y ∈ Fℓ

p,

|#{x ∈ Fℓ
p : fi(x) = yi} − ps−ℓ| ≤ ps−ℓ−t.

This theorem belongs to line of work beginning with that of Green and Tao [GT07], who
gave a non-quantitative bound on the function c. Subsequent work by Kaufman and Lovett gave
Ackermann-type bounds. The fact that one can take c to be polynomial is due to a result of
Milićević [Mil19]; work of Janzer also gave a slightly weaker result with dependence on |F|.
These theorems are typically stated for a single polynomial, but using straightforward Fourier
analysis the above result can be established.

Now, recall that to showing the expansion of one of our G2 constructions could be reduced to
counting the solutions to

k∑
i=1

gi =
k∑

i=1

figi =
k∑

i=1

f 2
i gi =

k∑
i=1

gi(figi − 2
i−1∑
j=1

fjgj) = 0 (6.13)

where fi, gi ∈ Fp[x]≤1. These correspond to the number of closed walks from one vertex to itself
in the square of the bipartite link graph. We would like to show that this is at most p4k−4+o(p4k−4).
To do so, we will show that this system of polynomials has Schmidt rank Ω(k). By applying
Theorem 6.4.2 we will conclude that the number of closed walks is at most p4k−4 + p4k−4−kδ for
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some δ > 0. We next show that it suffices to show that the “unlifted” system of equations where
fi, gi are field elements has high Schmidt rank.
Definition 6.4.3. Let f be homogeneous of degree d. For j ≤ d, let Lj(f) ∈ F[xij : 1 ≤ i ≤
n, 0 ≤ j ≤ 1] be the coefficient of tj in f(x1,0 + x1,1t, . . . , xn,0 + xn,1t) ∈ F[X, t].

Note that Lj(f) has the same degree as f . Also note that Lj is a linear map on the space of
polynomials, and acts on monomials via Lj(

∏n
i=1 x

αi
i ) =

∑
β<α,|β|=j

∏(αi

βi

)
xαi−βi

i,0 xβi

i,1. It follows
from this formula that Lj is invertible in characteristic bigger than

(
d
j

)
; explicitly, (Lj)

−1xi,j =(
d
j

)−1
xi.

Definition 6.4.4. Given a set of homogeneous polynomials F = {f1, . . . , fm} ⊆ F[x1, . . . , xn],
let L(F ) = {Lj(fi) : j ≤ deg(fi)}.

Note that solutions to a lifted system correspond to solutions to the original system where the
variables are interpreted as polynomials of degree at most 1.
Lemma 6.4.5. Let F = {f1, . . . , fm}. If char(F) > 2d, then r(L(F )) ≥ d−1 · r(F ).

Proof. Suppose that r(L(F )) = r. If r = 0 the claim is trivial so assume r > 0. By definition,
there exists g =

∑
1≤i≤m,0≤j≤deg(fi)

λijLj(fi) ∈ span(L(F )) nonzero and with r(g) = r, so g =∑r
i=1 PiQi where deg(Pi) and deg(Qi) are at most deg(g). Pick any j such that

∑
i λijLj(fi) ̸= 0.

Substitute xi,j := xi,jt
j for all i, j. Note that the coefficient of tj equals

∑
i λijLj(fi). Since

|F| ≥ d ≥ t, we can interpolate this coefficient and find that r(
∑

i λijfij) ≤ rd. Now by
substituting xij :=

(
d
j

)−1
xi in this decomposition, we find that r(

∑
i λij

(
deg fi

j

)−1
fi) ≤ rd. The

linear combination on the left hand side is nontrivial because r(L(F )) > 0 implies the elements
in F are linearly independent. We have shown that the rank of a nontrivial linear combination of
the elements in F is at most rd, so the claim follows.

By Lemma 6.4.5, it suffices to prove a lower bound on r(F ). Furthermore, it suffices to
do so over F. To do so we’ll use the following well-known bound on r(f). Let Sing(f) =
V (∂1f, . . . , ∂nf) denote the singular locus of f .
Proposition 6.4.6. [LZ22, Claim 2.2] 2 · r(f) ≥ Codim(Sing(f)).
Theorem 6.4.7. For p > 3 and sufficiently large k, the Schmidt rank of the system Equation (6.13)
with fi, gi ∈ Fp is at least k/6.

Proof. Let F be as in Equation (6.13). By the previous proposition, it suffices to show that
over F, Codim(Sing(f)) is large for any nonzero f in the span of F . It is not difficult to show
this for any linear combination not involving the last two equations, so we only consider linear
combinations involving the last two equations.

Let f =
∑k

i=1 x
2
i yi, g =

∑k
i=1 yi(xiyi − 2

∑i−1
j=1 xjyj). Let h = c1f + c2g be a nontrivial

linear combination of f and g. Consider the variety defined by {∂xi
g = 0}ki=1. We claim that this

has codimension k. To see this, consider the ordering on monomials given by m(xαyβ) = |β|.
Note that the leading monomials of the defining equations are given by y21, y

2
2, . . .; since these

are mutually coprime, by Buchberger’s first criterion these equations form a Gröbner basis
[CLO13, Chapter 2, Theorem 6]. Since the largest subset S of variables with the property that no
leading monomial depends only on the variables in S is given by S = {x1, . . . , xk}, it follows
that the codimension of this variety is k. Therefore by Proposition 6.4.6, r(f) ≥ k/2.
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Corollary 6.4.8. Let Xp,k denote the number of solutions to Equation (6.13) with fi, gi ∈ Fp[X]≤1.
Then for p > 3 and sufficiently large k,

|Xp,k − p4k−13| ≤ p4k−13−pδ .

Proof. By Theorem 6.4.7, and Lemma 6.4.5 we conclude that r(F ) ≥ k/6. The theorem then
follows by Theorem 6.4.2.
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