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Abstract

The emergence of edge computing introduces new complexity in the creation of distributed mobile
applications. Application designers can now deploy application functionality in three or more
tiers of compute infrastructure to optimize bandwidth, latency, cost, user experience and privacy
for their users and their own operations. However, the diversity of edge and cloud computing
resources, networks and end devices challenges the designer’s ability to make efficient distribution
choices. Tools to support this design task are in their infancy. This paper presents our work
in creating a simulation framework for measuring and modeling edge computing infrastructure
as a tool for application characterization. It uses a specially instrumented client application, the
AdvantEDGE edge emulation platform, physical cloudlets and commercial LTE networks to gather
application and infrastructure measurements that inform design decisions.
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1 Introduction
Edge computing [1] brings the promise of enabling new edge-native applications [2] that need low
latency and high bandwidth connections to mobile and wired edge devices to achieve acceptable
user experience. It has been shown [3] that without edge computing, end-to-end network latency
can exceed 150ms.1 Many connected user devices such as cell phones, cameras, vehicles, etc.,
referred to as user equipment (UE) by the telecommunications industry, produce data volumes
that exceed the viable economic costs and acceptable transport times to transfer from the UE
to a remote cloud. The traditional approach to managing these challenges has been to deploy
application functionality on the UE that mitigates the need to transfer data to the cloud. For
example, traditional mobile gaming typically implements the majority of game functionality on
the UE with only time-insensitive tasks implemented in the cloud. Similarly, smart cameras may
perform cropping, downsampling and encoding functions on incoming streams in order to reduce
the transferred bitrate.

These techniques can meet the needs of many applications but, for others, the application
experience quality can be inadequate. In gaming, for example, lighting effects may be of low
quality due to the processing limitations of the UE graphics processing unit (GPU). A computer
vision application may become less accurate when a highly compressed bitstream is sent to the
cloud for processing.

Edge computing offers a solution to these problems by reducing the physical network distance
and the number of network hops from the device to nearby application computing resources. An
edge-native application is one that is designed to take advantage of attributes that this closer
placement provides: low latency, bandwidth scalability, privacy-preservation and WAN-failure
resiliency. Figure 1 shows the architecture of a typical edge-native mobile application. In this
model, the application developer can specify what functionality is deployed on the UE, the nearby
edge computing cloudlet [4] and in the remote data center.

Figure 1: Mobile Distributed Application Architecture

The tradeoffs of this choice are shown qualitatively in Figure 2. Deployment design may be
static (i.e., determined at design time) or dynamic (i.e., determined during runtime). In a dynamic
model, the application responds to changes in operating characteristics by a) throttling certain
aspects of the application to reduce its load on the end-to-end system or b) moving functionality
from one tier to another. Content delivery networks (CDNs) [5] provide simple examples of both

1This number excludes the application processing time at the client and server.

1



cases. The “static” CDN design moves large scale video streaming functionality from a central
video repository to video caches distributed to network edges. Then, at runtime, in response to
poor throughput to UEs, these video caches use techniques like HTTP Live Streaming (HLS) [6]
and MPEG-DASH [7] to dynamically reduce the transmitted bandwidth from the edge node to the
UE (at a reduced video quality but with fewer streaming delays). More complex and performance
sensitive applications have more difficult design choices. For example, an edge-native multiplayer
game must optimize for individual user experience and for player interaction experience.

Figure 2: Application Design Tradeoffs

These choices are significantly complicated by several infrastructure related factors:

� Commercial mobile networks are diverse and their topologies and characteristics are
generally opaque to application designers.

� Edge computing networks are new, non-standardized and sparsely deployed at this time.

� The resources available at each cloudlet are limited and shared with other users.

� Different mobile UEs have widely varying capabilities and features.

This report introduces a simulation framework that can provide edge-native application
designers key insight for making static and dynamic deployment decisions. It can also provide
edge computing network designers with insight into cloudlet sizing, placement and interconnect.
This framework is then used to evaluate four edge-native application challenges:

1. Emulating different carrier interexchange architectures to simulate how cloudlets and
interexchange point placement affects application experience.

2. Simulating the impact of cloudlet placement on application performance.

3. Characterizing existing commercial mobile networks to understand how “black box” real
networks impact application experience.

4. Visualizing virtual scenarios using the real world characterizations.
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The report is structured as follows:

� Section 2 gives more background and related work.

� Section 3 describes the simulation framework.

� Section 4 shows the simulation results of the above scenarios.

� Section 5 discusses these results, conclusions and areas for further work.

2 Background and Related Work
This work builds on research and industry efforts in several areas.

� Edge-native applications are the raison d’être for edge computing. Understanding how
these applications operate in edge computing networks is fundamental to designing both the
applications and the networks that support them.

� Edge Network Optimizations are static and dynamic methods for allocating work between
UE, cloudlet and cloud. In particular, others have, like us, used simulation and emulation to
assist in these decisions.

� Edge and Mobile Network Measurement gathers the key metrics from real and simulated
environments to enable the monitoring, analysis and control of those networks.

� Application Quality of Experience Measurement is the method for determining whether
a system provides an adequate experience to its users.

2.1 Edge-Native Applications
The literature and press call out many applications across many industries that can benefit from
edge computing networks. [2] defines the concept of edge-native applications and points to
a number of specific edge-native applications. When examined by their characteristics, most
applications fall into one of the following four categories. See Figure 3.

1. Single User Interactive – These applications involve a single user interacting through a
mobile UE with a distributed application service. Although many users may use the service
simultaneously, interaction between users is negligible. Examples include many augmented
reality applications like wearable cognitive assistance [8] and virtual desktop infrastructure.
The user experience for these applications is generally measured by response time and visual
quality. This report focuses on applications in this category.

2. Multi User Interactive – These applications retain many of the characteristics of single
user interactive applications but add significant interaction between users. Examples include
multi-player gaming and video conferencing. User experience is still measured by response
time and visual quality but delivering acceptable performance is complicated by the potential
for collaborating users to be serviced by different cloudlets and mobile carriers.
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3. Edge Analytics– These applications involve data collection and processing from distributed
UEs to gain understanding and insight that can drive operational action. Often, transferring
raw collected data to a centralized location is cost or transfer latency prohibitive or
is unacceptable due to privacy concerns. Examples include intelligent processing of
surveillance videos and distributed federated machine learning [9]. User experience is driven
by the cost and time to insight from gathered data.

4. Internet of Things (IOT) Sensor – These applications aggregate connections from many
distributed sensor and actuator UEs to provide control or control-assist and data analysis
and collection functions. Examples include autonomous vehicles and distributed traf�c
monitoring services. User experience is driven by the response time for control functions
and the cost and time to insight for analytics functions.

Figure 3: Edge-native Application Categories

This list excludes operator and operations related applications such as �rewalls, traf�c control
and routing and other virtual network functions (VNF) [10]. It instead focuses on value-added
services where an external consumer or business user gains a tangible and visible bene�t from use
of the service. While VNFs may exhibit similar characteristics to these applications (e.g., a virus
scanning VNF may behave similarly to an edge analytics application), those applications were not
considered as part of this work.

2.2 Edge Network Optimization

There is a large and growing body of research on allocating computing tasks across multi-tier
device-edge-cloud application architectures. Much of this work focuses on scheduling-centric
approaches that use dynamic network and application information to selectively execute atomic
application tasks on different processing elements in the architecture [11], [12], [13]. Other work
takes an empirical approach to optimize speci�c application types (cloud gaming, multimedia) at
design time or run time (c.f., [14], [3], [15]).
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This report focuses on the use of simulation and emulation to inform design or run time task
distribution trade-offs. This approach can be used in concert with the other approaches. We take
an application designer-centric perspective in the belief that, unless the designer can create an
acceptable user experience, the overall ef�ciency of system wide optimization won't matter. A few
others have used an approach similar to ours to combine simulation, emulation and application
quality of experience optimization (c.f., [16], [17] and [18]).

2.3 Edge and Mobile Network Measurement

There is a long history of work in measuring the performance of networks in delivering quality
of service to network users. Much of this work focuses on measuring and modeling the core
network characteristics of latency, jitter, packet loss and throughput. This work provides a strong
foundation for understanding how networks behave and can be readily applied to simulation design
and execution (c.f., [19], [20], [21] and [22]). Many of the basic models from these works are
applied in our simulations and in the AdvantEDGE emulation platform that we used.

2.4 Application Quality of Experience Measurement (QoE)

Application Quality of Experience [23] is the measurement of how well the user perceives the
application to be performing. QoE measurement is application speci�c and can be quite dif�cult
to de�ne precisely. For most applications, a subjective QoE de�nition (e.g., visual inspection or
Mean Opinion Score) must be transformed into an objective measure (e.g., Round Trip Time) to
allow application design and test to be automated. This transformation requires the designer to
determine which application characteristics drive the subjective measurement and de�ne a speci�c
set of metrics for those characteristics. QoE automation can also be complicated by an application's
need for a human user to perform application tasks during the automation (aka,a human-in-the-
loop). Some have created simulated users who randomly perform the required actions (c.f., [24]).
This approach can greatly improve the scalability of simulations but make it dif�cult to correlate
objective and subjective QoE measures.

3 Simulation Framework

Our simulation framework is depicted physically in Figure 4 and logically in Figure 5.2 The
framework provides an environment that models Figure 1 in a way that allows for experimentation.
This section describes this framework while Section 4 shows the results of using the framework to
test various scenarios. The framework consists of the following components:

� Section 3.1 Physical Infrastructure

� Section 3.2 Network Emulation Platform

� Section 3.3 Instrumented Client Application

2In this report, the termsimulationmeans the execution of a test scenario on the framework described in this
section.Emulationmeans the use of AdvantEDGE platform to emulate a mobile wireless network.
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� Section 3.4 Simulation Automation Engine

� Section 3.5 Data Management and Analysis System

Figure 4: Framework Physical Architecture

Figure 5: Framework Logical Architecture

The following sections provide a description of each component.
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3.1 Physical Infrastructure

The physical infrastructure for the simulation framework is built on the Living Edge Lab [25]
infrastructure at Carnegie Mellon University in Pittsburgh, Pennsylvania. It consists of three
independent but interconnected wireless networks, a cloudlet and a set of mobile UEs. The three
wireless networks are:

1. An in-builiding WiFi network connected to a wired LAN network. The cloudlet is also
connected to the same wired LAN.

2. An outdoor private LTE network that is directly �ber connected to the wired LAN. The
Private LTE wireless core resides on the same wired LAN.

3. Local commercial public LTE networks from AT&T and T-Mobile that are connected
through a remote commercial interexchange point to the LAN.

Due to technical issues, the simulations described in Section 4 were done using the WiFi and
public LTE networks.The WiFi network was used for the purely emulated testing as it introduced
the minimum real network latency to the end-to-end application pipeline (< 3ms). The public
LTE network was used for the real world measurement cases. Using this network had the
advantage of providing measurements from an operational commercial network, however the lack
of local breakout meant that traf�c between client and cloudlet travelled out of the metro area and,
therefore, experienced an additional 20-40ms of one way network latency.

The cloudlet is a single node IntelR
 Core
TM

i7-6700 CPU @ 3.40GHz with an NVIDIA
GeForce GTX 1060 3GB GPU.The server-side simulation framework and test application run on
the cloudlet. The client UEs are android smartphones including a Samsung Galaxy S8 and an
Essential PH-1.

3.2 Network Emulation Platform (AdvantEDGE)

The simulation framework is centered around the AdvantEDGE platform [26]. AdvantEDGE is
a mobile edge emulation platform that runs on Docker and Kubernetes. AdvantEDGE provides
an emulation environment that enables experimentation with edge computing technologies,
applications, and services. The platform facilitates exploring edge deployment models and their
impact on applications and services in short and agile iterations.

AdvantEDGE enables the user to de�ne scenarios that include:

� A network topology of cloudlets, clients, wireless points of access, zones and UE

� Network characteristics for each element including latency, jitter, packet loss and throughput

� Network and mobility events to change network characteristics and the location of UE and
cloudlets during simulation run time

It allows the connection of real cloudlet and UE applications so that simulation can capture the
impact of network design on application performance. It also supports event scripting, collection
of measurements in an of�ine In�uxDB time series database and real time Grafana dashboards.
This combination makes it a powerful platform for edge network simulation. These capabilities
were all used in the scenarios discussed below.
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