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Abstract

Thanks to the rise and maturity of “Big Data” technology, the availability of
big datasets on distributed computing systems attracts both academic researchers
and industrial practitioners to apply more and more sophisticated machine learn-
ing techniques on those data to create higher value. Machine learning train-
ing, which summarizes the insights from big datasets as a mathematical model,
is an essential step in any machine learning application. Due to the growing
data size and model complexity, machine learning training demands increas-
ingly high compute power and memory. In this dissertation, I present techniques
that schedule computing tasks to utilize network bandwidth, computation, and
memory better to improve training time and scale model size.

Machine learning training searches for optimal parameter values that max-
imize or minimize a particular objective function by repetitively processing the
training dataset to refine these parameters in small steps. During this process,
properly bounded error can be tolerated by performing extra search steps. Bounded
error tolerance allows trading off learning progress for higher computation through-
put, for example, by parallelizations that violate sequential semantics, and such
trade-offs should be made carefully. Widely used machine learning frameworks,
such as TensorFlow, represent the complex computation of a search step as a
dataflow graph to enable global optimizations, such as operator fusion, data lay-
out transformation, and dead code elimination. This dissertation leverages bounded
error tolerance and the intermediate representation of training computation,
such as dataflow graphs, to improve training efficiency.

First, I present a communication scheduling mechanism for data-parallel
training that performs fine-grained communication and value-based prioritiza-
tion for model parameters to reduce inconsistency in parameter values for faster
convergence. Second, I present an automated computation scheduling mecha-
nism that executes independent update computations in parallel with minimal
programmer effort. Communication scheduling achieves faster convergence for
data-parallel training, and when applicable, computation scheduling achieves
even faster convergence using much less network bandwidth. Third, I present a
mechanism to schedule computation and memory allocation based on the train-
ing computation’s dataflow graph to reduce GPU memory consumption and en-
able training much larger models without additional hardware.
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Chapter 1

Introduction

In the early 2000s, the Google File System (GFS) [61] and the MapReduce system [51] showed
that it is possible to store and process hundreds of TBs of data using thousands of machines
that are composed on commodity hardware. Built on top of GFS, BigTable [29] supports
efficient storage and retrieval of semi-structured data. Inspired by these systems, many
open-source systems such as Hadoop (including HDFS) [4], HBase [5], and Spark [13], made
this cost-effective solution available for the whole Internet industry. The availability of big
datasets and distributed computing enabled machine learning techniques to be applied at
increasingly larger scales, supporting more powerful applications. Compared to other data
center applications, machine learning applications feature heavy and diverse mathematical
computation, iterative processing, frequent and large volumes of network communication,
and tolerance to bounded error. These distinctive characteristics present unique challenges
and opportunities that call for new software systems. Below we briefly discuss some exam-
ple applications of large-scale machine learning to motivate the need for machine-learning-
specific software systems.

Ad click prediction. Online advertising typically relies on ad click prediction to serve ads
to a proper audience to maximize profit. A natural approach to predicting the probability
that an ad will be clicked if it is shown is logistic regression [111]. The logistic regression
model, which is parameterized by a weight vector w of up to billions of dimensions and a
bias b, takes a feature vector x as input and outputs a probability (Eq. 1.1).

p(xi) = σ(w · xi + b) (1.1)

The logistic regression model can be learned by optimizing a cross-entropy loss (Eq. 1.2,
where y is the binary label) using different optimization algorithms, such as stochastic gra-
dient descent (SGD) and coordinate descent. SGD repeatedly computes the model’s predic-
tions for a small subset of observations (called a mini-batch) and updates the model param-
eters based on the difference between predictions and actual labels until the loss value stops
improving, i.e., convergence.
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arg min
w,b

L(w, b) = arg min
w,b

n∑
i=1

yi · log(p(xi)) + (1− yi) · log(1− p(xi)) (1.2)

Recommender systems. Due to the enormous size of their inventory, online shopping, and
video streaming services, such as Amazon and Netflix, require personalized recommenda-
tion to help their customers find relevant merchandise or interesting videos [63]. Recom-
mendation systems are popularly built using a matrix factorization model. Given a large
(and sparse)m×nmatrix V (e.g., the user-item rating matrix in recommender systems) and
a small rank r, the goal of MF is to find an m × r matrix W and an r × n matrix H such
that V ≈ WH , where the quality of approximation is defined by an application-dependent
loss function L. TheW andH matrices can be solved by optimizing a nonzero squared loss
(Eq. 1.3)

arg min
W,H

LNZSL = arg min
W,H

∑
i,j:Vij 6=0

(Vij − [WH]ij)
2 (1.3)

Topic modeling. Topic modeling discovers the hidden topics of documents and is pop-
ularly used in online advertising, search engines, and recommendation systems. Latent
Dirichlet Allocation (LDA) [26] has become the most popular model for topic modeling.
The core of LDA is a topic distribution for each document and a word distribution for each
topic. The most commonly used learning algorithm for LDA is collapsed Gibbs sampling,
which learns the two distributions to maximize the likelihood of a model given the collec-
tion of documents. The collapsed Gibbs sampling algorithm sequentially samples a new
topic for each word based on the current distributions and updates the distributions ac-
cordingly until the likelihood of the model stops improving.

Image classification. Deep learning has quickly become the most popular class of machine
learning models in the past few years. The first widely successful application of deep learn-
ing is image classification [72, 94]. Given an input image, an image classifier outputs a la-
bel for that image, e.g., whether the image shows a cat or not. Today, image classifiers are
commonly built using convolutional neural networks, which consist of many computation
layers, and each with its parameters. The parameters in a convolutional neural network
are commonly learned using stochastic gradient descent by minimizing a loss function that
reflects the inaccuracy of the classifier.

Other applications of deep learning. Besides image classification, deep learning has been
applied to improve the performance of existing machine learning applications and solve
new problems. For example, many ad click prediction systems [70] and recommendation
systems today are enhanced by deep learning [37, 43]. Deep learning achieved real-world
success in many other applications, including, just to name a few, large-scale video ana-
lytics [79, 87, 166], machine translation [162], automatic email composition [30] and au-
tonomous driving [53].
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1.1 Characteristics of Machine Learning Training Computation

The above examples show many different models and learning algorithms, but they also
share some common characteristics. More importantly, these characteristics are generally
shared by typical machine learning training programs and can be leveraged to improve the
execution efficiency of those programs.

Objective 
function 
value

Updates

Asymptote

Convergence

Figure 1.1: Cartoon depicting a typical training process: the model quality, as measured by the
training objective function, improves over many update steps. The training algorithm converges
when the model quality stops improving.

Iterative-convergent search for model parameter values. Most commonly used training
algorithms today are iterative-convergent. These algorithms search for model parameter
values to optimize a certain objective function by refining the model parameters in small
steps until convergence (Fig. 1.1). Due to the iterative-convergent nature of machine learn-
ing training, a training algorithm may produce many equally acceptable solutions – a set of
model parameter values is considered an acceptable solution as long as the model quality is
above a certain threshold.

Largevolumesof frequent parameter valueupdates. Machine learning training algorithms
are often inherently sequential, where a new model update is computed after the previous
update is applied. Each update is often computed using a single data sample or a small
mini-batch of data samples, so the training algorithm performs many update steps per pass
over the training dataset. The training algorithm usually needs many data passes to pro-
duce a model that’s good enough. The high frequency of model parameter updates makes
traditional batch processing frameworks, such as Spark [174], an inefficient option for dis-
tributed ML training due to its immutable data abstraction.

Bounded-error tolerance. Since the training algorithm is an iterative search process, intu-
itively, faulty update steps can be compensated for by taking some additional steps as long
as the error is properly bounded. One important benefit of bounded error tolerance is that
it offers a trade-off between computation throughput (number of data samples or updates
per second) and computation quality. For example, previous work [75, 127] improve the
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computation throughput of parallel and distributed training by violating the sequential se-
mantics of the training algorithm.

Increasinglyhighmodel complexity. Machine learning is a fast-advancing field. The grow-
ing data size encourages researchers and practitioners to design increasingly complex mod-
els to improve performance and to support new applications. It is observed that across
different application domains, more complex models often lead to better prediction accu-
racy. For example, over the past several years, winners of the ImageNet image classifica-
tion competition have increasingly deep layering, achieving higher accuracy than the pre-
vious year’s winner. Besides depth, the increasing model complexity could also be due to
larger layers (e.g., the Mixture of Experts [135]) and new computation-heavy operations,
such as Capsule[74]. Due to the increasing model complexity, each update step performs
more and more complex computation, and the training process requires more and more
memory to store model parameters and intermediate results. The complex model compu-
tation demands more sophisticated optimizations and machine learning frameworks that
employ fine-grained and informative intermediate representations of computation, such as
dataflow graphs, to enable these optimizations.

1.2 Thesis Overview

1.2.1 Thesis Statement

Thesis statement. This thesis describes a set of system techniques that leverage the unique
characteristics of machine learning training to improve computation efficiency. Collec-
tively, these techniques support the following thesis statement:

Machine learning training may leverage domain-specific opportunities to schedule network
bandwidth, computation, and memory and achieve up to 5× faster training time and enable train-
ing up to 7× larger models.

Performance metrics of machine learning training. The performance of most data cen-
ter applications, such as batch processing systems, is usually quantified by computation
throughput, which measures the amount of data processed or the number of queries served
per second. Due to the iterative-convergent nature of machine learning training, the time
to find an acceptable model, i.e., time to convergence depends both on the number of up-
date steps per second, i.e., computation throughout, and the quality of each update step,
i.e., convergence per data sample. Many of our techniques involve trade-offs between com-
pute throughput and computation quality; therefore, we evaluate the performance of the
machine learning training systems by time to convergence. We evaluate performance by
computation throughput when such trade-offs are not involved.

Programmable training systems. The described techniques are implemented in Bösen and
Orion, which are two distributed training systems that I developed from scratch, and Ten-
sorFlow, which is a widely popular deep learning system. These systems support a flexible
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programming interface for application programmers to implement a wide range of ma-
chine learning models and algorithms. Our techniques introduce minimal, or even no, extra
burden to application programmers and users. By using automatic parallelization, Orion
substantially reduces programmer effort for distributed training compared to previous sys-
tems.

1.2.2 Contributions

I support the above thesis statement with three major research components.

Scheduling network bandwidth. Distributed machine learning training is often bottle-
necked by limited network bandwidth. I design a communication management mechanism
to better utilize network bandwidth that improves the convergence speed of distributed
training. Its key idea is to selectively communicate a subset of messages based on their value
when spare network bandwidth is available. This mechanism is implemented in Bösen,
which is a Parameter Server system for data-parallel training. Experiments show that it
outperforms the previous state-of-the-art synchronization mechanism by up to 5×. This
research makes the following contributions:

• It introduces Bösen, which is one of the first general-purpose Parameter Server sys-
tems for data-parallel training.

• It describes a communication scheduling mechanism to improve inter-machine net-
work communication efficiency in data-parallel training to improve convergence time.

• It presents experimental results on a wide range of machine learning models and al-
gorithms to demonstrate the effectiveness of communication scheduling.

• As one of the earliest open-source machine learning systems, Bösen provides a testbed
for future research on machine learning systems, such as LightLDA [171] and Posei-
don [175].

Scheduling computation. Some model computation sparsely accesses model parameters
when processing each data sample. Such sparsity may enable parallelization of the training
algorithm that preserves its sequential semantics. However, leveraging this opportunity
requires substantial programmer effort to analyze computation dependencies and paral-
lelize the training computation manually. I design Orion, which is a new programming
framework to automatically parallelize serial, imperative machine learning programs for
distributed training. When applicable, Orion-parallelized ML programs converge faster
than manual data-parallelism (even with communication scheduling) due to preserving the
sequential semantics. Moreover, Orion falls back to data parallelism when permitted by the
programmer to parallelize ML programs that are otherwise not sufficiently parallelizable.
This research makes the following contributions:

• It introduces a holistic approach for automatically parallelizing serial ML programs
for distributed computation, which includes data abstraction, programming model,
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and auto-parallelization algorithm. Through this approach, a serial, imperative ML
program can be parallelized with minimal changes. The auto-parallelization algo-
rithm supports semantic relaxations tailored for parallelizing ML programs, which
can be enabled by programmer hints.

• It describes the system Orion, which is an implementation of the above approach,
which parallelizes ML application programs implemented in a scripting language ( Ju-
lia [24]). Orion also features a new programming abstraction that unifies dependence-
aware parallelization and data parallelism and supports a wide range of ML applica-
tions.

• It presents a comprehensive experimental evaluation of Orion that compares Orion
with a number of existing ML systems and demonstrates the effectiveness of Orion’s
parallelization.

Scheduling memory. As ML models become more and more complex, ML training de-
mands higher and higher memory capacity to store model parameters and intermediate
states. However, GPUs, which are the most widely used deep learning accelerators today,
have limited memory, and are highly expensive. I design a memory scheduling mechanism
that leverages the cheap host memory to store model parameters and intermediate results,
which are prefetched to GPU memory when needed. In contrast to classic paging tech-
niques, we leverage the computation graph to schedule data movement before the data is
needed to avoid stalling GPU computation. Compared to vanilla TensorFlow, our technique
enables training models with 4.4×more parameters on a single GPU and models with 7.5×
more parameters on 4 distributed GPUs. This research makes the following contributions:

• It presents a model-agnostic approach to reduce GPU memory consumption during
training by leveraging the cheap host memory. Our approach leverages the general
dataflow graph to reduce the overhead of additional data movements.

• It describes an implementation of our techniques in TensorFlow, which is the most
popular and most sophisticated deep learning system today. Our implementation does
not introduce new programming interfaces and supports existing TensorFlow appli-
cations without modifications.

• Unlike previous works that are primarily evaluated on convolutional neural networks,
we present a comprehensive evaluation across a wide range of deep learning models
and successfully demonstrate the effectiveness of our approach.

6



Chapter 2

BackgroundConcepts, RelatedWork andTrends

2.1 Distributed Computing Systems

Distributed computing clusters composed of commodity hardware are widely used for data-
intensive applications, which are both deployed in private data centers and offered as pub-
lic cloud services, e.g., Amazon AWS, Microsoft Azure, and Google GCP. The success of
distributed computing owes much to sophisticated software systems that make it easy for
application programmers to leverage the power of the large amount of inexpensive and un-
reliable hardware. These software systems include infrastructures that provide resource
sharing among applications and data storage, as well as programming frameworks that tar-
get different application domains, such as batch processing, stream processing, and ML
training. Machine learning systems often interact with other software systems running in
the cluster.

Traditionally, distributed computing clusters consist of hundreds to thousands of CPU
servers connected by 1 and 10 Gbps Ethernet. Increasingly more hardware accelerators,
such as GPUs and TPUs and new interconnect technologies, such as NVLink, 100 Gbps
Ethernet, RDMA, and Infiniband, are deployed to meet the growing needs of applications
in recent years.

Bandwidth bottlenecks. Fig. 2.1 shows the hardware configuration of a node in a dis-
tributed cluster deployed at CMU in 2016, which represents the typical characteristics of
cluster servers. Hardware characteristics reveal potential bottlenecks of the software sys-
tems running on top of it. First of all, the inter-machine network bandwidth is highly lim-
ited. Many older clusters employ Ethernet of 1 Gbit/s, and the network bandwidth on pub-
lic clouds is commonly below 10 Gbit/s. Thus it is critical for a distributed system to avoid
extensive network communication and make use of this scarce resource carefully. While
GPU provides high compute power, the bandwidth between GPU and main memory is
limited; and the I/O bandwidth between main memory and external storage such as hard
drive disks and SSDs is even lower. In earlier systems, CPU cores share one system bus to
access memory and experience the same bandwidth and latency when accessing different
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Figure 2.1: The hardware configuration of a node in a distributed cluster deploy at CMU (2016).

memory regions, referred to as Uniform Memory Access (UMA). As the number of CPU
cores increases, the per-core bandwith of a UMA system scales poorly due to the limited
scalability of the shared bus. As a solution, Non-Uniform Memory Access (NUMA) systems
emerges, in which each processor has its local memory module (or zone) [9]. A processor
accesses remote memory modules via point-to-point connections between processors, such
as the QPI bus on Intel processors, and experience considerably higher latency and lower
bandwidth (e.g., up to 19.2 GB/s via a QPI bus).
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Figure 2.2: Comparing DRAM and GPU price. GPU price is presented as dollars per MB of on-
board memory. DRAM price was collected by John C. McCallum. 1.

Limited and expensive GPU memory. While originally designed for computer graphics,
GPUs are widely used today to accelerate deep learning due to its massively parallel cores
and high memory bandwidth. Due to technological limitations, GPU memory cannot pro-
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vide high bandwidth and high capacity at the same time. GPUs that are most commonly
used for deep learning training today are limited to 12 or 16 GB of memory, and they are
expensive. Fig. 2.2 compares DRAM price with the price of several desktop and server GPUs
that are popularly used for neural network training, in terms of $ per MBytes of on-board
memory. We observe that GPU price is not affected by the decreasing DRAM price and
remains highly expensive. While the recently released Nvidia Tesla V100 GPU has 32 GB
of memory2, it’s $1500 more expensive than the 16GB version without additional compute
power, leading to a high $0.085 per extra MByte, higher cost than the entire price of the
most cost-effective gaming card.

2.2 Preliminaries onMachine Learning Training

Training a model is essentially finding a set of model parameter values that optimize a cer-
tain objective function. This is typically done using an iterative convergent learning algo-
rithm, which can be described by Alg. 1.

Algorithm 1: Serial Execution
t← 0

for epoch = 1,...T do
for i = 1, ..., N do

At+1 ← At ⊕∆ (At,Di)

t← t+ 1

In Alg. 1, At denotes the parameter values at time step t, and Di denotes the i-th mini-
batch in the training dataset D = {Di|1 ≤ i ≤ N}. Di may contain one or multiple data
items. The update function ∆() computes the model updates from a mini-batch of data
items and the current parameter values, which are applied to generate a new set of param-
eter values. ∆ may include some tunable hyperparameters, such as step size in a gradient
descent algorithm, which require manual or automatic tuning for the algorithm to work
well. ⊕ represents the operation to apply parameter updates, which is usually addition. The
algorithm repeats many times (i.e., epochs) until A stops changing, i.e., converges. In each
epoch, the algorithm takes a full pass over the training dataset.

2.3 Strategies for Distributed Machine Learning Training

2.3.1 Data Parallelism

The most commonly used approach for parallelizing machine learning training is data par-
allelism. Data parallelism parallelizes the inner for-loop that iterates over mini-batches Di

by processing many (and even all) mini-batches in parallel with respect to each worker’s
local model state. Note different mini-batches may read and write the same set of model

2Price according to thinkmate.com
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parameters, and in serial execution, a later mini-batch observes the updates generated by
the previous mini-batches. However, in data parallelism, mini-batches do not observe up-
dates from other parallel mini-batches until their updates are propagated to a worker’s local
model state.

Bulk synchronousparallel. Bulk synchronous parallel (BSP) [147] is a commonly used syn-
chronization mechanism for data-parallel training. Under BSP, workers alternate between
computation and synchronization. After computing a local computation step, each worker
enters a synchronization phase. During the synchronization phase, each worker propagates
update messages generated from its local computation to other workers and receives others’
updates. Thus the synchronization phase does not end until all workers finish communicat-
ing updates. Such a parallelization model is simple but is prone to poor performance since
all workers proceed at the speed of the slowest worker. The BSP model does not necessarily
preserve a serial algorithm’s sequential semantics unless each worker works on independent
computation within each iteration.

Due to the iterative nature of machine learning training, in existing literature, the term
iteration has been overloaded to refer to a full data pass over the training dataset, i.e., an
epoch or a mini-batch, depending on the context. To avoid any confusion, throughout this
thesis, we refer to a full pass over the training dataset as one epoch and use iteration to refer
to the repeated step in an iterative execution model, such as BSP.

Local buffering. When the model computation is light, computing updates from a single
mini-batch takes little time compared communicating model updates over the bandwidth-
limited inter-machine network. Thus communicating once per update step incurs consid-
erable communication overhead. Since the model updates are usually additive, the com-
munication overhead can be reduced by locally buffering the updates and communicating
updates once per N update steps, which allows coalescing delta changes to reduce the total
communication volume. However, local buffering incurs a higher staleness in parameter
states. Larger staleness causes larger inconsistency compared to serial execution and may
slow down the per-data-sample convergence rate.

Totally asynchronous parallel. In order to overcome the communication overhead and
mitigate waiting for stragglers, people also proposed totally asynchronous parallel (TAP) in
contrast to BSP. In TAP, a worker propagates parameter updates and fetches new parameter
values (typically from a set of servers referred to as Parameter Server) without waiting for
other workers. Additionally, a worker proceeds to the next local computation step using
locally cached stale parameter states without waiting for the new parameter values. TAP
achieves high computation throughput. However, staleness may be arbitrarily large and
even lead to divergence.

Stale synchronous parallel (or bounded staleness). Motivated by the staleness problems
of TAP, stale synchronous parallel (SSP) ensures bounded staleness by blocking a worker’s
computation when its locally cached parameter states are more than T steps stale. This also
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means the fastest worker cannot be more thanT steps ahead of the slowest worker. Previous
work proves that convergence is guaranteed for certain models when step size is properly
tuned [75].

2.3.2 Model Parallelism

Model parallelism broadly refers to parallelization strategies where different workers work
on different parts of the model.

Select data samples to process in parallel. Some ML models exhibit a sparse access pattern
where the update computation function ∆ (At,Di) reads and updates a small subset of the
model parameters. By carefully choosing which mini-batches to run in parallel, the parallel
workers work on disjoint subsets of model parameters. As demonstrated by Kim et al. [90],
such a parallelization typically preserves the sequential semantics of the learning algorithm
and thus achieve a higher per-data-sample convergence rate. However, it usually requires
non-trivial programmer effort to manually analyze data dependence and implement an ef-
ficient distributed program.

Distribute the computation of a single update. For sufficiently complex models, such as
deep neural networks, the update computation ∆ (At,Di) is large enough and thus is worth-
while to be parallelized. The computation of ∆() can be distributed among multiple, even
heterogeneous devices. The effectiveness of such parallelization depends on the parallelism
of the function ∆ (). DistBelief [52] is an early example of partitioning the model computa-
tion across multiple machines. TensorFlow supports user-defined device placement spec-
ification at the granularity of individual operations. Mirhoseini et al. [115, 116] and Jia et
al. [86] propose different approaches to automate device placement to achieve better train-
ing performance. Harlap et al. [71] also leverage pipeline parallelism across mini-batches to
improve the utilization of parallel computing resources.

2.4 RelatedWork

2.4.1 Machine Learning Training Systems

Over the last decade, many systems have been developed for large-scale machine learning
training. These systems aggressively leverage the application-specific properties of the ma-
chine learning models and algorithms to improve system execution efficiency. Machine
learning is a fast-advancing field. New models and algorithms are frequently invented, and
the application domain of machine learning is also fast expanding. Advances in machine
learning introduce new important workloads that pose new challenges and present new
opportunities for systems. As a result, large-scale ML systems are fast evolving as well. In
this chapter, we briefly discuss representative existing machine learning systems, which of-
fer insights that can be leveraged by future systems.
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Distributed Implementations of Machine Learning Applications

Some machine learning models, such as Latent Dirichlet Allocation for topic modeling, have
found diverse and essential use cases in the industry. Such use cases motivate distributed
implementations of such models to enable training on massive datasets. Such systems in-
clude Yahoo!LDA [18], Peakcock [155], XGBoost [32], and Caffe [85]. Since they target spe-
cific machine learning use cases, they often lack a programming interface and sometimes
rely on configuration files to express variations in the model or learning algorithm.

Batch Processing Systems

General-purpose batch processing systems, such as Hadoop [4] and Spark [174], support a
programming interface for distributed execution. Many attempts were made to implement
large-scale machine learning training on these systems, including most notably MLLib [8]
on Spark. However, these systems are not suitable for machine learning training as they lack
an abstraction and efficient implementation for frequently mutated states. This limitation
prevents batch processing systems from achieving high training speed and training large
models.

Graph Processing Systems

The ubiquitous graph datasets draw the attention of data mining and machine learning re-
searchers. An early attempt to design a programming interface for machine learning train-
ing is thus specialized in graph processing. Notable examples include GraphLab [105], Pow-
erGraph [64], GraphChi [96]. These systems feature a vertex programming abstraction,
where users implement a vertex program that executes on each vertex of the data graph.
The vertex program has a well-defined access pattern, i.e., it may only access neighboring
vertices and edges, which enables many opportunities for optimizations, such as partition-
ing the data graph to minimize cross-machine communication. While vertex programming
is well suited for many graph mining applications, it is highly restrictive for other machine
learning applications. As machine learning models become more and more complex, and
the model states associated with each vertex and each edge becomes larger, the training
application is more and more bottlenecked by model computation. While the vertex pro-
gramming model enables optimizations for disk and network I/O, it is cumbersome for
application programmers to implement computation optimizations as the vertex program
has only a local view of the computation and states.

General-Purpose Parameter Server Systems

By adopting a distributed shared memory (DSM) abstraction, Parameter Server systems,
such as LazyTable [44], IterStore [45], and parameter server [100] provide shared access to
model parameters among distributed training programs. The low-level and primitive DSM
interface offers great flexibility for machine learning applications but relies on sophisticated
application implementations to achieve high computation throughput.
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Deep Learning Systems

Deep neural networks (DNNs) have become one of the most popular classes of machine
learning models in recent years. A DNN model usually consists of a sequence of cascaded
functions that transform an input x to some prediction y (Eq. 2.1). Each function (com-
monly referred to as a layer) is typically parameterized by a few dense matrices, and the
computation involves matrix multiplications and additions. The high complexity of matrix
operations and the large number of layers makes it computationally expensive to evaluate
DNNs.

y = fn ◦ fn−1... ◦ f1 (x) (2.1)

Many frameworks have been developed for deep learning, including early efforts such as
Caffe [85], DistBelief [52], and Project Adam [39]. Caffe and DistBelief represent the neural
networks as a sequence of layers and perform fixed training computation over the neural
network definition. This representation makes it difficult for machine learning researchers
to define new layers and experiment with new or refined training algorithms. Motivated by
this challenge, modern deep learning frameworks, such as TensorFlow [16] and MXNet [33],
represent the neural network computation as a dataflow graph consisting of fine-grained
primitive operations, which makes it simpler to define new layers and new training algo-
rithms. The computation graph provides a global view of the training computation and
thus enables many optimization opportunities, such as operator fusion, data layout trans-
formation, and dead code elimination. Instead of relying on a computation graph as the
intermediate representation, PyTorch [123] offers a more programmer-friendly imperative
programming interface but misses the optimization opportunities that a computation graph
would have enabled. As an extension to TensorFlow, TensorFlow Eager [? ] supports imper-
ative programming using TensorFlow operations and kernels to lower the burden of Ten-
sorFlow users. In order to achieve the high performance of TensorFlow graph execution,
TensorFlow Eager introduces a Python decorator function, which traces a Python func-
tion to create a computation graph for just-in-time compilation. PyTorch’s JIT compiler
(torch.jit.trace) similarly traces the imperative execution to build a computation graph
in order to enable automatic differentiation [123]. The aforementioned tracing approach
often fails to correctly capture dynamic features in an imperative Python program, such as
dynamic control flow, dynamic data types, and impure functions. JANUS [84] speculatively
executes the computation graph that’s constructed by tracing and falls back to imperative
execution when the actual execution differs from the trace. AutoGraph [117] leverages static
analysis of the Python code to correctly transform dynamic control flows.

Online Learning Systems

So far, we have focused on batch training systems, where the training data is collected and
prepared before training, and a machine learning model is trained from scratch. However,
in many applications, the relationship between input data and output labels can change
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over time, which is referred to as concept drift [59]. When such changes happen too rapidly,
it might be too slow or too expensive to re-train the model from scratch to adapt to the
changing environment. Online learning is thus proposed to incrementally update a ma-
chine learning model based on new observations while it is served online. One notable
example of online learning is the ad click prediction system deployed at Google [111].

2.4.2 Communication Optimizations for Data-Parallel Training

Overcoming the network communication bottleneck has been a focus of distributed ma-
chine learning training systems since the early days and is a focus of this thesis. In this
section, we review the existing literature on communication optimizations for distributed
machine learning training.

Graph Partitioning

In many graph processing applications, the access pattern is characterized by the data graph
itself, i.e., processing a vertex reads and updates its neighboring vertices and edges. Parti-
tioning the data graph while minimizing cut edges reduces inter-machine communication
volume [106].

In sparse models such as sparse logistic regression, a subset of model parameters is read
and updated when processing each data sample. Placing data samples that share access to
many model parameters on the same machine and placing the accessed model parameters
accordingly reduces inter-machine network communication volume. This access pattern
can be characterized as a bipartite graph, and this problem can be solved by partitioning
the graph with minimal edge cut while balancing the size of each partition [101].

Local Buffering

Early graph processing systems [64] and parameter server systems [44, 45, 75] usually ag-
gressively buffer updates locally, e.g., synchronize once per epoch (data pass), to reduce the
synchronization overhead. The locally buffered updates can be optionally applied to update
the worker’s local model cache. The computation-to-communication ratio increases as the
machine learning models become more complex, and faster interconnect technologies are
deployed in data centers. Thus local buffering has become less popular for training complex
DNNs. However, it remains an important optimization for machine learning under limited
network bandwidth, such as in federated learning [112].

Our thesis proposes a mechanism to adaptively tune the network communication fre-
quency based on available network bandwidth. Wang et al. [152] verified that the training
algorithm, e.g., SGD, tolerates higher staleness in the beginning but becomes more and more
sensitive to staleness as the algorithm converges. Therefore, they propose an algorithm to
adaptively tune the synchronization frequency based on the learning progress.
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Data Compression

Data compression has been applied to various types of data to reduce the storage cost and
I/O overhead, including images (e.g., JPEG [151]), audio (e.g., MP3 [132]), and video (e.g.,
MPEG [38]). Machine learning training enjoys domain-specific opportunities for data com-
pression to reduce the communication volume. Xie et al. [164] found that in some machine
learning applications, large dense matrices can be factored into the outer product of two
vectors. This lossless compression scheme requires each worker to broadcast its updates to
all other workers and thus can be applied to reduce the communication volume on a small
scale.

While Bösen exploits the magnitude of the delta updates to prioritize messages for com-
munication when exploiting spare network bandwidth, other parameter server systems
leverage low magnitude to suppress communication when the network bandwidth is highly
limited. Hsieh et al. [78] communicate only updates that are significant enough over WLANs
for efficient geographically distributed training. Aji et al. [20] and Lin et al. [104] propose
to communicate only significant gradients when training DNNs in a data center, dropping
or delaying insignificant gradients. Wen et al. [158] show that gradients can often be rep-
resented using only 3 bits while achieving reasonable model performance in distributed
training.

Scheduling Communication Based on Access Pattern

In complex models such as DNNs, the model parameters are not all accessed at the same
time. Parameter synchronization can be scheduled according to the order the parame-
ters are accessed in the worker program to avoid blocking communication. Jayarajan et
al. [82] demonstrated the effectiveness of this approach on MXNet and showed an up to 66%
improvement in computation throughput without sacrificing convergence speed. Peng et
al. [124] leverage this idea to build a generic communication scheduler that is applicable to
TensorFlow, PyTorch, and MXNet.

2.4.3 Memory Optimizations for Deep Learning

The growing tension between increasing model complexity and limited and expensive GPU
memory motivates researchers to develop memory optimization techniques to reduce mem-
ory consumption during training. In this section, we review prior works on memory opti-
mizations for training neural networks.

The parameters of a DNN are typically learned using stochastic gradient descent (SGD),
where the gradients are computed using back-propagation [133]. In Eq. 2.1, assuming the
parameters of function fi (xi−1) are wi, SGD requires computing the gradients ∂y

∂wi
for all

functions fi. Backpropagation computes ∂y
∂wi

using the chain rule (Eq. 2.2).

∂y

∂wi

=
∂fn
∂fn−1

· ... · ∂fi
∂wi

(2.2)
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Back-propagation requires the intermediate results fn−1, ..., fi to compute the gradient
∂y
∂wi

. These intermediate results (often referred to as activation values) can be stored in mem-
ory to avoid recomputation. In TensorFlow, this is achieved by reference counting, i.e., the
gradient computation operations hold a reference handle to the relevant intermediate re-
sults. Storing the intermediate results constitutes the major source of memory consumption
for many neural networks [128] and becomes the main target for memory optimizations.

Gradient Checkpointing

Chen et al. [35] proposes to checkpoint only a subset of intermediate results in a sequence
of functions, and recompute the rest when necessary to reduce memory consumption. The
idea of trading off recomputation for memory has been investigated in the automatic dif-
ferentiation community [67]. Specifically, Chen et al.’s algorithm achieves O(

√
N ) memory

consumption at the cost of one additional forward pass for a sequence of N operations by
partitioning the sequence into

√
N segments, storing only the outputs of the endpoints, and

recomputing each segment during the backward pass. Gruslys et al. [69] specifically focus
on recurrent neural networks and designed a dynamic programming algorithm to maxi-
mize computation throughput under memory constraints. Salimans et al. [146] implement
Chen et al.’s algorithm for TensorFlow applications.

Memory Swapping

During the back-propagation of a mini-batch, not all the parameters and activation values
are needed at all the time. This observation inspires a series of works to reduce GPU mem-
ory consumption by offloading parameters and activation values to cheaper host memory
and loading them only when they are needed. Cui et al. [46] is implemented for Caffe and
uses the coarse-grained layer as the unit of swapping operations. Rhu et al. [128] recog-
nize that the convolution layers are computationally heavy, and their outputs consume a
large amount of memory, making them a good target for memory offloading. Thus besides
offloading all layers, Rhu et al. propose another mechanism to offload only convolution
layers to achieve high computation throughput with higher memory consumption. Wang
et al. [153] notice some neural networks are not simply a linear sequence of layers, such as
Inception [144], and thus linearizes the layers by traversing the neural network in a topolog-
ically sorted order. These techniques are applied to coarse-grained layer-wise neural net-
work representations and are mostly evaluated on convolutional neural networks. Meng
et al. [113] describes a memory swapping mechanism for the fine-grained operation-wise
graphs in TensorFlow and TensorFlow’s Grappler memory optimizer implements a sim-
ilar memory swapping mechanism [14]. These mechanisms rely on accurate estimations
of operations’ execution time and memory usage and insert memory swapping operations
to the graph when memory swapping does not slow down graph execution based on the
simulation.
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Mixed Precision and Quantization

Normally the weights, activation values, and gradients in a neural network are represented
as 32-bit (single precision) floating-point numbers, i.e., FP32. There have been many previ-
ous works on using lower-precision representations for the neural network weights, activa-
tions, and gradients to reduce the computation and memory overhead both during training
and during inference. In this section, we briefly review some most representative works.

Micikevicius et al. [114] store a master copy of the neural network weights in FP32 but
uses a 16-bit floating-point (FP16) copy of the weights to compute activations and gradients,
which are also stored in FP16. With the help of loss scaling, Micikevicius et al. show that
a number of convolutional neural networks can be trained with mixed-precision floating-
point numbers without loss of accuracy.

A number of works propose to represent the weights as fixed-point numbers, most com-
monly, 8-bit integers (INT8) and perform fixed-point arithmetic for training [42]. Some
more aggressive quantization works represent weights and activations as binary [41] or
ternary values [98].

Compression

Jain et al. recognizes the output of some important neural network operations such as ReLU
layers followed by a pooling layer and ReLU followed by convolution layers can be losslessly
compressed and achieve a high compression ratio [81]. Jain et al. also performs lossy com-
pression on the activations used in the backward pass using low-precision representation.

2.5 Machine Learning Trend: Increasing Model Computation Cost

The focus of large-scale machine learning systems shifts as newer important machine learn-
ing models emerge. While traditionally machine learning systems have focused on graph
processing applications and models such as sparse logistic regression, LDA and matrix fac-
torization, which exhibit a sparse parameter access pattern and have low computational
complexity for each mini-batch, machine learning systems today are focused on deep neu-
ral networks that exhibit a dense parameter access pattern and much higher per-mini-batch
computational complexity. Advances in the field of machine learning drive the direction of
machine learning system research.

Amodei et al. [10] at OpenAI calculated the amount of compute (in Petaflop/s-day) needed
to train popular deep learning models that are proposed in the past 10 years, which is shown
in Fig. 2.3. They argue that the amount of compute used in the largest machine learning
training runs has been increasing exponentially with a 3.5 month-doubling time. This fast
growth of the compute needed for training is a direct consequence of the increasing model
complexity.
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Figure 2.3: The computation cost to train stat-of-the-art models in Computer Vision and Natural
Language Processing (source: Amodei et al. [10]).
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Figure 2.4: ImageNet competition winners and runner-ups in recent years (source: [3]).

2.5.1 More Complex Models

More complexmodels for better performance. It has been widely observed that across var-
ious computer vision and natural language processing applications, more complex models
achieve higher accuracy. Fig. 2.5 shows some representative deep neural networks that were
developed in recent years for image classificiation. Those DNNs lie on a curve starting from
the lower-left corner and going up to the upper right corner, and the size of the ball, i.e., the
number of model parameters increases along this direction. This trend indicates that larger
models achieve higher accuracy and incur larger computation overhead. Fig. 2.1 shows
that across different applications, for the same model architecture, increasing model capac-
ity improves model accuracy. As a consequence, deep learning models are becoming more
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FIGURE 1: Ball chart reporting the Top-1 and Top-5 accuracy vs. computational complexity. Top-1 and Top-5 accuracy using
only the center crop versus floating-point operations (FLOPs) required for a single forward pass are reported. The size of each
ball corresponds to the model complexity. (a) Top-1; (b) Top-5.

C. MEMORY USAGE

We evaluate the total memory consumption, which includes
all the memory that is allocated, i.e. the memory allocated for
the network model and the memory required while process-
ing the batch. We measure memory usage for different batch
sizes: 1, 2, 4, 8, 16, 32, and 64.

D. COMPUTATIONAL COMPLEXITY

We measure the computational cost of each DNN model
considered using the floating-point operations (FLOPs) in
the number of multiply-adds as in [16]. More in detail, the
multiply-adds are counted as two FLOPs because, in many
recent models, convolutions are bias-free and it makes sense
to count multiply and add as separate FLOPs.

E. INFERENCE TIME

We report inference time per image for each DNN model
for both the NVIDIA Titan X Pascal GPU and the NVIDIA
Jetson TX1. We measure inference time in terms of mil-
liseconds and by considering the same batch sizes described
in Section IV-C. For statistical validation the reported time
corresponds to the average over 10 runs.

V. RESULTS
A. ACCURACY-RATE VS COMPUTATIONAL

COMPLEXITY VS MODEL COMPLEXITY

The ball charts reported in Figures 1 (a) and (b) show Top-
1 and Top-5 accuracy on the ImageNet-1k validation set
with respect to the computational complexity of the con-

sidered architectures for a single forward pass measured
for both the workstation and the embedded board, The ball
size corresponds to the model complexity. From the plots
it can be seen that the DNN model reaching the highest
Top-1 and Top-5 accuracy is the NASNet-A-Large that is
also the one having the highest computational complexity.
Among the models having the lowest computational com-
plexity instead (i.e. lower than 5 G-FLOPs), SE-ResNeXt-
50 (32x4d) is the one reaching the highest Top-1 and Top-
5 accuracy showing at the same time a low level of model
complexity, with approximately 2.76 M-params. Overall, it
seems that there is no relationship between computational
complexity and recognition accuracy, for instance SENet-154
needs about 3⇥ the number of operations that are needed
by SE-ResNeXt-101(32x4d) while having almost the same
accuracy. Moreover, it seems that there is no relationship
also between model complexity and recognition accuracy:
for instance VGG-13 has a much higher level of model
complexity (size of the ball) than ResNet-18 while having
almost the same accuracy.

B. ACCURACY-RATE VS LEARNING POWER

It is known that DNNs are inefficient in the use of their
full learning power (measured as the number of parameters
with respect to the degrees of freedom). Although many
papers exist that exploit this feature to produce compressed
DNN models with the same accuracy of the original models
[24] we want here to measure how efficiently each model
uses its parameters. We follow [4] and measure it as Top-1

VOLUME 4, 2018 3

Figure 2.5: DNN Top-1 and Top-5 accuracy vs. computational complexity. Each ball represents a
different DNN, and the size of the ball is proportional to the number of model parameters (source:
[25]).

and more complex over time (Fig. 2.1).

Model Class Application Metric Scale By Scale #Param. Perf.

VGG [139] CV top-1 error layers 16 layers 138M 25.6
19 layers 144M 25.5

ResNet
[72]

CV top-1 error layers
50 layers N/A 20.74

101 layers N/A 19.87
152 layers N/A 19.38

MoE
[135]

NLP test perplexity experts
32 experts 100M 40.4

4096 experts 4.4B 30.9
65536 experts 9.2B 28.9

ResNet-40
[172]

CV test error widening
1× wide 0.6M 6.85
4× wide 8.9M 4.97
8× wide 35.7M 4.17

Table 2.1: Scaling model capacity in different ways. Results are collected from existing literature as
cited. CV - Computer Vision, NLP - Natural Language Processing.

Newmodel architectures. Machine learning researchers constantly design new models to
improve model accuracy and reduce computation cost. New models use new operators,
such as Capsule [74], as well as novel structures, such as residual connections [72], atten-
tion [149], and the Mixture-of-Experts layer [135]. Deep learning frameworks often need
to be extended with new kernels, APIs, and optimizations passes in order to support these
new models efficiently.
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2.5.2 Model Selection

The computation cost of machine learning training is amplified by the search for optimal
training hyperparameters and recently, search for neural network architectures. The search
space is large due to the inter-dependence between different hyperparameters and network
architectures. These search processes involve training multiple versions of the same model
or similar models with different hyperparameters and select the version that achieves the
best accuracy. The high computational cost motivates ML researchers to design new search
algorithms and system optimizations to reduce the overhead of training many model ver-
sions. HiveMind [121] proposes to batch operations and share input data across multiple
model executions in order to improve the efficiency of hyperparameter search and neural
architecture search.

Hyperparameter search. Machine learning training algorithms, such as the widely used
gradient descent algorithm, involve hyperparameters, such as step size. Due to the ambi-
guity of the effect of hyperparameter values on model accuracy, grid search with repeated
trials become the most popular practice. Notable approaches to automate hyperparameter
search and reduce its computation overhead include Spearmint [140], HyperBand [99], and
MLtuner [47].

Neural architecture search. Common practices to designing deep learning models often
involve tuning the neural network architecture, for example, changing the number of lay-
ers, using different layers, or changing layer sizes. In order to reduce accelerate and improve
upon the time-consuming and error-prone model design process by human experts, there
is increasing interest in machine-learning-automated neural architecture search. Generally
speaking, the machine-learning-automated search trains a controller (often using reinforce-
ment learning) that samples task networks (e.g., for image classification) with different ar-
chitectures. The task networks are trained to convergence to obtain some accuracy, which
is used as the reward to generate updates to the controller network. Each update to the con-
troller involves training multiple task networks, typically in parallel, and each task network
is usually trained using data parallelism. Thus training the controller network demands a
large number of computing resources. For example, Zoph et al. (2017) [179] and Zoph et
al. (2018) [180] respectively used 800 and 500 GPUs to train the task networks and took 28
days and 4 days to yield the desirable task networks. Recent research, such as ProxyLess-
NAS [27], has been devoted to reducing the computation overhead of neural architecture
search while achieving comparable or even better task model accuracy than previous work.

2.6 Machine Learning Systems Trend: From I/O to Computation

As the machine learning models become more and more complex and training demands
more and more compute power, machine learning systems emphasize more and more on
computation. Earlier graph processing systems such as GraphChi [96] and X-Stream [131]
focus on reducing the I/O overhead of loading data from external storage as the target ap-
plications, such as PageRank, connected components, and triangle counting, traverse the
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data graph but perform light computation on each vertex. Distributed graph processing
systems, e.g., GraphLab [106] and PowerGraph [64], and Parameter Server systems focus
on reducing network communication overhead. As the disk and network I/O overhead re-
duces and the computation overhead increases, more and more effort has been devoted to
optimize model computation in deep learning systems, both for training and inference.

In this section, we discuss some promising recent directions in machine learning sys-
tems to overcome the computation overhead in DNN training and inference. In particular,
these new directions feature machine-learning-guided search to improve upon heuristics
designed by domain experts. This machine-learning-guided search measures the compu-
tation throughput of a wide range of optimization configurations, which is used to train
a model that predicts the computation throughput of a given configuration or outputs the
optimal configuration. It leverages the observation that the same computation graph is re-
peatedly applied to all data samples, and thus the computation throughput measured on a
random input is representative of all data samples.

2.6.1 Deep Learning Compilers

Traditionally, deep learning frameworks rely on hand-optimized operation kernels to achieve
high computation efficiency. The diverse set of operations and the complex interactions
between them demand optimizations across operation boundaries, such as operator fu-
sion and data layout transformation. Therefore, several projects, including TensorFlow
XLA [15], propose to optimize DNN models by transforming the computation graph.

However, heuristic-based optimizations are limited by scarce and expensive human time
and thus naturally target standard benchmarks and widely-used models. New models often
introduce new operations and expose fresh optimizations opportunities. Moreover, vari-
ous custom deep learning accelerators are emerging for deployments in data centers as well
as edge devices. Existing DNNs need to be optimized for new hardware, which exposes dif-
ferent architectures and benefits from different optimization heuristics. Hand-optimized
implementations also involve numerous parameters, such as tile size, which need to be set
differently for different hardwares. A number of academic and industrial projects try to
leverage machine learning to automate optimizations with little to no human interven-
tion. Notable examples include TVM [36], PlaidML [11], and Tensor Comprehensions [148].
Note that published results are more focused on inference with growing support for train-
ing.

Existing dataflow-graph-based representations of DNN models have a number of lim-
itations compared to the intermediate representations of general-purpose programming
languages. For example, dataflow graphs have limited support for dynamic control flow
and do not support functions. Deep learning models suffer more and more from these
limitations as the model computation becomes more complex. Recent works, including
MLIR [97] and Relay [130], propose to use more general intermediate representations to
represent DNN computation.
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2.6.2 Model Parallelism and Device Placement

As DNN models become more and more complex, the model computation is more and more
limited by the computing power and memory capacity of a single computing devices. Dis-
tributing the model computation among multiple comnputing device provides a solution
to this bottleneck in many deep learning applications.

TensorFlow [16] relies on application programmers to manually place operations on
devices. GPipe [80] and PipeDream [71] propose to partition the neural network among
distributed devices in a layer-wise fashion. This coarse-grained partitioning potentially
misses optimization opportunities and may fail to scale extremely large layers, such as the
Mixture-of-Experts layer [135]. Mesh-TensorFlow [136] partitions a large operation across
distributed computing devices based on a user-provided mesh layout and thus enables train-
ing DNNs with operations that have large inputs or outputs. Mirhoseini et al. [115, 116]
learn the device placement of individual operations from repeated trial executions of var-
ious schedules. Jia et al. [86] simulate the execution to reduce the planning cost down to
sub-seconds to tens of minutes depending on the scale (4 to 64 GPUs) and the complexity
of the network. Moreover, Jia et al. [86] exploit additional dimensions of parallelization,
such as intra-operation parallelism.
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Chapter 3

Scheduling Inter-Machine Network Communi-
cation

As discussed in Sec. 2.3.1, data parallelism is one of the most popular parallelization strate-
gies for distributed training, and local buffering is commonly used to balance the param-
eter synchronization overhead and convergence rate. An aggressive buffering strategy de-
lays parameter synchronization to achieve a high computation throughput but suffers from
slower convergence due to higher staleness in parameter values. While more frequent syn-
chronizations may improve convergence rate, the synchronization frequency is ultimately
limited by the network bandwidth.

In this chapter, I present Bösen, a Parameter Server system that’s designed to better uti-
lize the precious network bandwidth for distributed data-parallel training by incorporating
knowledge of network bandwidth and values to be communicated. Bösen adopts Stale Syn-
chronous Parallel for parameter synchronization, and in addition, selectively propagates
parameter updates and fresh parameter values in a rate-limited fashion to reduce staleness
in parameter values without congesting the network. The rate-limited communication pri-
oritizes parameter updates based on the relative magnitude of the change to allocate the
limited network bandwidth to the most important messages. During machine learning
training, algorithmic hyperparameters, such as step size, need to be tuned to adapt to the
changing synchronization frequency, in order to take full advantage of the frequent updates.
To our knowledge, Bösen is the first distributed implementation of Adaptive Revision [110],
a principled step-size tuning algorithm tolerant of delays in distributed systems. Adaptive
Revision achieves theoretical convergence guarantees by adaptively adjusting the step size
to account for errors caused by delayed updates.

We demonstrate the effectiveness of managed communication on three applications:
Matrix Factorization with SGD, Topic Modeling (LDA) with Gibbs sampling, and Multiclass
Logistic Regression with SGD on an up to 1024 core compute cluster. Our experiments on
Matrix Factorization show orders of magnitude of improvements in the number of itera-
tions needed to achieve convergence, compared to the best hand-tuned fixed-schedule step
size. Even with a delay-tolerant algorithm, Bösen’s managed communication still improves

23



API Description

Get(table, row key, key)
Read a single parameter indexed by
(row key, key) from table.

GetRow(table, row key)
Read a row of parameters indexed by
row key from table.

Inc(table, row key, key, delta)
Increment the parameter indexed by
(row key, key) from table by delta.

IncRow(row key, deltas)
Increment the parameters in row row key
from table by deltas.

Clock() Signal the end of a logical clock tick.

Table 3.1: Bösen Client API

the performance of SGD with Adaptive Revision.

3.1 The Bösen Parameter Server Architecture

Bösen is a parameter server with an ML-consistent, bounded-staleness parallel scheme and
bandwidth-managed communication mechanisms. It realizes bounded staleness consis-
tency, which offers theoretical guarantees for iterative convergent ML programs (unlike
TAP) while enjoying high computation throughput that is better than BSP and close to TAP
systems. Additionally, Bösen transmits model updates and up-to-date model parameters
proactively without exceeding a bandwidth limit, while making better use of the bandwidth
by scheduling the bandwidth budget based on the contribution of the messages to algorithm
progress — thus improving per-data-sample convergence compared to an agnostic commu-
nication strategy.

Bösen PS consists of a client library and parameter server partitions (Figure 3.1);
the former provides the Application Programming Interface (API) for reading/updating
model parameters, and the latter stores the master copy of the shared model parameters.
In terms of usage, Bösen closely follows other key-value stores: once an ML program pro-
cess is linked against the client library, any thread in that process may read/update model
parameters concurrently. The user runs a Bösen ML program by invoking as many server
partitions, and ML application compute processes (which use the client library) as needed,
across multiple machines.

Data Abstraction and Bounded Staleness Consistency

Data Abstraction. Bösen represents model parameters and other values that need to be
shared among the distributed compute processes as key-value pairs. The application pro-
gram create different tables to store values of different types, e.g., floating-point vs. fixed-
point, different precision, dense vs. sparse, etc.. In order to exploit locality in ML applica-
tions and thus amortize the overhead of concurrent operations, the parameters in a table
are organized into rows – a row is a set of parameters that are usually accessed together. An
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Figure 3.1: Parameter Server Architecture

application program may create as many tables as needed, and each table can use a different
data structure for its rows. Bösen provides commonly used row types, such as dense vectors
and sparse maps, for convenience while supporting application-defined row types.

Table 3.1 shows the main APIs for reading and modifying shared values. To read or
modify any shared value, the application program first obtains a handle to the correspond-
ing table. Using Bösen’s API, the application program may read or modify a single value or
a row of values. Additionally, Bösen supports user-defined “stored procedures” to be exe-
cuted on each server, which can be used to alter the default increment behavior of parameter
updates (see Sec 3.2.3).

Bounded Staleness Consistency. Compared to general-purpose key-value stores, a distinc-
tive feature of Bösen is its bounded staleness consistency model, which was proposed by Ho
et al. and was referred to as stale synchronous parallel (SSP) [75]. The consistency model de-
fines what value may be seen, i.e., what writes the value may contain, when a key is queried
by the application program.

In Bösen, we refer to an application compute thread as a worker and a unit of compu-
tation performed by a worker as an clock tick. The amount of work contained in a clock
tick is defined by the application. For example, it could be a single mini-batch or multiple
mini-batches. A worker signals the end of a clock tick by calling Clock(). Bösen’s bounded
staleness consistency model accepts an application-defined staleness threshold S and en-
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clock0 1 2 3 4 5

staleness threshold S = 3

worker 2

worker 1

worker 3

worker 4

current clock tick

guaranteed visible; 
bounded staleness

worker 2 blocked until 
worker 1 reaches clock 2

worker 5

visible; updating local 
cache
likely visible; end of 
clock communication
not visible; not yet 
communicated

Figure 3.2: Exemplar execution under bounded staleness (without communication management).
The system consists of 5 workers, with staleness threshold S = 3. Worker 2 is currently running in
clock 4, and thus, according to bounded staleness, it is guaranteed to observe all updates generated
in the 4 − 3 − 1 = 0-th clock tick (black). It may also observe local updates (green) as updates
can be optionally applied to local parameter cache. Updates that are generated in completed clocks
by other workers (blue) are highly likely visible as they are propagated at the end of each clock.
Updates generated in incomplete clocks (white) are not visible as they are not yet communicated.
Such updates could be made visible under managed communication depending on the bandwidth
budget.

sures that a worker at the t-th clock tick may observe a parameter a’s value if and only if a
contains all updates from the (t − S − 1)-th and earlier clock ticks across all workers. We
say that a parameter value is too stale with respect to the worker’s logical time if the value
is missing updates from those clock ticks. The worker thread is blocked upon calling Get()
or GetRow() until a sufficiently fresh parameter value is available.

Parameter Synchronization. Bösen clients cache parameter values and buffer parameter
updates locally and transmit the buffered updates and fetch fresh parameter values after all
application compute threads complete a clock tick. All worker threads in a compute process
share a parameter cache, and buffering allows updates generated by different workers over
many clock ticks to be coalesced to reduce communication volume. In order to reduce
communication volume, earlier SSP implementations, such as LazyTable [44, 75], transmit
only parameter updates that are S clocks old and fetch a fresh parameter value only when
the locally cached value is too stale. In contrast, Bösen transmits all buffered updates and
fetches a new value for all parameters needed by this compute process at the end of a clock
tick. An exemplary execution of 5 workers under Bounded Staleness is depicted in Fig 3.2.

Machine learning applications typically perform multiple mini-batches within in one
clock tick (i.e., local buffering), especially when each mini-batch is computationally inex-
pensive, so parameter synchronization does not become a significant overhead. When the
staleness threshold is set to 0, bounded staleness consistency reduces to the classic BSP
model. The BSP model guarantees all updates computed in previous clock ticks are visible.
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A positive staleness threshold allows the next clock tick to begin without having to wait for
communication to finish, overlapping communication with computation. The bounded
staleness model enjoys BSP-like ML execution guarantees, theoretically explored by Ho et
al. and Wei et al. [49, 75]. Our experiments used a staleness threshold of 2 unless otherwise
mentioned, which has been reported to be effective by Cui et al. [44].

3.1.1 System Architecture

This section describes Bösen’s system architecture and focuses on its realization of the
bounded staleness consistency. The system described in this section sufficiently ensures
the consistency guarantees without communication management. Bounded staleness con-
sistency without communication management serves as our baseline in evaluation and is
referred to as “Bounded Staleness” in Section 3.3.

Client Library

The client library provides access to the model parameters on the server partitions, using
cache for faster access while cooperating with server processes in order to maintain con-
sistency guarantees and manage bandwidth. This is done through three components: (1)
a parameter cache that caches a partial or complete image of the model at the client, in or-
der to serve read requests made by application compute threads; (2) an update buffer that
buffers updates applied by compute threads via Inc() and RowInc(); (3) a group of client
communication threads (distinct from compute threads) that perform synchronization of the
local model cache and buffered updates with the servers’ master copies, while the compute
threads executes the application algorithm.

The parameters cached at a client are hash partitioned among the client communica-
tion threads. Each client communication thread needs to access only its own parameter
partition when reading the computed updates and applying up-to-date parameter values to
minimize lock contention. The client parameter cache and update buffer allow concurrent
reads and writes from worker threads, and similar to [45], the cache and buffer use static
data structures and pre-allocate memory for repeatedly accessed parameters to minimize
the overhead of maintaining a concurrent hash table.

In each compute process, locks are needed for shared access to parameters and buffered
update entries. In order to amortize the runtime cost of concurrency control, we allow
applications to define parameter key ranges called rows (as noted above). Parameters in the
same row share one lock for accesses to their parameter caches, and one lock for accesses
to their update buffers.

When serving read requests (Get() and RowGet()) from worker threads, the client pa-
rameter cache is searched first, and a read request is sent to the server processes only if
either the requested parameter is not in the cache or the cached parameter’s staleness is not
within the staleness threshold. The reading compute thread blocks until the parameter’s
staleness is within the threshold. When writes are invoked, updates are inserted into the
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update buffer, and, optionally, the client’s own parameter cache is also updated.
Once all compute threads in a client process have called Clock() to signal the end of

a unit of work (e.g., a clock tick), the client communication threads release buffered model
updates to servers. Note that buffered updates may be released sooner under managed com-
munication if the system detects spare network bandwidth to use.

Server Partitions

The master copy of the model’s parameters is hash partitioned, and each partition is as-
signed to one server thread. The server threads may be distributed across multiple server
processes and physical machines. As model updates are received from client processes, the
addressed server thread updates the master copy of its model partition. When a client read
request is received, the corresponding server thread registers a callback for that request;
once a server thread has applied all updates from all clients for a given unit of work, it
walks through its callbacks and sends up-to-date model parameter values.

Ensuring Bounded Staleness

Bounded staleness is ensured by coordination of clients and server partitions using clock
messages. On an individual client, as soon as all updates generated before and in the t-th
clock tick are sent to server partitions and no more updates before or in that clock tick can
be generated (because all compute threads have advanced beyond that clock), the client’s
communication threads send a client clock message to each server partition, indicating “all
updates generated before and in clock t by this client have been made visible to this server
partition” (assuming reliable, ordered message delivery).

After a server partition sends out all dirty parameters modified in clock t, it sends a
server clock message to each client communication thread, indicating ‘all updates generated
before and in clock t in the parameter partition have been made visible to this client”. Upon
receiving such a clock message, the client communication thread updates the age of the
corresponding parameters and permits the relevant blocked compute threads to proceed
on reads, if any.

Fault Tolerance

Bösen provides fault tolerance by checkpointing the server model partitions; in the event
of failure, the entire system is restarted from the last checkpoint. A valid checkpoint con-
tains the model state strictly right after clock t— the model state includes all model updates
generated before and during clock t, and excludes all updates after the t-th Clock() call by
any worker thread. With bounded staleness, clients may asynchronously enter new clocks
and begin sending updates; thus, whenever a checkpointing clock event is reached, each
server model partition will copy-on-write protect the checkpoint’s parameter values un-
til that checkpoint has been successfully copied externally. Since taking a checkpoint can
be slow, a checkpoint will not be made every clock or even every few clocks. A good es-
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timate of the amount of time between taking checkpoints is
√

2TsTf/N [168], where Ts is
the meantime to save a checkpoint, there are N machines involved and Tf is the meantime
to failure (MTTF) of a machine, typically estimated as the inverse of the average fraction of
machines that fail each year.

As Bösen targets offline batch training, restarting the system (disrupting its availability)
is not critical. With tens or hundreds of machines, such training tasks typically complete in
hours or tens of hours. Considering the MTTF of modern hardware, it is not necessary to
create many checkpoints, and the probability of restarting is low. In contrast, a replication-
based fault tolerance mechanism inevitably costs 2× or even more memory on storing the
replicas and additional network bandwidth for synchronizing them.

3.2 Managed Communication

Bösen’s client library and server partitions feature a communication manager whose pur-
pose is to improve ML progress per epoch (i.e., data pass) through careful use of network
bandwidth in communicating model updates/parameters. Communication management is
complementary to consistency management; the latter prevents worst-case behavior from
breaking ML consistency (correctness), while the former improves convergence time (speed).

The communication manager has two objectives: (1) communicate as many updates per
second as possible (full utilization of the bandwidth budget) without overusing the network
(which could delay update delivery and increase message processing computation over-
head); and (2) prioritize more important model updates to improve ML progress per epoch.
The first objective is achieved via bandwidth-driven communication with rate limiting,
while the second is achieved by choosing a proper prioritization strategy.

3.2.1 Bandwidth-Driven Communication

Similar to the leaky bucket model, the Bösen communication manager models the network
as a bucket that leaks bytes at a certain rate and the leaky rate corresponds to the node’s
bandwidth consumption. Thus the leaky rate is set to the given bandwidth budget to con-
strain the average bandwidth consumption. In order to fully utilize the given bandwidth
budget, the communication manager permits communication of updates or updated pa-
rameters whenever the bucket becomes empty (and thus communication may happen be-
fore the completion of a clock tick). The communication manager keeps track of the number
of bytes sent last time to monitor the state of the bucket. In our prototype implementation,
the communication threads periodically query the communication manager for opportu-
nities to communicate. The size of each send is limited by the size of the bucket (referred
to as “queue size”) to control its burstiness.

Copingwithnetwork fluctuations. In real cloud data centers with multiple users, the avail-
able network bandwidth may fluctuate and fail to live up to the bandwidth budgetB. Hence,
the Bösen communication manager regularly checks to see if the network is overused by
monitoring how many messages were sent without acknowledgment in a recent time win-
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dow (i.e., message non-delivery). If too many messages fail to be acknowledged, the com-
munication manager assumes that the network is overused, and waits until the window
becomes clear before permitting new messages to be sent.

Update quantization. As we discussed in Sec. 2.4.3, there has been a growing body of work
in recent years that uses reduced precision and quantization to represent floating-point
numbers to reduce the overhead of communicatig model updates. Bösen applications have
the option to use IEEE half-precision 16-bit floating-point numbers for communication,
reducing bandwidth consumption in half compared to 32-bit floats. The lost information
often has a negligible impact on progress per epoch.

3.2.2 Update Prioritization

Bösen spends available bandwidth on communicating information that contributes the most
to convergence. For example, gradient-based algorithms (including Logistic Regression)
are iterative-convergent procedures in which the fastest-changing parameters are often the
largest contributors to solution quality — in this case, we prioritize communication of fast-
changing parameters, with the largest-magnitude changes going out first. When there is an
opportunity for communication due to spare bandwidth, the server or client communica-
tion threads pick a subset of parameter values or updates to send. The prioritization strategy
determines which subset is picked at each communication event. By picking the right subset
to send, the prioritization strategy alters the communication frequency of different param-
eters, effectively allocating more network bandwidth to more important updates. It should
be noted that the end-of-clock communication needs to send all up-to-date parameters or
updates older than a certain clock number to ensure the consistency guarantees.

Bösen’s bandwidth manager supports multiple prioritization strategies. The simplest
possible strategies are Randomized, where communications threads send out randomly-
chosen rows and Round-Robin, where communication threads repeatedly walk through
the rows following a fixed order, and sends out all non-zero updates or updated param-
eters encountered. These strategies are baselines; better strategies prioritize according to
significance to convergence progress. We study the following two better strategies.

Absolute Magnitude prioritization. Updates/parameters are sorted by their accumulated
change in the buffer, |δ|.

Relative Magnitude prioritization. Same as absolute magnitude, but the sorting criteria
is |δ/a|, i.e., the accumulated change normalized by the current parameter value, a. For
some ML problems, relative change |δ/a|may be a better indicator of progress than absolute
change |δ|. In cases where a = 0 or is not in the client parameter cache, we fall back to
absolute magnitude prioritization.
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3.2.3 Adaptive Step Size Tuning

Many data-parallel ML applications use the stochastic gradient descent (SGD) algorithm,
whose updates are gradients multiplied by a scaling factor, referred to as “step size” and
typically denoted as η. The update equation is thus:

A(t) = A(t−1) +
∑P

p=1 η
(t−1)
p ∇(A(t−1),Dp). (3.1)

The SGD algorithm’s performance is very sensitive to the step size used. Early dis-
tributed SGD applications (i.e., GraphLab’s SGD MF, MLlib’s SGD LR, etc.) apply the same
step size for all dimensions and decay the step size each epoch according to a fixed schedule.
Achieving ideal algorithm performance requires a great amount of manual tuning to find a
good initial step size. Adaptive gradient algorithms adaptively adjust the step size, reducing
sensitivity to the initial step size η(1) and achieving good algorithm performance using any
initial step size from a reasonable range. In order to achieve fast convergence, AdaGrad [54]
adjusts the step size for each dimension differently to perform small updates to parameters
associated with frequently occuring features and large updates to parameters associated
with rare features. Adaptive Revision (or AdaRevision) [110] is extends AdaGrad for dis-
tributed training. In addition to scaling gradients based on update frequency, AdaRevision
scales down gradients that are computed using stale parameter values, to mitigate network
delays in asynchronous data-parallel training. While other adaptive step size algorithms,
such as RMSprop [12] and Adam [92], are probably more widely used for training DNNs,
we focus on AdaRevision here because scaling up updates that are received sooner amplifies
the effect of quicker communication. Note that other adaptive step size algorithms can also
be implemented by applications when needed using Bösen primitives described below.

Compared to regular SGD, an AdaRevision implementation additionally maintains an
accumulated sum of historical gradients for each parameter; a gradient atomically updates
the parameter and the accumulated sum. When a parameter is read out of the parameter
store for computation, a snapshot of the accumulated sum is taken and returned along with
the parameter value. A client will compute a gradient using that parameter, and then ap-
ply it back to the parameter store — when this happens, the snapshot associated with that
parameter is also supplied. The difference between the snapshot value and the latest pa-
rameter value indicates the timeliness of the update, and is used to adjust the step size: the
longer the updates are delayed, the smaller the step size, so that long-delayed gradients do
not jeopardize model quality. Our implementation stores the accumulated sum of histori-
cal gradients on the server partitions, and thus the updates are only applied on the server,
while the client parameter cache is made read-only to the compute threads.

Whereas a naive implementation of AdaRevision might let clients fetch the accumulated
sum (which is generally not needed for computing gradients) along with the parameters
from the server (and send the sum back along with the computed gradients), B̈osen instead
supportsparameter versioning to reduce the communication overhead. The server main-
tains a version number for each parameter row, which is incremented every time the row
is updated. The version number is sent to clients along with the corresponding parameters
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Figure 3.3: Compare Bösen’s SGD MF w/ and w/o adaptive revision with GraphLab SGD MF. Eta
denotes the initial step size. Multiplicative decay (MultiDecay) used its optimal initial step size.

and stored in the client’s parameter cache. The update computed (by a worker) for parame-
ter i is tagged with the version number of parameter i in the parameter cache. The updates
tagged with the same version number are aggregated via addition as usual, but updates with
different version numbers are stored separately. The use of version number to indicate the
timeliness of writes is similar to optimistic concurrency control.

The AdaRevision algorithm is implemented as auser-defined storedprocedure (UDF)
on the server. The user-defined stored procedure contains a set of user-implemented func-
tions that are invoked at various events to control the server’s behavior. Most notably, the
UDF takes snapshots of the accumulated sum of the historical gradients and increments the
version number upon sending parameters to clients and computes the step size when ap-
plying gradients. In order to bound the overall memory usage, the UDF imposes an upper
limit on the number of snapshots that can be kept. Bandwidth-triggered communication
is canceled upon exceeding this limit. The snapshots are freed when no client cache still
contains this version of the parameter

We demonstrate the importance of step size tuning and effectiveness of adaptive revision
using the SGD MF application on the Netflix dataset, with rank = 50, using one node in the
PRObE Susitna cluster (see Sec 3.3). As shown in Fig. 3.3, we compared adaptive revision
(AdaRev) with Multiplicative Decay (MultiDecay) using various initial step sizes. We also
ran GraphLab’s SGD MF using its synchronous engine (the asynchronous engine converges
slower per epoch) with a range of initial step sizes from 1e−4 to 1e−6 and showed its best
convergence result.

Firstly, we observed that multiplicative decay is sensitive to the initial step size. Chang-
ing the initial step size from 6e−5 to 1.2e−5 reduces the number of epochs needed to reach
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Dataset Workload Description Data Size
Netflix 100M ratings 480K users, 18K movies, rank=400 1.3GB

NYTimes 99.5M tokens 300K documents, 100K words 1K topics 0.5GB
ClueWeb10% 10B tokens 50M webpages, 160K words, 1K topics 80GB
ImageNet5% 65K samples 1000 classes, 21K of feature dimensions 5.1GB

Table 3.2: Datasets used in evaluation. Data size refers to the input data size. Workload refers to the
total number of data samples in the input data set.

Application Dataset # Rows Row Size
SGD MF Netflix 480K 1.6KB

LDA NYTimes 100K dynamic
LDA ClueWeb10% 160K dynamic
MLR ImageNet5% 1K 84KB

Table 3.3: Descriptions of ML models and evaluation datasets. The overall model size is thus # Rows
multiplied by row size.

Application & Dataset # Machines Bandwidth Budgets Queue Size
SGD MF, Netflix 8 (N) 200Mbps, 800Mbps 100, 100

LDA, NYTimes 16 (N) 320Mbps, 640Mbps, 1280Mbps 5000, 500

LDA, ClueWeb10% 64 (N) 800Mbps 5000, 500

MLR, ImageNet5% 4 (S) 100Mbps, 200Mbps, 1600Mbps 1000, 500

Table 3.4: Bösen system and application configurations. N - cluster Nome, S - cluster Susitna. The
queue size (in number of rows) upper bounds the send size to control burstiness; the first number
denotes that for client and the second for server. LDA experiments used hyper-parameters α = β =

0.1. SGD MF and MLR uses an initial learning rate of 0.08 and 1 respectively.

a training loss of 1e8 by more than 3×. However, convergence with adaptive revision is
much more robust, and the difference between the initial step size of 0.08 and 0.4 is neg-
ligible. Secondly, we observed that SGD MF under adaptive revision converges 2× faster
than using multiplicative decay with the optimal initial step size that our manual parameter
tuning could find. Even though GraphLab also applies multiplicative decay to its step size,
it does not converge well.

The adaptive revision algorithm becomes more effective when scaling the SGD appli-
cation as it adapts the step size to tolerate the communication delay. An experiment (not
shown) using 8 Susitna nodes shows that adaptive revision reduces the number of epochs
to convergence by 10×.

3.3 Evaluation

We evaluated Bösen using three real machine learning applications, matrix factorization
(MF) solved by SGD, latent Dirichlet allocation (LDA) solved by collapsed Gibbs sampling,
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Application & Dataset Result Figures
SGD MF, Netflix 3.4a, 3.6a, 3.7a
LDA, NYTimes 3.4b, 3.6b, 3.10

MLR, ImageNet5% 3.7b

Table 3.5: Summary of experiment result figures.

and multiclass logistic regression (MLR) also solved by SGD.
Cluster setup: Most of our experiments were conducted on PRObE Nome [62], consisting
of 200 computers running Ubuntu 14.04. Our experiments used different numbers of com-
puters, varying from 8 to 64. Each machine contains 4 × quad-core AMD Opteron 8354
CPUs (16 physical cores per machine) and 32GB of RAM. The machines were distributed
over multiple racks and connected via a 1 Gb Ethernet and 20 Gb Infiniband. A few exper-
iments were conducted on PRObE Susitna [62]. Each machine contains 4 × 16-core AMD
Opteron 6272 CPUs (64 physical cores per machine) and 128GB of RAM. The machines
are distributed over two racks and connected to two networks: 1 GbE and 40 GbE. In both
clusters, every machine is used to host Bösen server, client library, and worker threads (i.e.,
servers and clients are collocated and evenly distributed).
ML algorithm setup: In all ML applications, we partition the data samples evenly across
the workers. Unless otherwise noted, we adopted the typical BSP configuration and con-
figured 1 logical clock tick to be 1 pass through the worker’s local data partition1. The ML
models and datasets are described in Table 3.3, and the system and application configura-
tions are described in Table 3.4.
Performancemetrics: Our evaluation measures performance as the absolute convergence
rate on the training objective value; that is, our goal is to reach convergence to an estimate
of the model parameters that best represent the training data (as measured by the training
objective value) in the shortest time.

Bösen is executed under different modes in this section:
Single Node: The ML application is run on one shared-memory machine linked against
one Bösen client library instance with only consistency management. The parameter cache
is updated upon write operations. Thus updates become immediately visible to compute
threads. It represents a gold standard when applicable. It is denoted as “SN”.
Linear Scalability: It represents an ideal scenario where the single-node application is
scaled out, and linear scalability is achieved. It is denoted as “LS”.
Bounded Staleness: Bösen is executed with only consistency management enabled, and
communication management is disabled. It is denoted as “BS”.
Bounded Staleness + Managed Communication: Bösen is executed with both consis-

1In one clock we compute parameter updates using each of the N data samples in the dataset exactly once, regardless
of the number of parallel workers. With more workers, each worker will touch fewer data samples per data pass.
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tency and communication management enabled. It is denoted as “MC-X-P”, where X de-
notes the per-node bandwidth budget (in Mbps), and P denotes the prioritization strategy:
“R” for Randomized, “RR” for Round-Robin, and “RM” for Relative-Magnitude.
Bounded Staleness + Fine-Grained Clock Tick Size: Bösen is executed with only con-
sistency management enabled, communication management is disabled. In order to com-
municate updates and model parameters more frequently, a full pass over data is divided
into multiple clock tick. It is denoted as “BS-X”, where X is the number of clock ticks that
constitutes a data pass.

Unless otherwise mentioned, we used a staleness threshold of 2 and we found that al-
though bounded staleness converges faster than BSP, changing the staleness threshold does
not affect average-case performance as the actual staleness is usually 1 due to the eager
end-of-clock communication (Section 3.1). The network waiting time is small enough that
a staleness threshold of 2 achieves no blocking. The bounded staleness consistency model
allows computation to proceed during synchronization. As long as the workload is balanced
and synchronization completes within one clock tick of computation (which is typically the
case), the network waiting time can be completely hidden.

3.3.1 CommunicationManagement

In this section, we show that the algorithm performance improves with more immediate
communication of updates and model parameters. Moreover, proper bandwidth allocation
based on the importance of the messages may achieve better algorithm performance with
less bandwidth consumption. To this end, we compared managed communication with
non-managed communication (i.e., only the consistency manager is enabled). The com-
munication management mechanism was tested with different per-node bandwidth bud-
gets (see Table 3.4) and different prioritization strategies (Section 3.2.2). Each node runs
the same number of client and server communication threads and the bandwidth budget is
evenly divided among them.
Effect of increasing bandwidth budget. Under Bösen’s communication management, in-
creasing bandwidth budget permits more immediate communication of model updates and
parameters and thus improves algorithm performance (higher convergence per epoch, i.e.,
data pass) given a fixed prioritization policy. We demonstrate this effect via the MF and LDA
experiments (Fig. 3.4). First of all, we observed that enabling communication management
significantly reduces the number of epochs needed to reach convergence (objective value of
2e7 for MF and −1.022e9 for LDA). In MF, communication management with bandwidth
budget of 200Mbps reduces the number of epochs needed to reach 2e7 from 64 (BS) to 24
(MC-200-R). In LDA, a bandwidth budget of 320Mbps reduces the number of epochs to
convergence from 740 (BS) to 195 (MC-320-R). Secondly, increasing the bandwidth budget
further reduces the number of epochs needed. For example, in LDA, increasing the band-
width budget from 320Mbps (MC-320-R) to 640Mbps (MC-640-R) reduces the number
epochs needed from 195 to 120.
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Figure 3.4: Algorithm performance under managed communication

Effect of prioritization. As shown Fig. 3.4b, in the case of LDA, prioritization by Relative-
Magnitude (RM) consistently improves upon Randomization (R) when using the same amount
of bandwidth. For example, with 320Mbps of per-node bandwidth budget MC-320-RM re-
duces the number of epochs needed to reach −1.022e9 from 195 (MC-320-R) to 145.

Relative-Magnitude prioritization improves upon Randomized prioritization as it dif-
ferentiates updates and model parameters based on their significance to algorithm perfor-
mance. It allocates network bandwidth accordingly and communicates different updates
and model parameters at different frequencies. Fig. 3.5 shows the CDFs of communication
frequency of LDA’s model parameters, under different policies. For the NYTimes dataset,
we observed that Relative-Magnitude and Absolute-Magnitude prioritization achieve sim-
ilar effect, where a small subset of keys are communicated much more frequently. Random
and Round-Robin achieve similar effect where all keys are communicated at roughly the
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Figure 3.5: Model Parameter Communication Frequency CDF

same frequency.2

Prioritization appears to be less effective for MF. The server UDF computes the step
size which scales the gradient, altering the gradient by up to orders of magnitude. Since the
adaptive revision algorithm tends to [110] apply a larger scaling factor for smaller gradients,
the raw gradient magnitude is a less effective indicator of significance.
Overhead of communication management and absolute convergence rate. Under
managed communication, the increased volume of messages incurs noticeable CPU over-
heads due to sending and receiving the messages and serializing and deserializing the con-
tent. Computing importance also costs CPU cycles. Fig. 3.6 presents the per-epoch runtime
and network bandwidth consumption corresponding to Fig. 3.4. For example, enabling
communication management with a 200Mbps bandwidth budget (MC-200-R) incurs a 12%
per-epoch runtime overhead.

However, the improved algorithm performance significantly outweighs such overheads
and results in much higher absolute convergence rate in wall clock time, as shown in Fig. 3.7
(MF and MLR) and Fig. 3.10a. For example, for MF, we observed a 2.5× speedup in absolute
convergence rate using bandwidth budget of 800Mbps and Relative-Magnitude prioritiza-
tion compared the bounded staleness baseline.
Comparisonwith Yahoo!LDA. We compare Bösen LDA with the popular Yahoo!LDA us-
ing the NYTimes and 10% of the ClueWeb data set, using 1GbE and 20 Gb Inifiniband,
respectively. The former is plotted in Fig. 3.8. Yahoo!LDA employs a parameter server ar-
chitecture that’s similar to Bösen’s, but uses total asynchronous parallelization. The com-
pute threads of Yahoo!LDA process roughly the same number of data points as Bösen’s.
Each Yahoo!LDA worker (node) runs one synchronizing thread that iterates over and syn-

2On a skewed dataset, it’s possible to observe a skewed communication frequency distribution even with Randomized
or Round-Robin policy when some words appear much more frequently than others. Even then the prioritization scheme
can still alter the communication frequency to prioritize the most important parameters.
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(b) Topic Modeling (LDA)

Figure 3.6: Overhead of communication management: time per data pass and average bandwidth
consumption. Note that while managed communication consumes high network bandwidth and
takes longer to perform a mini-batch, it significally reduces the number of epoches needed to reach
the target objective function value (see Fig. 3.4) and thus improves the wall clock time to convergence
(see Fig. 3.7)

chronizes all cached parameter in a predefined order. We observed that Bösen significantly
outperformed Yahoo!LDA on the NYTimes dataset, but converged at similar rate on the
ClueWeb10% data set.

In summary, by making full use of the 800Mbps and 640Mbps bandwidth budget, com-
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Figure 3.7: Absolute convergence rate under managed communication

munication management with Randomized prioritization improved the time to conver-
gence of the MF and LDA application by 2.5× and 2.8× in wall clock time and 5.3× and
6.1× in number of epochs, compared to a bounded staleness execution. Relative-Magnitude
prioritization further improves the convergence time of LDA by 25%. Communication
management with bandwidth budget of 200Mbps and Relative-Magnitude prioritization
improved the convergence time of MLR by 2.5×.

3.3.2 Comparison with Clock Tick Size Tuning

Another way of reducing parallel error on a BSP or bounded staleness system is to divide
a full data pass into multiple clock ticks to achieve more frequent synchronization, while
properly adjusting the staleness threshold to ensure the same staleness bound. This ap-
proach is similar to mini-batch size tuning in ML literature. In this section, we compare
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Figure 3.9: Comparing Bosen with simply tuning clock tick size: convergence per epoch

Bösen’s communication management with application-level clock tick size tuning via the
LDA application and the result is plotted in Fig 3.10. For each number of clock ticks per
data pass, we adjust the staleness threshold so all runs share the same staleness bound of 2
data passes.

Firstly, from Fig. 3.10a we observe that as the clock tick size halves, the average band-
width usage over the first 280 epochs doubles but the average time per epoch doesn’t change
significantly. From Fig. 3.9, we observe that the increased communication improves the al-
gorithm performance. Although simply tuning clock tick size also improves algorithm be-
havior, it doesn’t enjoy the benefit of prioritization. For example, MC-640-RM used only

40



 0

 500

 1000

 1500

 2000

 2500

 3000

BS
BS-2 BS-4 BS-8

MC-320-R

MC-320-RM

MC-640-R

MC-640-RM

se
co

n
d

s

(a) time to convergence

 0
 0.5

 1
 1.5

 2
 2.5

 3
 3.5

 4
 4.5

 5

BS
BS-2

BS-4
BS-8

MC-320-R

MC-320-RM

MC-640-RM BS
BS-2

BS-4
BS-8

MC-320-R

MC-320-RM

MC-640-RM
 0

 100

 200

 300

 400

 500

 600

se
co

n
d

s

M
b

p
s

compute
wait

bw

(b) average per-epoch time and bandwidth consumption

Figure 3.10: Comparing Bosen with simply tuning clock tick size

63% of the bandwidth compared to BS-8 but converged 28% faster. The difference is due
to careful optimization which cannot be achieved via application-level tuning.

3.4 Summary

While tolerance to bounded staleness reduces communication and synchronization over-
heads for distributed machine learning algorithms and thus improves system throughput,
the accumulated error may, sometimes heavily, harm algorithm performance and result in
slower convergence rate. More frequent communication reduces staleness and parallel er-
ror and thus improves algorithm performance but it is ultimately bound by the physical
network capacity. This paper presents a communication management technique to maxi-
mize the communication efficiency of bounded amount of network bandwidth to improve
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algorithm performance. Experiments with several ML applications on over 1000 cores
show that our technique significantly improves upon static communication schedules and
demonstrate an up-to-5× speedup relative to a well implemented bounded staleness sys-
tem.

Our prototype implementation has certain limitations. While a production system should
address these limitations, our evaluation nevertheless demonstrates the importance of man-
aging network bandwidth. Our implementation assumes all nodes have the same inbound
and outbound bandwidth and each node’s inbound/outbound bandwidth is evenly shared
among all nodes that it communicates with. Such assumption is broken in a hierarchical
network topology typically seen in today’s data centers, leading to under-utilized network
bandwidth. Although update magnitude serves as a good indicator of update importance for
some applications, there are cases, such as when stored procedures are used, where it may be
insufficient. Future research should look into exploiting more application-level knowledge
and actively incorporating server feedbacks to clients.
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Chapter 4

Application-SpecificComputationSchedulingCase
Study

A key problem of data parallelism is that it is not equivalent to serial execution because a
worker may not observe the parameter updates that are produced in parallel by other work-
ers. Compared to serial execution, under data parallelism, a worker computes parameter
updates using a stale version of model parameter values, violating data dependence.

Non-serializable execution often leads to slower algorithm convergence and lower model
quality. Therefore data parallelism is not always the best parallelization method. We can un-
derstand the effect of such non-serializable parallelization from two perspectives. First, for
stochastic gradient descent (SGD), synchronous data parallelism overK workers is equiva-
lent to sequential SGD using a mini-batch size ofK times larger. Mini-batch size is an SGD
hyperparameter, and a mini-batch size that is too large often requires more data passes to
reach the same model quality and may also lead to lower model performance on unseen
data. Previous work reported this effect for both traditional ML models [90] and neural
networks [77, 89]. Second, generally speaking, non-serializable parallelization is an erro-
neous execution of the sequential algorithm, where parameter values contain error due to
conflicting accesses. Intuitively, the error’s magnitude increases when more workers are
used and decreases when workers synchronize more frequently. Thanks to ML algorithms’
tolerance to bounded error [75, 127], the erroneous execution may still produce an accept-
able model, but the algorithm’s convergence rate and model quality degrades as the error
increases [75, 90, 157]. Large mini-batch size or synchronization once per multiple mini-
batches is common in distributed training in order to amortize synchronization overhead.
This is especially common for traditional ML models where per-data-sample computation
is light.

Some machine learning training programs exhibit a sparse parameter access pattern
where each training data sample reads and updates only a subset of the model parame-
ters. This sparse parameter access pattern may allow parallel mini-batch computation to
be scheduled in a way that eliminates conflicting accesses and thus retains serializability.
In this chapter, we present two machine learning applications, LDA for topic modeling,
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and SGD matrix factorization, that leverage this opportunity to improve distributed train-
ing efficiency. The LDA training application is implemented based on Bösen to leverage
its efficient distributed shared memory abstraction and SGD matrix factorization is imple-
mented on Apache Spark to evaluate the RDD abstraction for distributed training. While
implementations based on an efficient Parameter Server system (Bösen) achieve high per-
formance, they also require substantial programmer effort. On the other hand, Spark’s
high-level programming interface, especially the Python API, substantially reduces pro-
grammer effort, but the Spark implementation suffers significant performance overhead
because the immutable RDD abstraction and the map-reduce execution model is inefficient
for the rapidly updated model parameters in machine learning training.

4.1 LightLDA: Scheduling Computation for Latent Dirichlet Alloca-
tion

4.1.1 Introduction

Topic models have been widely applied in text mining, network analysis and genetics, and
other domains [19, 26, 137, 167, 177]. With the rapid growth of data size, it has become cru-
cial to scale topic models, particularly the Latent Dirichlet Allocation (LDA) model [26], to
web-scale corpora. Web-scale corpora are significantly more complex than smaller, well-
curated document collections, and thus require a high-dimensional parameter space fea-
turing up to millions of topics and vocabulary words and hence trillions of parameters, in
order to capture long-tail semantic information that would otherwise be lost when learning
only a few thousands of topics [156].

LightLDA [171] proposes a new sampling algorithm that reduces the per-token sam-
pling complexity of commonly used collapsed Gibbs sampling algorithm from O(K) to O(1),
where K is the number of topics. The new LightLDA sampler exhibits a similar parameter
access pattern to the classic collapsed Gibbs sampling algorithm. By analyzing the per-token
parameter access pattern, we design a static scheduling algorithm that schedules indepen-
dent computation with respect to model parameter access to improve the convergence rate
upon data parallelism and enable training large models that do not fit into a single machine.
Thanks to its fast sampling algorithm and the sophisticated distributed implementation,
LightLDA was able to train a LDA model with K = 1 million topics in less than 2 days on a
training corpus with a vocabulary size of 1 million (1 trillion shared parameters and 200 bil-
lion tokens) using only 24 CPU machines (480 cores in total). To the best of my knowledge,
this was the largest topic model reported in publications in 2015. The previous state-of-
the-art topic model instance has 2000 topics and was trained on a training corpus with
a vocabulary size of 5 million (10 billion shared parameters), which used 6000 machines
(60000 cores in total) for about one day.
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4.1.2 Background: Latent Dirichlet Allocation and Gibbs Sampling

In this section, we briefly review the Latent Dirichlet Allocation (LDA) [26] model. Specif-
ically, LDA assumes the following generative process for each document in a corpus:

• ϕk ∼ Dirichlet(β): Draw word distribution ϕk per topic k.
• θd ∼ Dirichlet(α): Draw topic distribution θd per document d.
• nd ∼ Poisson(γ): For each document d, draw its length nd (i.e., the number of tokens

it contains).
• For each token i ∈ {1, 2, . . . , nd} in document d:

zdi ∼Multinomial(θdi): Draw the token’s topic.
wdi ∼Multinomial(ϕzdi): Draw the token’s word.

To find the most plausible topics in a corpus and document-topic assignments, one
must infer the posterior distribution of latent variables in an LDA model, by using either a
variational- or sampling-based inference algorithm. Both the widely used collapsed Gibbs
sampler [68] and the new fast LightLDA sampler sequentially sample a topic for each token
according to the statistics of the current topic assignment to tokens. The important statis-
tics include nkd, which is the number of tokens in document d that are assigned to topic k,
nkw, which is the number of tokens with word w (across all documents) that are assigned
to topic k, and nk, which is the number of tokens (across all docs) assigned to topic k. The
counts nkd, nkw and nk, are cached and updated during training, which we refer to model
parameters. We refer to all nkd as the document-topic table, all nkw as the word-topic ta-
ble, and all nk as the topic summary. These statistics are updated after each new topic is
sampled, and the new statistics are used for sampling the next topic.

4.1.3 Scheduling Computation

We make two observations regarding the LDA model and the Gibbs sampling algorithm:
• Each document is represented as a bag of words, regardless of the ordering of the

tokens. While the tokens should be processed sequentially, the order in which the
tokens are processed can be arbitrary.

• Processing each token reads and updates only a small subset of the counts in the word-
topic table n·w and the document-topic table n·d according to the word and the docu-
ment the token corresponds to.

Based these two observations, we may carefully partition the corpus and schedule com-
putation to workers to ensure a schedule in which during any concurrent set of mini-batch
processing, there is no conflicting access on the word-topic table and the document-topic
table. This parallelization achieves a higher per-data-sample convergence rate compared to
data parallelism and also bounds the memory footprint of each worker for locally caching
model parameters and buffer updates. While such a parallel computation schedule could
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Figure 4.1: Partition the corpus dataset along by documents (horizontal) and words (vertical); sched-
ule a selected subset of partitions to run in parallel in each step. An entire data pass is completed in
a number of sequential steps.

still incur conflicting access on the topic summary, its effect on algorithmic convergence is
negligible. Fig. 4.1 shows an example of a 3 × 3 partitioning of the dataset and its compu-
tation schedule.

In order to scale to extremely large datasets that do not fit in the memory of the dis-
tributed worker machines, our LightLDA implementation leverages external storage (in our
case, hard disks) to store the partitioned datasets. The corpus is statically partitioned among
workers by the document; within each document, the tokens are partitioned by word. The
worker loads only the relevant data partition into memory and uses double buffering to
hide the I/O overhead.

LightLDA is implemented as an application on top of the Bösen Parameter Server to
leverage its shared memory abstraction and the Bounded Staleness consistency model. The
word-topic table and the topic summary are stored in Bösen, and thus shared by all work-
ers. However, note that static scheduling ensures non-conflicting parameter access on the
word-topic table and thus LightLDA does not take advantage of Bösen’s communication
management mechanism. Static computation scheduling also ensures a worker processes
only tokens from appropriate documents so that the document-topic table is partitioned
among the worker machines. The training dataset, along with the topic indicator for each
token, is statically partitioned by the application program among the worker machines’ ex-
ternal storage and loaded for computation in a streaming fashion, as was just described
above.

4.1.4 Evaluation

In this section, we demonstrate that LightLDA efficiently trains the largest LDA model on
a large dataset within 2 days. We use a cluster that contains 24 machines, in which each
machine has 20 physical cores and 256 GB of memory. The machines are connected using
1 Gbps Ethernet. The LDA model is trained on a proprietary Bing Web Chunk dataset,
which has a vocabulary size of 1 million and contains 1.2 billion documents and 200 billion
tokens.

Fig. 4.2 presents the LDA model’s log-likelihood, i.e., training objective function value,
during the course of training. We observe that the using 24 machines, LightLDA achieves a
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Figure 4.2: LightLDA log-likelihood over time.

near 3× speedup compared to using 8 machines, that is, 60 hours at 24 machines matches
the log-likelihood of 180 hours at 8 machines.
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Figure 4.3: LightLDA breakdown of per-iteration time.

Fig. 4.3 shows the breakdown of the execution time. Note that in the first 10 iterations,
communication is a significant overhead. However, the communication overhead reduces
over time as the model becomes more and more sparse, i.e., each word is only associated
with a small number of topics. The high ratio of computation vs. communication demon-
strates that the system design achieves high efficiency. Linear scaling of time to objective
function value is perhaps too high a bar to expect, but in this case, at least LightLDA scales
very well with additional parallel resources.
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4.2 Distributing SGDMatrix Factorization using Apache Spark

4.2.1 Introduction

Apache Spark [13, 173] is a distributed computing system that implements the map-reduce [51]
programming model and is attracting wide attention for commercial Big Data process-
ing. Spark achieves high throughput compared to the previously dominant open-source
map-reduce implementation Apache Hadoop [4] by retaining data in main memory when-
ever possible and possibly through better implementation of its operations (such as reusing
JVM across jobs, etc.). Moreover, it allows application developers to program in a declar-
ative language because it employs a DAG scheduler that executes the inferred execution
plan. It is said that the DAG scheduler greatly improves the programmer productivity as it
relieves programmers from maintaining the complex dependencies among different tasks
and scheduling them and also fault tolerance.

Spark has been perceived as a suitable choice for iterative algorithms, including ML
training, as it avoids the costly disk I/O between iterations employed by previous map-
reduce systems. Moreover, its declarative programming language (and DAG scheduler) may
allow faster application development. However, as Spark does not apply any ML-specific
optimizations mentioned above, it remains a question whether Spark may achieve through-
put comparable to specialized distributed algorithm implementations or ML-oriented sys-
tems. In order to explore this question, we implemented a well-known parallel ML algo-
rithm – Distributed Stochastic Gradient Descent for Matrix Factorization [60] on Spark
and compared it with alternative implementations. We found that our PySpark implemen-
tation suffers significant runtime penalty (226× slower than our specialized implementa-
tion in C++) and scales poorly to a larger number of machines or larger datasets, justifying
research on machine-learning-optimized training frameworks.

4.2.2 Background: Spark and SGDMatrix Factorization

Spark

Spark organizes data into Resilient Distributed Datasets (RDD). An RDD is a read-only, par-
titioned collection of records. RDDs can only be created (“written”) through deterministic,
coarse-grained operations on either 1) data in persistent storage or 2) other RDDs [174].
Such operations are referred to as transformations, which include map, filter, and join.
Spark maintains the lineage of each RDD, i.e., how the RDD is created from data in persis-
tent storage, so Spark doesn’t need to materialize the RDDs immediately, and any missing
RDDs may be created through the deterministic operations according to its lineage. An-
other kinds of RDD operations are referred to as actions, which trigger computation that
returns results to the Spark program. Examples include count and reduce.

Spark application developers write a driver program that defines RDDs and invokes op-
erations on them. The Spark runtime consists of a master and many workers (i.e., executors).
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The driver program is executed by the master, which commands the workers to execute the
RDD operations accordingly. RDD transformations are lazily evaluated, i.e., they are not
executed when they are encountered in code processing. Instead, the RDDs’ lineage graphs
are recorded, and the associated transformations are executed only when they are needed
for computing values returned to the application program (i.e., actions).

There are two types of RDD dependencies: narrow dependencies, where each parent RDD
partition is needed by at most one child RDD partition, and wide dependencies, where multi-
ple child partitions may depend on it. Narrow dependencies (e.g., map) allow pipelined ex-
ecution on one cluster node. Wide dependencies (e.g., join) depend on many or all parent
partitions and thus generally require shuffling. A spark scheduler groups as many pipelined
transformations as possible into one stage. The boundary of each stage is shuffle operation.
When an action is run, the scheduler builds a DAG of stages to execute from the RDD’s
lineage graph.

Spark supports two mechanisms for communicating values to workers, which execute
RDD operations. Firstly, the driver program may broadcast the value of a local variable to
workers as a read-only copy. Such variables are referred to as broadcast variables. Addition-
ally, the collect operation on an RDD creates a local variable in the driver program that
consists of all identified records. Together collect and broadcast allow the driver to in-
tervene and manage communication. Secondly, two RDDs may be joined by a field in their
records as a key. Joined RDDs communicate information between workers without driver
intervention by joining records from other RDDs that are in different machines, then par-
titioning the new RDD to cause information that used to be in different machines to land
in the same machine. As data sizes scale, joins become the more efficient form of worker
communication.

Spark also provides the Spark SQL library, which is built on top of RDDs and enables
querying distributed datasets using the SQL language [23]. The main abstraction in Spark
SQL is DataFrame, which is a distributed collection of data records with a schema. DataFrame
can also be manipulated using RDD APIs besides SQL. Similar to RDD programs, Spark
SQL applications are implemented by constructing a computation graph composed of pre-
defined DataFrame operators. For many applications, the rich collection of pre-defined op-
erators eliminate the need for user-defined functions (e.g., a map function on RDDs). This,
along with the DataFrame schema, enables the query optimizer (i.e., Catalyst) to optimize
the computation plan and generate efficient Java bytecode. However, machine learning pro-
grams often perform complex computation on each data record, which cannot be expressed
using existing DataFrame operators and thus still rely on user-defined functions. Therefore,
machine learning programs (at least the one that we study in this section) cannot take ad-
vantage of the Catalyst optimizer. Moreover, as DataFrame is built on top of RDDs, it uses
RDD’s communication mechanisms. Due to these reasons, we did not observe meaningful
performance improvements when using DataFrame compared to RDD, and thus we focus
on RDD implementations in our study for its greater flexibility.
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Matrix Factorization using SGD

Matrix factorization (MF) is a popular model used in recommender systems [93]. Given a
large (and sparse)m×nmatrix V and a rank r, the goal of MF is to find anm× r matrixW
and an r×nmatrixH such that V ≈ WH , where the quality of approximation is defined by
an application-dependent loss function L. In recommender systems, V represents a sparse
user-item rating matrix, since any single user most likely rates only a subset of the items. We
can predict a user’s interest on an item by predicting missing data within the sparse matrix
using WH . A commonly used loss function in recommender systems is the nonzero squared
loss LNZSL =

∑
i,j:Vij 6=0(Vij − [WH]ij)

2 (missing entries are denoted as zeros).

MF is often solved as an optimization problem using Stochastic Gradient Descent (SGD)
that minimizes the loss function (i.e., the objective function). Note that LNZSL can be de-
composed into the sum of local losses, i.e.,LNZSL =

∑
i,j:Vij 6=0 l(Vij,Wi∗, H∗j), where l(Vij,Wi∗, H∗j) =

(Vij − Wi∗H∗j)
2. We denote a subset of the nonzero entries in V as training set Z . With

a step size ε, an SGD algorithm for MF can be described in Alg. 2 1([60, 93]). Alg. 2 de-
scribes a serial algorithm that is not bound to a particular system. Convergence of the
algorithm is measured by a training loss defined over the training set Z ⊆ V , i.e., Ltr =∑

i,j:Zi,j∈Z l(Zij,Wi∗, H∗j)
2.

Algorithm 2: SGD For Matrix Factorization
Input : the training set Z and rank r
Output: factor matrices W and H
Randomly Initialize W and H
while not converged do

for Zij ∈ Z do
W ′i∗ ←Wi∗ −Wi∗ε

∂
∂Wi∗

l(Zij ,Wi∗, H∗j)

H∗j ← H∗j −H∗jε ∂
∂H∗j

l(Zij ,Wi∗, H∗j)

Wi∗ ←W ′i∗

Similar to other iterative convergent ML algorithms, the heavy computation in SGD MF
resides in the for-loop that iterates over the training set Z . This is the work that should be
parallelized for parallel training. Implementations of SGD MF on parameter server sys-
tems [44, 157] and graph processing systems [31, 64, 163] are often parallelized using data
parallelism, where the training setZ is randomly partitioned and assigned to workers. Ran-
dom partitioning leads to conflicting accesses on W or H and violating data dependence,
e.g., if data samplesZip andZiq , both read and writeWi∗, but are assigned to different work-
ers and executed in parallel at the same time.

1Practical applications may employ regularization. Here we omit regularization for simplicity since it does not affect
parallelization.
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Serializable Parallelization of SGDMF

Pairs of data samples Zij and Zi′j′ , ∀i, j, i′, j′ : i 6= i′, j 6= j′, are independent. That is, pro-
cessing Zij and Zi′j′ does not read or write to the same entries in W or H . Accordingly, we
can devise a serializable parallelization by processing only independent data samples in par-
allel. Although different orderings of data samples may indeed lead to different numerical
values of W and H , serializability is sufficient for matching sequential execution’s conver-
gence rate and model quality. Based on these observations, Gemulla et al. [60] proposed a
serializable parallel SGD algorithm called stratified SGD.

Given a cluster of P workers, Gemmulla et al.’s stratified SGD algorithm partitions the
rating data matrix Z into P × P blocks, and each block is denoted by its partition index
(i, j). The set of blocks is divided intoP strata, and the algorithm ensures that for any pair of
blocks (i, j) and (i′, j′) in the same stratum, i 6= i′ and j 6= j′. In stratified SGD, an epoch (i.e.,
a full data pass) is divided into P sub-epochs, where each sub-epoch processes one stratum
and the P blocks within a stratum are processed in parallel by P workers. Processing rating
matrix block (i, j) reads and writes the i-th and j-th blocks of matrixW andH , respectively.
Stratified SGD enforces synchronization between workers at the end of each sub-epoch,
and thus its parallel computation schedule ensures serializability as different workers do not
access the same parameters within each sub-epoch, and a worker is guaranteed to observe
the updates made by other workers in previous sub-epochs.

4.2.3 Communicating Model Parameters

Between-sub-epoch synchronization and parameter communication can be achieved using
different strategies. Two of these strategies are efficiently supported by Spark, and two are
not. We discuss these strategies in this section. Without losing generality, for the discussion
in this section, we assume H is smaller in size. To avoid communicating the larger matrix
W , we assign to the p-th worker the rating data blocks (p, 1), (p, 2), ..., (p, P ) as well as the
p-th block of W . In our Spark implementation, this is achieved by joining the RDD of the
partitioned rating data Z and the RDD of matrix W .

Communication Strategies Supported By Spark

Broadcasting. We can let the Spark driver program construct theH matrix as a local vari-
able and then broadcast it to workers. At the end of a sub-epoch, the driver program may
retrieve the updated values of H by invoking the collect operation on the RDD that con-
tains copies of H . They can then be broadcasted for the next sub-epoch. While simple and
straightforward, this approach fails to scale to a large number of parameters or workers.
The driver node needs to be able to hold at least one copy of theH matrix, which may con-
tain billions of parameters in a modest problem. Moreover, the driver program sends a full
copy of the H matrix to each worker even though they only need 1/P of H , wasting a sub-
stantial amount of network bandwidth. Since we seek a solution that can potentially scale
to a large number of model parameters without having to be restricted by a single machine,
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broadcasting is rejected.

RDD Join. The H matrix can be stored as an RDD, so it’s not restricted by the size of any
single machine. The H RDD can be joined with the RDD that contains the partitioned Z
andW matrices to have theH values available for processing correspondingZ blocks. Since
a worker uses a different partition of H in each sub-epoch, one join operation is needed
per sub-epoch. Recall that creating a P -way parallelism requires partitioning the rating
matrix into P × P blocks and takes P sub-epochs for a full pass of the training data. Thus
higher degree of parallelism (utilizing more workers) causes more joins. Joining two RDDs
typically involves shuffling.

Communication Strategies Not Supported By Spark

Pipelining. As discussed above, the parallel computation schedule assigns blocks ofZ that
have the same horizontal coordinates to the same worker and schedules different workers
to process different vertical blocks in the same sub-epoch. By choosing a proper processing
order of blocks for each worker, we ensure that across all sub-epochs, each worker only
receives parameters (blocks of H) from another fixed worker and sends updated parame-
ters to another fixed worker. Thus each worker directly sends its updated parameters to
a statically designated successor. Partitioning a Z block vertically into smaller blocks al-
lows communication of parameters to begin before the computation of a block finishes and
thus effectively overlap communication time with computation time. Compared to RDD
join, pipelining avoids the overhead to dynamically determining the destination of param-
eters and, more importantly, hides some of the computation time. This computation and
communication schedule is not supported by Spark, so we compare to a standalone imple-
mentation.

Distributed Shared Memory. The matrix H could be stored and served by distributed
shared memory, such as used in Parameter Servers [100, 157]. While this approach is similar
to broadcasting, it does not suffer the scalability and redundant communication issues as
experienced by Spark broadcasting. Firstly, the parameter server could be distributed, so it
is not restricted by the capability of a single node. Secondly, each worker only has to fetch
the parameters needed for the next sub-epoch instead of the whole H matrix. We compare
to a Parameter Server implementation called Bösen.

4.2.4 Evaluation and Results

In order to understand Spark’s performance with proper context, we compare the following
implementations:
Python-Serial or simply Serial: a serial implementation in Python (v3.4.0) of the Stochas-
tic Gradient Descent algorithm with Gemulla et al.’s rating matrix partitioning strategy [60].
It stores the rating matrix and parameter matrices on disk, loads blocks into memory when
they are needed and writes them back to disk before loading data for the next sub-epoch.
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Python-Spark or simply Spark is implemented on PySpark (v1.6.0) and uses RDD joins
for communicating the model parameters.
Pipelined-Standalone or simply Standalone implements the scheduled pipelining com-
munication strategy in C++ based on Gemulla et al.’s algorithm [60] using the POSIX socket
interface for communication.
Pipelined-MPI or simplyMPI implements the scheduled pipelining communication strat-
egy in Python using MPI4Python (v1.3 and MPI version 1.4.3) for communication.
Bösen is a Parameter Server that provides a distributed shared memory implementation
for storing model parameters. The Bösen implementation of SGD MF is parallelized using
data parallelize. The rating dataZ is partitioned by row and thus parallel workers may incur
conflicting parameter accesses on H . Moreover, the Bösen implementation performs one
global synchronization per epoch, i.e., a worker does not propagate its parameter updates
to other workers until its entire local data partition has been processed. Note that this is
different from the implementation of the distributed shared memory strategy mentioned
in Section 4.2.3.
STRADS supports the Scheduled Model Parallelism parallelization [90]. The static model-
parallel SGD-MF implementation on STRADS is effectively the same partitioning and schedul-
ing strategy as Gemulla et al.’s algorithm [60].

As we are mostly interested in the processing throughput of various implementations,
we report time per data pass as our performance metric for comparison, which measures
the time taken to process all data samples in the training set once. It should be noted the
Bösen and STRADS implementations use the adaptive gradient algorithm [109] for step size
tuning which significantly improves the per-data-pass convergence rate with slightly higher
computational cost. Moreover, the Bösen implementation allows conflicting writes and
employs staleness, which harms the per-data-pass convergence rate. The Spark, Python-
Serial, Standalone and MPI implementations have the same per-data-pass convergence rate.

Our experiments used the datasets and configurations as shown in Table 4.1. Duplicated
Netflix datasets are used for weak scaling experiments. Expriments are conducted using the
PRObE Nome cluster [62], where each node contains 16 physical cores and 32GB of memory
and nodes are connected via 10Gbps Ethernet.

Single-Threaded Baseline

Fig. 4.4a and 4.4b show the time per data pass with various implementations running on a
single execution thread on a single machine on two smaller datasets: MovieLens10M and
MovieLens. While all are implemented in Python, the serial and MPI implementations are
3− 4× faster than the Spark implementation. The standalone C++ implementation is near
or more than 2 orders of magnitude faster than the PySpark implementation.
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Dataset Size # Ratings # Users # Movies Rank
MovieLens10M 134MB 10M 71.5K 10.7K 100

MovieLens 335MB 22M 240K 33K 500

Netflix 1.3GB 100M 480K 18K 500

Netflix4 5.2GB 400M 1.92M 72K 500

Netflix16 20.8GB 1.6B 7.68M 288K 500

Netflix64 83.2GB 6.4B 30.7M 1.15M 500

Netflix256 332.8GB 25.6B 122.9M 4.6M 500

Table 4.1: Datasets used for the experiments.
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Figure 4.4: Single-threaded baseline
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Figure 4.5: Spark running on a single machine

Overhead with Higher Parallelism

Gemulla et al.’s algorithm partitions the ratings matrix into P strata, which each consist of
P blocks that can be processed in parallel. Thus P represents the number of processors that
can be effectively used and thus indicates the degree of parallelism. Ideally, we expect the
time per epoch to be inversely proportional to the number of strata. However, since having
more strata (i.e., more sub-epochs) incurs overhead, such as more synchronization barriers,
the time per data pass may not decrease linearly as higher parallelism is introduced.
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Figure 4.6: Strong scaling with respect to number of cores

We demonstrate how such overhead affects Spark’s per-data-pass processing time by
processing the same ratings matrix (MovieLens10M) with increasing number of strata (i.e.,
number of sub-epochs) using only a single core. As shown in Fig. 4.5a, the per-data-pass
processing time almost doubled when the number of strata is increased from 1 to 4, though
the overhead increases much more slowly after that.

Strong Scaling

We evaluated strong scalability of different implementations using the Netflix dataset. The
time per data pass of three implementations, including Spark, MPI and Standalone, using
a single core is shown in Fig. 4.6b. Generally, we scale up the number of cores employed
on a single shared-memory machine first before scaling out to multiple machines. In this
case, the number of sub-epochs is the same as the number of cores. However, with Spark,
we used 4 strata with 1 core and 12 strata with 2 cores on the same machine as these are
the minimum number of strata that don’t cause Spark to crash due to memory failure2.
Surprisingly, the Spark implementation fails to gain speedup from using more cores on a
single machine, as shown in Fig. 4.5b. Thus we scale the Spark implementation using one
core on each of multiple machines. Since a higher number of strata introduces additional
overhead, as shown in Fig. 4.5a, we used the minimum number of strata that can effectively
utilize the given number of cores and not cause Spark to crash. It should be noted that the
standalone implementation is about 130× faster and 14.9× faster than the Spark and MPI
implementation, respectively, when running on a single core.

As shown in Fig. 4.6a, the Spark implementation gains a 5.5× speedup using 8 cores, 1
core on each of 8 machines, but gains no speedup from using more cores. The standalone
implementation gains a 6.3× speedup with 8 cores on the same machine, but only 9× with
16 cores. The limited scalability of the standalone code on shared memory is largely due
to higher number of cores incuring 10× more cache misses, as shown in Fig. 4.8b. The
standalone implementation gains a 80× speedup with 256 cores spread over 16 machines,
with each data pass taking 4 seconds. There’s no further speedup from using more cores and

2Cause unknown.
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most of the time is now spent on communication. The MPI implementation scales similarly
to the standalone implementation.

Strong scalability with respect to the number of machines and a comparison with two
general-purpose ML systems Bösen and STRADS is shown in Fig. 4.7a, and the time per
data pass with different implementations running on a single machine (Spark uses only 1
core) is shown in Fig. 4.7b.

The Bösen implementation runs slower than the standalone implementation on a shared-
memory multi-core machine as the Bösen client library employs locking for concurrency
control and uses the adaptive gradient method [110] that incurs high computation over-
head than plain SGD. While STRADS (also using adaptive gradient) scales better than the
standalone implementation, the standalone implementation still faster with less resources,
achieving about 4 seconds per data pass with 16 machines and STRADS achieves 6 seconds
per data pass with 64 machines (no further speedup with more machines for both imple-
mentations).

Weak Scaling

We evaluated the weak scalability of the standalone implementation using the Netflix dataset
duplicated a number of times propotional to the number of cores. 8 cores were assigned for
the original Netflix data; 32 cores, i.e., 2 Nome nodes, were assigned for 4× Netflix data;
etc. With weak scaling, we double work (training dataset size) when we double resources
and hope for execution time per epoch to remain fixed, representing linear weak scaling.
While the time per data pass remains roughly unchanged up to 16×duplicated data, with the
number of cores proportionally increasing, it increased considerably for the 64× and 256×
duplicated datasets. Even the most optimized standalone implementation cannot linearly
scale to larger datasets.

We failed to run the Spark implementation on even 4× duplicated Netflix data due to
consistent executor-lost failure during the first data pass. No hardware failure was ob-
served.

56



 0

 500

 1000

 1500

 2000

 2500

1 4 16 64 256tim
e 

pe
r d

at
a 

pa
ss

 (m
in

ut
es

)

relative data size

near linear scaling
poor sc

aling

(a)Weak scaling of pipelined standalone Gemulla
et al.’s SGD MF with respect to number of cores
(up to 2048 cores)

 1
 2
 3
 4
 5
 6
 7
 8
 9

 10
 11

 1  2  4  8  16n
o
rm

a
liz

e
d

 t
o
ta

l 
ca

ch
e
 m

is
se

s

number of cores

normalized total cache misses

(b) Normalized cache misses w/ the standalone
implementation

Figure 4.8: Weak scaling and cache misses

4.2.5 Discussion

Spark’s ease of programming comes at a high performance degradation. The immutability
of RDD makes it easy to parallelize the DAG computation and achieve fault tolerance. How-
ever, The rigrid map-reduce execution model makes it impossible to implement the highly
customized pipelining communication. The lack of random reads and in-place updates on
RDDs restricts parameter updates to be performed by inefficient RDD joins or non-scalable
broadcast.

The standalone pipelining implementation achieves best efficiency, i.e., achieving high-
est throughput using least amount of resources, but requires high programmer effort to
implement inter-machine communication, worker coordination, etc. Machine learning
frameworks such as STRADS and Bösen achieve high throughput and efficiency that’s close
to the standalone implementation and substantially reduces programmer effort by abstract-
ing away many system details, such as network communication, parameter caching, etc but
still requires non-trivial manual parallelization effort, especially when implementing a par-
allel computation schedule that’s more complex than data parallelism.

4.3 Summary

Manually parallelized machine learning programs such as LightLDA on Bösen and SGD
MF, including standalone implementation and implementations on STRADS and Bösen
achieves high performance but require substantial programmer effort. Thanks to its higher
level of abstraction, Spark indeed greatly simplifies application development compared to
maunal parallelization (a few days vs. a couple of weeks or even months), but the experi-
mental evaluation suggests that Sparks suffers major performance penalty.

We desire a framework that provides an appropriate higher-level abstraction than STRADS’
and Bösen’s to simplify machine learning application development while achieves highly ef-
ficient execution. A good high-level abstraction captures the key characteristics of the appli-
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cation computation and is represented by an intermediate representation that enables op-
timizations by system. Existing distributed computing systems, such as DryadLINQ [169]
and Spark, successfully apply this approach and achieve high performance for analytical ap-
plications, but their programming abstraction is not well suited for machine learning, due
to their restrictive execution model and the lack of mutable states.
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Chapter 5

SchedulingComputationviaAutomaticParalleliza-
tion

While parallelization that preserves a serial algorithm’s data dependence improves the learn-
ing algorithm’s convergence rate, it requires substantial programmer effort to manually
analyze data dependence and implement efficient distributed programs. Moreover, vio-
lating minor data dependence may increase the degree of parallelism with negligible im-
pact on convergence rate. Such opportunities requires domain knowledge of the applica-
tion program to explore. In this chapter, we present a holistic approach for automating
dependence-aware parallelization and its implementation – Orion. Orion’s programming
model and system abstraction natively support frequently mutated states and capture the
access pattern on mutable states for parallelization. In this way, Orion substantially reduces
programmer effort while achieving competitive performance compared to state-of-the-art
manual parallelization.

5.1 Dependence-aware Parallelization

Given a training dataset D = {Di|1 ≤ i ≤ N} where Di denotes a mini-batch of one or
multiple data samples, a serial training algorithm computes an update function ∆ (At,Di)
for each mini-batch Di using the current parameter values At and updates the parameters
before processing the next mini-batch. Note that some ML algorithms update model pa-
rameters after processing each data sample, which is a special case that has a mini-batch
size of 1. With an application-defined mini-batch size, our discussion is focused on the
dependence across mini-batches.

Training algorithms typically take many passes (i.e., iterations) over the training dataset
before they converge. In many ML applications, ∆ reads only a subset of the model pa-
rameters and generates refinements to a (possibly different) subset of parameters. If each
worker is assigned with a mini-batchD′k such that the read-write sets of all ∆ (At,D′k) com-
putations are disjoint, then the parallel execution of multiple mini-batch computation is
serializable. That is, the parallel execution produces the same result as a serial exeuction
following some sequential ordering of the mini-batches. We refer to this style of paral-
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(a) Read-write sets

a1 a2 a3 a4
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D3 D4

W1, ∆ W2, ∆

(b) Data parallelism
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D1 D4

sync barrier
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W1, ∆ W2, ∆

(c) Dep-aware

Figure 5.1: Data parallelism vs. dependence-aware parallelism: (a) the read-write (R/W) sets of
data mini-batchesD1 toD4; (b) in data parallelism, mini-batches are randomly assigned to workers,
leading to conflicting parameter accesses; (c) in dependence-aware parallelization (note that D4 in-
stead of D2 is scheduled to run in parallel with D1), mini-batches are carefully scheduled to avoid
conflicting parameter accesses.

lelization that preserves data dependence among mini-batches as dependence-aware paral-
lelization. Fig. 5.1 compares data parallelism with dependence-aware parallelism. Note
that under the dependence-aware parallelization shown, the parallel execution is equiva-
lent to sequentially processing mini-batches D1, D4, D2, and D3 (serializable), while under
the shown data-parallelism, execution is not serializable.

STRADS 1 [90] is a scheduler framework for traditional model-parallel ML programs. It
exploits independent parameter access from different data samples to achieve state-of-the-
art convergence rate for SGD MF and topic modeling (LDA), which is considerably faster
compared to data parallelism when such parallelization is applicable. However, STRADS
requires programmers to manually parallelize the training algorithm, which demands sig-
nificant programmer effort and is error-prone.

Generally, with manual parallelization, programmers identify the data dependences among
loop iterations based on how they access shared memory and devise a computation sched-
ule. A computation schedule breaks down the iteration space (e.g., Z) into partitions, which
conceptually form a dependency graph. An ideal partitioning provides sufficient parallelism
(i.e., many partitions can be executed in parallel) while amortizing synchronization over-
head (i.e., partitions are large enough). The computation schedule also assigns partitions
to workers. Dependencies among iteration space partitions incur synchronization among
workers and network communication. Partition assignment affects synchronization fre-
quency and communication volume.

In contrast, our system Orion automates dependence-aware parallelization of serial im-
perative ML programs for efficient distributed execution. Orion’s parallelization strategies
are similar to STRADS but our focus is on automating dependence analysis and dependence-
aware parallelization for serial imperative ML programs. Compared to Orion, STRADS
performs neither static or dynamic analysis, nor code generation. Application programmers

1STRADS is open-sourced here: https://github.com/sailing-pmls/strads (last visited: 1/10/2019). SGD MF is
not part of the open-sourced repository and was obtained from STRADS authors.
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Figure 5.2: Orion System Overview

thus manually analyze data dependence and derive a computation schedule. While deriv-
ing an efficient computation schedule is most challenging, implementation is also highly
non-trivial. SGD MF on STRADS is implemented as a coordinator and a worker program,
totally consisting of 1788 lines of C++ code. The application program is responsible for
coordination among workers, data partitioning, parameter communication and synchro-
nization, etc. Due to STRADS’ low-level abstraction, there may be little code reuse across
STRADS applications. STRADS-AP [91] simplifies application programming by perform-
ing a “virtual iteration” that does dynamic analysis for dependences that do not change in
latter iterations.

While imperative programming with a shared memory abstraction is highly expressive
and natural for programmers, parallelization is more difficult compared to functional pro-
gramming as dependency has to be inferred from memory accesses. Orion employs static
dependence analysis and parallelization techniques from automatic parallelizing compilers
and takes advantage of ML-specific properties to relax program semantics and thus im-
prove parallelism. Sematic relaxations include programmer-controlled dependence viola-
tion, which enables data parallelism with few code changes. Orion’s programming model
abstracts away worker coordination by providing high-level primitives such as@parallel_for
, map and groupBy. Moreover, Orion generates code for data loading, partitioning, and
prefetching, tailored to specific data types, so that a computation schedule can be resued for
different computation and data types without losing efficiency. Thus application program-
mers can focus on the core ML algorithm. Moreover, Orion minimizes remote random
access overhead via automated data partitioning and bulk prefetching based on the mem-
ory access pattern discovered in static analysis to achieve efficient distributed execution.

Experiments on a number of ML applications confirm that preserving data dependence
can significantly improve ML training’s convergence progress and our proposed techniques
are effective. We also compare Orion with various offline ML training systems [16, 90, 157]
and show that Orion achieves much better or matching convergence progress and at least
comparable computation throughput, even when compared with state-of-the-art manual
parallelization, while substantially reducing programmer effort.
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5.2 Orion ProgrammingModel

Orion consists of a distributed runtime and an application library (Fig 5.2). Orion appli-
cation programmers implement an imperative driver program that executes instructions
locally and in Orion’s distributed runtime using the application library. Distributed pro-
gramming in Orion seamlessly integrates with the rest of the program thanks to Orion’s
distributed shared memory (DSM) abstraction and parallel for-loops. Our prototype imple-
mentation supports application programs written in Julia [24]. Julia is a scripting language
that offers high programmer productivity like Python with great execution speed [6] using
just-in-time compilation.

5.2.1 Distributed Arrays

Orion’s main abstraction for DSM is a set of multi-dimensional matrices, which we refer to
as Distributed Arrays (or DistArrays). A DistArray can contain elements of any serializable
type and may be either dense or sparse. A DistArray is partitioned and stored in the memory
of a set of distributed machines in Orion’s runtime and Orion automatically repartitions
DistArrays to minimize remote access overhead when executing distributed parallel for-
loops.

Elements of an N-dimensional DistArray are indexed with an N-tuple (p1, p2, ..., pn).
A DistArray supports random access via both point queries (e.g., A[1, 3, 2]) to access a
single element and set queries (e.g., A[1:3, 3, 2]) where a range is specified for one or
multiple DistArray dimensions. Here [1, 3, 2] and [1:3, 3, 2] are DistArray subscripts,
analogous to DSM addresses. Statements that access DistArray elements can either execute
locally or in Orion’s distributed workers by using the parallel for-loop primitive.

Similar to Resilient Distributed Datasets (RDD) [174], DistArrays can be created by load-
ing from text files using a user-defined parser or by transforming an existing DistArray us-
ing operations like map and groupBy. Text file loading and map operations are recorded by
Orion and not evaluated until the driver program calls materialize. This allows Orion
to fuse the user-defined functions across operations and avoids memory allocation for in-
termediate results. Unlike RDDs, set operations that may cause shuffling, such as groupBy,
are evaluated eagerly for simplicity. We expect the performance impact of this simplication
to be small for machine learning programs as the heavy computation happens in for-loops
and is parallelized using parallel for loop (Sec. 5.2.2).

Compared to RDD, DistArray supports indexed random accesses (i.e., point and set
queries) and in-place updates, which makes DistArray better suited for holding trainable
model parameters which are iteratively updated, especially when each mini-batch updates
only a subset of the parameters. A DistArray is automatically distributed among a set of
worker machines and can be sparse. At the lowest level, TensorFlow tensors are dense ma-
trices that reside on a single device and TensorFlow applications may manually represent
sparse and distributed matrices using dense tensors (e.g., [136]). While DistArray does not
provide a rich set of linear algebra operations like TensorFlow tensors, a DistArray set query
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1 Orion.@parallel_for for (e_idx, e_val) in A

2 ...loop body...

3 end

Figure 5.3: Distributed parallel for-loop example

returns a Julia Array, which can leverage the rich set of linear algebra operations natively
provided by Julia.

5.2.2 Distributed Parallel For-Loop

The driver program may iterate over the elements of an N-dimensional DistArray using a
vanilla Julia for-loop. For example, the loop in Fig. 5.3 iterates over each element of Dis-
tArray A where e_idx is the element’s index and e_val is the element’s value. As A is a
N-dimensional matrix, the for-loop is naturally an N-level perfectly nested loop and the
DistArray represents the loop nest’s iteration space. Each DistArray element corresponds to
a loop iteration and the element’s index e_idx is the loop iteration’s index vector, of which
each element is referred to as a loop index variable.

For-loops iterating over a DistArray can be parallelized across a set of distributed work-
ers using a @parallel_for macro. Depending on the loop body’s access pattern to other
DistArrays, parallelization assigns iterations to workers and adds synchronization when
it is needed for preserving data dependence among loop iterations (i.e., loop-carried de-
pendence). Iterations that have dependences between them because of shared accesses on
DistArrays 2 are executed one after another in the correct order. Thus the parallel execution
is equivalent to a serial execution of the loop (serializable).

Tools like OpenMP [48] and MATLAB parfor [7] also provide parallel for-loop primi-
tives, provided that the programmer asserts the for-loops have no dependency among its it-
erations. But Orion’s @parallel_formacro can be applied to loops that have dependences
among iterations, and preserves loop-carried dependences. Moreover, Orion’s parallel for-
loop executes in a distributed cluster while existing tools only apply to single machines.

Let P = {(p1, p2, ..., pn)|∀i ∈ [1, n] : 0 ≤ pi < si} represent the iteration space of a n-
dimensional DistArray, where (p1, p2, ..., pn) represents the index vector of an iteration, and
the size of the iteration space’s i-th dimension is si. For any two iterations ~p = (p1, p2, ..., pn)
and ~p′ = (p′1, p

′
2, ..., p

′
n), Orion can parallelize the for-loop while preserving all loop-carried

dependences if one of the following is true:

1. 1D Parallelization: There exists a dimension i such that when pi 6= p′i, there doesn’t
exist any loop-carried dependence between iteration ~p and iteration ~p′. Note that this
also includes the case when there’s no dependence between any iterations.

2. 2D Parallelization: There exist two dimensions i and j such that when pi 6= p′i and
2They both access the same DistArray element and at least one of the accesses is a write.
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pj 6= p′j , there doesn’t exist any loop-carried dependence between iteration ~p and iter-
ation ~p′.

3. 2D Parallelization w/ Unimodular Transformation: When neither 1D nor 2D
parallelization is applicable, in some cases (see Sec. 5.3.3), unimodular transforma-
tions [159] may be applied to transform the iteration space to enable 2D paralleliza-
tion.

Applicability. Static parallelization requires the size of the iteration space to be constant
and known at compile time. ML training applications usually iterate over a fixed data set
or model parameters and Orion just-in-time compiles a for-loop after the iteration space
DistArray is loaded or created. Orion’s dependence-aware parallelization strategies apply
to for-loops when the loop body accesses only a subset of the shared memory addresses and
the addresses can be fully determined given the loop index variables, i.e., the iteration-space
DistArray index. More specifically, our current implementation accurately captures depen-
dence when DistArray subscripts contain at most one loop index variable plus or minus a
constant at each position. A more complex subscript is conservatively regarded as that it
may take any value within the DistArray’s bounds. The loop body may inherit any driver
program variable. The inherited variables are assumed to be read-only 3 during a single loop
execution but their values could change between different executions of the same loop.

ML applications commonly represent data records as a mapping from a n-tuple key to
a value, i.e., (k_1, k_2, ..., k_n)→ value, where the key uniquely identifies the data
record. Thus data records may be organized in a n-dimensional tensor, indexed by the key
tuple. When parameter accesses are also indexed by the key tuple, parallelization via static
dependence analysis is possible. For example, the popular bag-of-words model represents
text as a set of mappings from a word to its number of occurrences. ML applications on text
data often have parameters associated with each word, such as the word topic count vector
in topic modeling with Latent Dirichlet Allocation or the word embedding vector, which
are accessed based on word ID.

Deep neural network (DNN) training is an increasingly important class of ML work-
loads. The core computation of a typical DNN training program is a loop that iterates over
data mini-batches where each iteration performs a forward pass, a backward pass and up-
dates the neural network weights. DNNs commonly read and update all weights in each
iteration, therefore serializable parallelization over mini-batches is not applicable. DNN
training is most commonly parallelized with data parallelism, which can be achieved in
Orion by permitting dependence violation as discussed in Sec. 5.2.3.

5.2.3 Distributed Array Buffers

Static dependence analysis avoids materializing a huge dependence graph whose size is
propotional to the training dataset. Such a graph could be too expensive to store and an-

3The loop body may still write to those variables but the new value is visible only to the worker that performs the
write.
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alyze. However, static dependence analysis requires the DistArray subscripts to be deter-
mined (as an expression of loop index variables and constants) statically to accurately cap-
ture the dependence among loop iterations.

First, some ML models, such as DNNs, perform dense parameter accesses. Second,
while parameter accesses might be sparse in some models, the DistArray subscripts may
depend on runtime values (e.g., e_val in Fig. 5.3). For example, in sparse logsitic regres-
sion, processing a data sample reads and updates the weights corresponding to the sam-
ple’s nonzero features. In this case, traditional dependence analysis conservatively marks
all DistArray positions as accessed, leading to false dependences among iterations and im-
peding parallelization. For these models, serializable parallelization can be severely limited
in computation throughput or simply inapplicable, therefore such ML training applications
are often parallelized with dependence violations. The algorithm converges better (closer
to serial execution) when there are fewer collisions and when writes make small changes.
In order to support these applications, Orion application programmers may selectively ex-
empt certain (or all) writes from dependence analysis using Distributed Array Buffers (or
DistArray Buffers). By applying all writes to DistArray Buffers instead of DistArrays, an
Orion application effectively resorts to data parallelism.

A DistArray Buffer is a write-back buffer of a DistArray, and provides the same API for
point and set queries. A DistArray Buffer maintains a buffer instance on each worker, which
is usually initialized empty. The application program may apply a subset of DistArray writes
to a corresponding DistArray Buffer and exempt those writes from dependence analysis,
making it possible to parallelize a for-loop that can’t be parallelized otherwise.

Typically the buffered writes are applied to the corresponding DistArray after the worker
executes multiple for-loop iterations. The application program may optionally bound how
long the writes can be buffered. Orion supports an element-wise user-defined function
(UDF) for applying each DistArray Buffer’s buffered writes. This UDF is executed atomi-
cally on each DistArray element and thus supports atomic read-modify-writes. The UDF
for applying buffered writes allows applications to define sophisticated custom logic for ap-
plying updates, and makes it easy to implement various adaptive gradient algorithms [54,
110, 142].

5.2.4 Putting Everything Together

Fig. 5.4 shows a Julia SGD MF program parallelized by Orion. The serial program has less
than 90 lines of Julia code and can be parallelized by changing only a few lines. The parallel
program creates DistArrays instead of local matrices for training data (ratings) and param-
eters (W and H) by loading from text files (text_file) or random initialization (randomn).
DistArrays can be manipulated with set operations, like map (e.g., line #9). The for-loops
that iterate over the ratingsmatrix entries (e.g., line #14) are parallelized by applying the
@parallel_formacro.

The parallel for-loop’s loop body may read any driver program variable that is visible
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1 step_size = 0.01

2 # Omitted variable and function definitions

3 Orion.@dist_array ratings =

4 Orion.text_file(data_path , parse_line)

5 Orion.materialize(ratings)

6 dim_x, dim_y = size(ratings)

7 Orion.@dist_array W = Orion.randn(K, dim_x)

8 Orion.@dist_array W = Orion.map(W, init_param , map_values=true)

9 Orion.materialize(W)

10 Orion.@dist_array H = Orion.randn(K, dim_y)

11 Orion.@dist_array H = Orion.map(H, init_param , map_values=true)

12 Orion.materialize(H)

13 Orion.@accumulator err = Float32(0.0)

14 for iter = 1:num_iterations

15 Orion.@parallel_for for (key, rv) in ratings

16 W_row = @view W[:, key[1]]

17 H_row = @view H[:, key[2]]

18 pred = dot(W_row, H_row)

19 W_grad .= -2 * (rv - pred) * H_row

20 H_grad .= -2 * (rv - pred) * W_row

21 W[:, key[1]] .= W_row - W_grad * step_size

22 H[:, key[2]] .= H_row - H_grad * step_size

23 end

24 Orion.@parallel_for for (key, rv) in ratings

25 pred = dot(W_row, H_row)

26 err += abs2(rv - pred)

27 end

28 err = Orion.get_aggregated_value(:err, :+)

29 Orion.reset_accumulator(:err)

30 end

Figure 5.4: SGD Matrix Factorization Parallelized using Orion
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for (key, rv) in ratings
W_row = @view W[:, key[1]]
H_row = @view H[:, key[2]]
pred = dot(W_row, H_row)
diff = rv - pred
W_grad .= -2 * diff * H_row
H_grad .= -2 * diff * W_row
W[:, key[1]] .= W_row - W_grad

* step_size
H[:, key[2]] .= H_row - H_grad

* step_size
end

Input: a for-loop to parallelize

Iteration space: ratings
Loop index vector: key
Iteration ordering: unordered
DistArray reads: W[:, key[1]], H[:, key[2]]
DistArray writes: W[:, key[1]], H[:, key[2]]
Inherited variables: step_size, W_grad, H_grad

Loop information

Statically analyze
the loop code

Figure 5.5: Overview of Orion’s static parallelization process using SGD MF as an example.

to the loop (e.g., step_size) and the driver program may access the result of a parallel for-
loop execution by reading from DistArrays or by using an accumulator (e.g., err). When
an accumulator variable is created (e.g., line #12), an instance of this variable is created on
each Orion worker, and the state of each worker’s accumulators are retained across for-loop
executions. The driver program may aggregate the value of all workers’ accmulators using
a user-defined commutative and associative operator (e.g. line #25). The driver program
may also execute arbitrary statements on workers, including defining local states.

5.3 Static Parallelization

Given Orion’s expressive programming model, in this section, we discuss how for-loops
are parallelized and scheduled, along with various novel techniques to improve distributed
execution throughput without programmer effort.

5.3.1 Parallelization Overview

Orion’s @parallel_for primitive is implemented as a Julia macro, which is expanded when
the for-loop is compiled. A Julia macro is a function that is invoked during compilation
(as opposed to at runtime), which takes in an abstract syntax tree (AST) and produces a
new AST to be compiled by the Julia compiler. Orion’s @parallel_for macro statically
analyzes the for-loop’s AST to compute dependences among loop iterations based on the
loop body’s access pattern to DistArrays. These dependences are represented as dependence
vectors.
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∀ iterations ~p = (p1, p2), ~p′ = (p′1, p
′
2) and

~p′ > ~p, ~p′ depends on ~p if
(:, p1) == (:, p′1) or (:, p2) == (:, p′2), i.e.,{

:=:

p1 = p′1
or
{

:=:

p2 = p′2
. The dependence

vecotrs are thus (0,∞) and (∞, 0).

Compute dependence vectors (Sec. 4.2)

Since ∀ dependence vector ~d = (d1, d2), d1 = 0
or d2 = 0, unordered 2D parallelization is
applicable. Partition ratings by its 1st and
2nd dimension.

Partition & schedule the iteration space (Sec. 4.3)

W and H are range partitioned by its 2nd di-
mension and allocated among executors. The
smaller one of W and H is rotated among
executors.

Partition accessed DistArrays (Sec. 4.4)

Compilation process:

Statically extract loop information

Compute dependence vectors

Determine the iteration space’s
partitioning scheme and computa-
tion schedule

Determine the accessed DistAr-
rays’s partitioning scheme

Code generation: DistArray parti-
tioning, driver variable broadcast,
loop body functions, parallel for-
loop execution, etc.

Figure 5.6: Overview of Orion’s static parallelization process using SGD MF as an example.

Based on the dependence pattern, Orion decides whether the for-loop is 1D or 2D paral-
lelized and whether a unimodular transformation is needed (see Sec. 5.3.3). During macro
expansion, Orion generates functions that perform the loop body’s computation and de-
fines those functions in the distributed workers. According to the parallelization strategy,
the generated new AST, that executes on driver, invokes a static computation schedule with
the corresponding loop body functions. The generated AST also contains code that 1) repar-
titions relevant DistArrays to minimize remote access overhead; and 2) captures and broad-
casts driver program variables that are inherited in the loop body’s scope. Note that even
though the parallel for-loop may itself be inside of another for-loop and executed multiple
times, the macro expansion and compilation is executed only once. A global statement in a
Julia program is just-in-time compiled and executed before the following global statements
are compiled. Thus the compilation of a statement may make use of previous statements’
runtime execution results, such as DistArray sizes. Fig. 5.6 presents an overview of the JIT
compilation process using SGD MF as an example.

5.3.2 Computing Dependence Vectors

A lexicographically positive vector4 ~d denotes a dependence vector of an n-loop nest if and
only if there exist two dependent iterations ~p1 and ~p2 such that ~p1 = ~p2 + ~d. Infinity ∞

4A vector ~d = (d1, d2, ..., dn) is lexicographically positive if ∃i : di > 0 and ∀j < i : dj ≥ 0
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Algorithm 3: Computing dependence vectors
input : refs - the list of references on DistArray D
output: dvecs - the set of dependence vectors due to references to D
dvecs = EmptySet();
for each unique pair ref_a and ref_b in refs do

. Skip checking dependence if both references are read or if the loop is unordered and both
references are write.
if (ref_a.is_read and ref_b.is_read) or
(unordered_loop and ref_a.is_write and ref_b.is_write) then

continue;
dvec = Vec(iter_space.num_dims, inf);
independent = false;
for dim ∈ D.dims do
sub_a = ref_a.subs[dim];
sub_b = ref_b.subs[dim];
if sub_a and sub_b contains a single loop index variable then

if sub_a.dim_idx == sub_b.dim_idx then
dist = sub_a.const - sub_b.const;
if dvec[sub_a.dim_idx] != inf and dvec[sub_a.dim_idx] != dist then
independent = true;
break;

dvec[sub_a.dim_idx] = dist;
else

continue;
else

Test dependence for other subscript types;

if not independent then
correct dvec for lexicographical positiveness;
dvecs = union(dvecs, {dvec});
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(or positive/negative infinity, +∞/−∞) in dependence vectors means that the dependence
vector may take any (positive or negative) integer value at that position. In Fig. 5.6, depen-
dence vector (0,∞) means that any iteration (p′1, p

′
2) depends on iteration (p1, p2) as long as

p′1 − p1 == 0. A dependence vector implies a dependence pattern shared by all iterations,
yielding a concise dependence representation. However, dependence vectors may conser-
vatively represent a dependence that exists for only certain iterations as a dependence for
all iterations, unnecessarily limiting parallelism.

Many previous work discussed how to compute dependence vectors [88, 108]. An iter-
ation depends on another (earlier) iteration if and only if they both access the same mem-
ory location and at least one of the accesses is a write. In general, computing dependence
vectors requires performing a dependence test on the subscripts of each pair of DistArray
references from two different iterations, and either prove independence or produce a de-
pendence vector for the loop indices occuring in the scripts [88]. Since Orion currently
supports accurate dependence capturing only for subscripts that contain at most one loop
index variable plus or minus a constant at each position, we can simplify the algorithm. We
represent each subscript as a 3-tuple (dim_idx, const, stype), representing the loop
index variable’s dimension index in the iteration space, the constant and the type of the
subscript, i.e., whether it is a single value or a range and whether the subscript is supported
for dependence analysis. Alg. 3 presents Orion’s core procedure for computing dependence
vectors. Our algorithm produces at most one dependence vector from each pair of static
DistArray references. Two DistArray references are independent when they are both read,
and write-write dependence may be omitted when the loop iterations can be executed in
any order (unordered_loop). After skipping such reference pairs, we initialize a depen-
dence vector whose elements are infinity, meaning that any two iterations may be depen-
dent due to these two DistArray references. We then refine this conservative dependence
by checking each subscript position. We declare the two references are independent if their
subscripts will never match. In the end, we add the dependence vector to the set of depen-
dence vectors after making sure it is lexicographically positive. The algorithm has a time
complexity of O(N2 × D) for each referenced DistArray where N is the number of static
DistArray references and D is the number of dimensions of the referenced DistArray.

5.3.3 Parallelization and Scheduling

Orion partitions the iteration space based on dependence vectors so that different partitions
can be executed in parallel. Each worker is assigned a number of iteration space partitions
and synchronizes at most once per partition.

Figs. 5.7 through 5.12 show different parallelization strategies for a 4×4 iteration space,
depending on the dependence pattern between iterations. Ellipses denote loop iterations
and edges denote dependence between iterations. Note that representing the dependence in
(a) requires only 1 depenence vector, namely (0, 1), and representing the dependence in (b)
and (c) requires only 2 dependence vectors, namely (1, 0) and (0, 1). Iterations of the same
color are executed in parallel. Rectangles denote iteration space partitions. Workers are
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Figure 5.7: 1D parallelization.

in_parallel for j = 0:(N-1)

for iter in partition[j]

execute_iteration(iter)

synchronize()

Figure 5.8: 1D computation schedule.

denoted as w0, w1, etc. M and N denote the number of unique time-dimension (vertical) and
space-dimension (horizontal) indices. I and J denote the length of the time and space di-
mensions and m = M / I, n = N / J. Although it’s not shown here, typically each worker
is assigned with multiple space-dimension indices for better load balancing and multiple
time-dimension indices for pipelined parallelism (Sec. 5.3.4).

Given the set of dependence vectors D, if there exists a dimension i such that ∀~d =
(d1, d2, ..., dn) ∈ D, di = 0, then any two iterations ~p = (p1, p2, ..., pn) and ~p′ = (p′1, p

′
2, ..., p

′
n)

are independent as long as pi 6= p′i. Partitioning the iteration space by dimension i ensures
that any two iterations ~p and ~p′ from two different partitions are independent. Thus the
loop can be scheduled by assigning different iteration space partitions to different work-
ers as there’s no data dependence across partitions. This is referred to as 1-dimensional
(i.e. 1D) parallelization. Note that all such dimensions i that satisfy the above condition
are candidate partitioning dimensions. Fig. 5.7 shows an example that applies 1D paral-
lelization to a 2-level loop nest and partitions the 2D iteration space by dimension j. The
corresponding compute schedule is shown in Fig. 5.8. The workers synchronize with each
other after executing all iterations in its assigned partition.

If there exist two dimensions i and j such that ∀~d = (d1, d2, ..., dn) ∈ D, di = 0, dj = 0,
then any two iterations ~p = (p1, p2, ..., pn) and ~p′ = (p′1, p

′
2, ..., p

′
n) are independent as long

as pi 6= p′i and pj 6= p′j . In this case, the loop can be parallelized by partitioning the iteration
space by dimensions i and j, which we refer to as 2-dimensional (i.e. 2D) parallelization
(see Fig. 5.9). The partitions are assigned to workers based on one of the dimensions, e.g.
j in this case, which we refer to as the space dimension and the other dimension is referred
to as the time dimension. The computation is executed in a sequence of global time steps.
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Figure 5.9: 2D parallelization.

for time_step = 0:(M + N - 2)

in_parallel for j = 0:(N-1)

i = time_step - j

if i >= 0 && i < N

for iter in partition[j, i]

execute_iteration(iter)

synchronize()

Figure 5.10: 2D computation schedule.
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Figure 5.11: Unordered 2D parallel.

for time_step = 0:(M-1)

in_parallel for j = 0:(N-1)

i = (j + time_step) % N

for iter in partition[j, i]

execute_iteration(iter)

synchronize()

Figure 5.12: Unordered 2D computation sched.
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Within each time step, multiple workers may execute a local partition in parallel, where
the partition’s time dimension index is derived from the time step number to ensure that
all parallel partitions’ indices differ in both space and time dimensions. We observe that a
partition depends on only two other iteration space partitions from the previous time step
and one of them belongs to the same worker. Thus a worker waits for a signal from a single
predecessor worker to begin the next time step instead of a global synchronization barrier.
Relaxing the ordering constraints. Automatic parallelizing compiler preserves the lexi-
cographical ordering of loop iterations and thus dependences indicate the execution order-
ing of dependent loop iterations, such as shown in Fig. 5.9. With the ordering constraints,
simultaneous execution of two iterations might not be possible even when they do not ac-
cess the same memory location. For example, in Fig. 5.9, even though they do not access the
same memory location, iteration (3, 1) cannot be executed in parallel with (0, 0) due to the
ordering constraints enforced by iteration (3, 0).

Many ML algorithms, such as Gibbs sampling, do not require a particular ordering in
which data samples or mini-batches are processed. Other algorithms such as stochastic
gradient descent usually randomly shuffle the dataset before or during training. For such
ML algorithms, even though different iteration ordering may result in different numerical
values and thus affect convergence process. However, to our best knowledge, enforcing a
particular ordering, such as the lexicographical ordering, has not been shown to be ben-
eficial while sacrificing parallelism. Therefore, Orion’s parallelization by default ensures
only serializability but not the lexicogrpahical ordering. Application may enforce ordering
by using the ordered argument in @parallel_for. Relaxing the ordering constraints al-
lows Orion to reorder iterations to maximize parallelism: Orion schedules workers to start
from different indices along the time dimension to fully utilize all workers (Fig. 5.11 and
Fig. 5.12).
Unimodular transformation. When neither 1D or 2D parallelization can be directly ap-
plied, Orion may apply unimodular transformations on the iteration space when the depen-
dence vectors contain only numbers or positive infinity to enable 2D parallelization. Par-
allelizing for-loops using unimodular transformations was introduced by Wolf et. al [159].
The set of dependence vectors after unimodular transformation denoted as D′ satisfy that
∀~d = (d1, d2, ..., dn) ∈ D′ : d1 > 0 (all dependences are carried by the outermost loop). With
the transformed loop nest denoted asL1, L2, ...Ln, there’s no dependence between iterations
of the innermost loop nest L2, L3, ...Ln in the same outermost loop L1. Thus the for-loop
can be parallelized by partitioning the transformed iteration space by the outermost dimen-
sion and any combination of the inner loop dimensions. By reversing the transformation,
we can derive a 2D partitioning of the original iteration space.

As multiple candidate partitioning dimensions may exist, Orion uses a simple heuristic
to choose the partitioning dimension(s) among candidates that minimizes the number of
DistArray elements needed to be communicated among Orion workers during loop execu-
tion. This heuristic can be overridden by the application program.
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Figure 5.13: Pipelined computation of a 2D parallelized unordered loop on 4 workers. An el-
lipse represents a worker executing a partition(space_partition_id, time_partition_id). The
workers access different partitions of DistArrayD at different time steps. Partitions ofD that are being
used by workers are lime-colored and the partitions that are being communicated are pink-colored.
At the beginning of the loop execution, each worker is assigned with 2 time partition indices and
thus 2 partitions of DistArray D. Upon finishing the first time step, a worker sends out the updated
D partition and immediately begins the next time step using its locally available D partition.

DealingwithSkewedDataDistribution. As the parallel for-loop’s iteration space is often
sparse and the data distribution is often skewed, for example, when iterating over a skewed
dataset, partitioning the iteration space into equal-sized partitions results in imbalanced
workload among workers. Orion DistArrays support a randomize operation that random-
izes a DistArray along one or multiple dimensions to achieve a more uniform data distri-
bution. Further more, Orion computes a histogram along each partitioning dimension to
approximate the data distribution, which is used to generate a more balanaced partitioning.
Fault tolerance. An Orion driver program can checkpoint a DistArray by writing it to
disk, which is eargerly evaluated. For ML training, a common approach is to checkpoint
the parameter DistArrays every N data passes.

5.3.4 Reducing Remote Random Access Overhead

Generally, DistArray random access can be served by a parameter server. However, in this
case, each random access potentially result in a remote access over the inter-machine net-
work. The overhead of network communication is significant even when Orion workers
cache DistArray values and buffer DistArray writes.
Locality and pipelining. Usually different workers read and write to disjoint subsets of
elements of a DistArray. If the workers’ read/write sets are disjoint range partitions of a
DistArray, the DistArray may be range partitioned among workers so random access to it
can be served locally.

Under 2D parallelization, the DistArray range partition accessed by a worker may be
different at different time steps and a worker has to wait to receive a DistArray partition
from its predecessor before starting a new time step. When the ordering constraints can be
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Category Examples DSM Programming Paradigm
Dataflow Spark [174], DryadLINQ [169] No dataflow

Dataflow w/ mutable states TensorFlow [16] Yes dataflow
Parameter Server parameter server [100], Bösen [157] Yes imperative
PS w/ scheduling STRADS [90] Yes imperative
Graph Processing PowerGraph [64], PowerLyra [31] Limited vertex programming

Orion Yes imperative

Table 5.1: Comparing different systems for offline machine learning training.

relaxed (Fig. 5.12), Orion avoids the workers’ idle waiting time by creating multiple time-
dimension partition indices per worker and letting the worker proceed to a locally available
time-dimension partition index while waiting for data from its predecessor, as illustrated
in Fig. 5.13.
Bulk prefetching. If the same elements of a DistArray are simultaneously accessed by dif-
ferent workers, for example, when it is updated by a DistArray Buffer, or the disjoint sets
of elements cannot be obtained from efficiently partitioning the DistArray, the DistArray is
served by a number of server processes, similar to a Parameter Server. In this case, in order
to minimize the random remote access overhead, Orion prefetches DistArray reads in bulk.

In order to accurately determine which values to prefetch, existing Parameter Server
systems rely on programmers to implement a “virtual iteration” besides the actual computa-
tion to provide the parameter access pattern [45] or to manually implement prefetching and
cache management [100]. Orion automates bulk prefetching by synthesizing a function that
generates the list of DistArray element indices that are read during the loop body computa-
tion. The generated function executes loop body statements that read from non-locally allo-
cated DistArrays, but instead of reading DistArray elements and performing computation,
those statements are transformed to only record the DistArray subscript value. Since the
DistArray subscripts may depend on runtime values, such as loop index variable and driver
program variables (which are captured and broadcasted to workers as read-only variables),
the function also executes statements that the DistArray subscripts have a data or control
dependence on with proper control flow and ordering. If a DistArray subscript depends on
values read from DistArrays, computing it may incur an expensive remote access. There-
fore, DistArray subscripts that depend on other DistArray values are not recorded for bulk
prefetching. The code generation algorithm is in spirit similar to dead code elimination.

5.4 Offline ML Training Systems: System Abstraction and API

In this section, we review and compare existing offline ML training systems (Table 5.1)
with Orion, with an emphasis on their programming model and parallelization strategy.
We focus on dataflow systems and graph processing systems, which present two distinct
programming models.
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5.4.1 Batch Dataflow Systems and TensorFlow

Many systems [16, 120, 169, 174] adopt a dataflow execution model, where the application
program constructs a directed acyclic graph (DAG) that describes the computation and the
computation DAG is lazily evaluated only when certain output is requested. A popular sys-
tem among them is Spark [174], in which each node of the DAG represents a set of data
records called a Resilient Distributed Dataset (RDD) and the edges represent transforma-
tion operations that transform one RDD to another. A fundamental limitation of traditional
dataflow systems is that their computation DAG does not allow mutable states in order to
ensure deterministic execution, which makes updating model parameters an expensive op-
eration. For example, mutable states in Spark such as driver local variables or accumulators,
are not represented in the computation graph and are stored and updated by a single driver
process. SparkNet [118] represents model weights as driver program local variables, which
are broadcasted to workers to compute new weights. The new weights produced by work-
ers are collected and averaged by the driver. Each broadcast and collection takes about 20
seconds.

TensorFlow [16] is a deep learning system which also adopts the dataflow programming
model, where nodes of the computation DAG represent operations whose inputs and out-
puts are tensors flowing along the edges. TensorFlow introduces mutable states such as vari-
able and queue into the computation graph to efficiently handle model parameter updates. A
typical TensorFlow program constructs a DAG that implements the update operation pro-
cessing a single mini-batch of data, where trainable model parameters are represented as
variables. One approach to represent different mini-batch’s or data sample’s access pattern
on invidiudal model parameters is represent each mini-batch (or data sample) and model
parameter as separate nodes in the DAG (i.e., statically unroll the whole loop), resulting in
a huge DAG that’s expensive to store and analyze.

Alternatively, the computation can be described as a while-loop [170] iterating over
mini-batches or data samples. A TensorFlow application may parallelize a while-loop by as-
signing different operations of the loop body to different computing devices, and different
devices may compute operations from different iterations. While TensorFlow while-loop
allows different iterations to be executed in parallel, each operation is still assigned with
and bound to a single computing device. In other words, TensorFlow’s while loop does
not partition its iteration space among distributed devices and may fail to exploit the full
parallelism enabled by the loop. On the other hand, TensorFlow while-loop enables addi-
tional parallelism for loops with a large and complex loop body (e.g., a multi-layer RNN),
since the loop body can be distributed among multiple computing devices. Moreover, Ten-
sorFlow while-loop dynamically computes loop termination condition and supports data-
dependent control flow inside the loop body including nested loops.
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5.4.2 Graph Processing Systems

Graph processing systems [31, 64, 105, 106, 163, 176, 178] take a user-provided data graph
as input and execute a vertex program on each graph vertex. Since a vertex program is re-
stricted to access only data stored on that vertex itself, its edges or its neighboring vertices,
the graph naturally describes the vertex program’s data dependence on mutable states. This
property allows some systems to schedule independent vertex computation and ensure seri-
alizability by using graph coloring or pessimistic concurrency control [64, 105, 106]. How-
ever, graph coloring is an NP-complete problem and is expensive to perform; and with
pessimistic concurrency control, lock contention may heavily limit the system’s scalabil-
ity as demonstrated by a weak scaling experiment on PowerGraph [64]. As a result, re-
cent graph processing systems have given up serializability: their vertex program either
executes asynchronously or synchronizes with Bulk Synchronous Parallel synchroniza-
tion [31, 163, 176, 178], both violating dependence among vertices.

5.5 Experimental Evaluation

Orion is implemented in ∼17, 000 lines of C++ and ∼6, 300 lines of Julia (v0.6.2). and has
been open sourced.5 In this section, we evaluate Orion, focusing on parallelization effec-
tiveness and execution efficiency. Our experiments were conducted on a 42-node cluster
where each machine contains an Intel E5-2698Bv3 Xeon CPU and 64GiB of memory. Each
CPU contains 16 cores with hyper-threading. These machines are connected with 40Gbps
Ethernet.

5.5.1 Evaluation Setup andMethodology

We are interested in answering the following questions through experimental evaluation:

1. Is the traininng algorithms’ convergence rate sensitive to data dependence? Can de-
pendence violation (such as data parallelism) significantly slow down algorithm con-
vergence? Previous work (e.g., STRADS [90]) demonstrated that data dependence may
have critical impact on algorithmic convergence and our results confirm their obser-
vations.

2. Can proper semantic relaxations such as relaxing the loop ordering constraints and
violating non-critical dependences indeed improve computation throughput without
jeopardizing convergence?

3. While preserving critical dependences, can Orion parallelization effectively speed up
the computation throughput and thus overall convergence rate of serial Julia ML pro-
grams?

4. Do Orion applications achieve higher or competative computation throughput and
convergence rate compared to applications on other state-of-the-art offline ML train-
ing systems, including both manually parallelized data- and model-parallel programs?

5URL: https://github.com/jinliangwei/orion
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Acronym Model Learning Algorithm LoC Parallelizations
SGD MF Matrix Factorization SGD 87 2D Unordered

SGD MF AdaRev Matrix Factorization SGD w/ Adaptive Revision 108 2D Unordered
SLR Sparse Logistic Regression SGD 118 1D (data parallelism)

SLR AdaRev Sparse Logistic Regression SGD w/ Adaptive Revision 143 1D (data parallelism)
LDA Latent Dirichlet Allocation Collaposed Gibbs Sampling 398 2D Unordered, 1D
GBT Gradient Boosted Tree Gradient Boosting 695 1D

Table 5.2: ML applications parallelized by Orion.

ML applications. We’ve implemented a number of ML applications on Orion, exercising
different parallelization strategies, as summarized in Table 5.2. In this section, we focus on
evaluating performance for SGD MF (w/o and w/ AdaRev) and LDA, which are commonly
used benchmark applications and allow us to compare Orion with other systems.
Datasets. We evaluated SGD MF (w/o and w/ AdaRev) on the Netflix dataset [1] for movie
recommendation, which contains∼100 million movie ratings (rank is set to 1000). We eval-
uated LDA on a smaller NYTimes dataset that contains ∼300 thousand documents and a
subset of the large ClueWeb dataset [2] that contains∼25 million documents (32GB) (num-
ber of topics is set to 1000 and 400 respectively).
Metrics. Ultimately ML training applications desire to reach a high model quality in the
least amount of time, which we refer to as overall convergence rate. A high overall conver-
gence rate requires the training system to both process a large number of data samples per
second, i.e., achieve a high computation throughput, and improve the model quality by a large
margin per data pass, i.e., achieve a high per-iteration convergence rate. A serial execution typ-
ically achieves the best per-iteration convergence rate and thus serves as a golden standard.
Different parallelizations may have different per-iteration convergence rate depending on
whether and which data dependences are violated. Our evaluation metrics include both
overall and per-iteration convergence rate to properly attribute the performance difference.
ML systems in compartion. We compared Orion with a number of state-of-the-art ML
offline training systems on SGD MF (w/ and w/o AdaRev) and LDA in terms of both com-
putation throughput and overall convergence rate. The systems that we experimentally
compare to include Bösen parameter server [157], STRADS and TensorFlow.

TuX2 [163] is a recently proposed graph processing system, particularly optimized for
ML training workloads. TuX2 was reported to have over an order of magnitude faster per-
iteration time on SGD MF compared to PowerGraph [64] and PowerLyra [31]. With a rank
of 50, TuX2 SGD MF 6 takes∼0.7 seconds to perform one data pass on the Netflix dataset [1]
using 8 machines, each with two Intel Xeon E5-2650 CPUs (16 physical cores), 256GiB of
memory, and a Mellanox ConnectX-3 InfiniBand NIC with 54Gbps bandwidth (all higher
than ours except for slightly slower CPUs). In contrast, Orion SGD MF achieves a per-
iteration time of∼1.4 seconds on 8 machines with the same number of CPU cores.

On the other hand, with a carefully tuned mini-batch size, TuX2 SGD MF reaches a
6TuX2 is not open sourced
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nonzero squared loss (lower is better) of ∼7 × 1010 in ∼600 seconds using 32 machines in
its best case, while Orion SGD MF reaches ∼8.3 × 107 in ∼68 seconds using only 8 ma-
chines. Even though TuX2 SGD MF achieves a higher computation throughput, its overall
convergence rate is much lower than Orion’s due to violating data dependence.

5.5.2 Summary of Evaluation Results

1. Preserving data dependence is critical for SGD MF (w/o and w/ AdaRev) and LDA.
Dependence-violating parallelization (i.e., data parallelism) takes many more data passes
than serial execution to reach the same model quality, while dependence-aware paral-
lelization (even with proper semantic relaxations) retains a comparable per-iteratoin
convergence rate to serial execution.

2. Orion-parallelized SGD MF (w/ and w/o AdaRev) and LDA converge significantly
faster than manual data-parallel implementations on Bösen, in terms of both number
of iterations and wall clock time.

3. Data-parallel SGD MF AdaRev and LDA on Bösen converges faster with more fre-
quent communication of parameter values and updates, approaching Orion paral-
lelization at the cost of higher network bandwith.

4. Orion-parallelized SGD MF AdaRev and LDA achieve a matching per-iteration con-
vergence rate to manual model-parallel programs on STRADS, but may have a slower
time per iteration mainly due to Julia’s language overhead compared to C++.

5. Orion-parallelized SGD MF converges considerably faster than a data-parallel imple-
mentation on TensorFlow while achieving a 2.2× faster per-iteration time.

5.5.3 Parallelization Effectiveness

Application Ordered Unordered Speedup
SGD MF (Netflix) 13.1 5.9 2.2×

SGD MF AdaRev (Netflix) 43.6 16.7 2.6×
LDA (NYTimes) 29.9 5.0 6.0×

Table 5.3: Time per iteration (seconds) with ordered and unordered 2D parallelization (12 ma-
chines), averaged over iteration 2 to 100.

We compare Orion-parallelized Julia programs with serial Julia programs in terms of
both computation throughput (i.e., time per iteration) and per-iteration convergence rate
(Fig. 5.16). As shown in Fig. 5.14, although Orion abstraction incurs some overhead, Orion
parallelization outperforms the serial Julia programs using only two workers and enables
consistent speedup up to 384 workers. Although Orion’s parallelization relaxes the loop or-
dering constrants for both SGD MF and LDA, and violates some non-critical dependences
in LDA, preserving (critical) dependences enable Orion parallelization to achieve a match-
ing convergence rate to serial execution (Fig. 5.16a and Fig. 5.16b). On the other hand, data
parallelism (using Bösen) converges substantially slower than serial execution due to vio-
lating all dependences.
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Figure 5.14: Time (seconds) per iteration
Figure 5.15: Orion parallelization effectiveness: comparing the time per iteration (averaged over
iteration 2 to 8) of serial Julia programs with Orion-parallelized programs. The Orion-parallelized
programs are executed using different number of workers (virtual cores) on up to 12 machines, with
up to 32 workers per machine.

Table 5.3 compares ordered and unordered 2D parallelization in terms of computation
throughput. Theoretically, relaxing the loop ordering constraints at most doubles paral-
lelism. But thanks to the more efficient communication scheme enabled by this relaxation
(see section 5.3.4), which hides the communication latency, we observe a over 2× speedup.
Fig. 5.16a and Fig. 5.16b show that loop ordering makes negligible differences in conver-
gence rate. While we observe a bigger difference when adaptive revision [110] is used, re-
laxing the loop constraints is still beneficial for the improved computation throughput.
Bulk Prefetching. When training SLR using SGD, each data sample reads and updates a
number of weight values corresponding to the nonzero features of the data record, which
is unknown until the data sample is processed. The sequence of DistArray reads causes
a sequence of inter-process communication, possibly over inter-machine networks. In a
single-machine experiment using the KDD2010 (Algebra) [58] dataset, each data pass takes
7682 seconds, wasting most of the time on communication. Orion automatically synthe-
sizes a function to prefetch the needed DistArray values in bulk (see Section 5.3.4) and thus
reduces the per-iteration time to 9.2 seconds. It can be further reduced to 6.3 seconds by
caching the prefetch indices.

5.5.4 Comparison with Other Systems

Manual data parallelism. Under data parallelism, Bösen workers synchronize after pro-
cessing the entire local data partition. While achieving a high computation throughput,
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Figure 5.16: Orion parallelization effectiveness: comparing the per-iteration convergence rate of
different parallelization schemes and serial execution; the parallel programs are executed on 12 ma-
chines (384 workers).

data-parallel applications on Bösen converge considerablly slower than Orion-parallelized
programs.
Data parallelism w/ communication management. Bösen features a communication
management (CM) mechanism that improves the convergence rate of data-parallel train-
ing. Given a bandwidth budget, CM procactively communicates parameter updates and
fresh parameter values before the synchronization barrier, when spare network bandwidth
is available, to reduce the error due to violating data dependence. Moreover, CM pri-
oritizes large updates to more effectively utilize the limited bandwidth budget. We as-
sign each Bösen machine a bandwidth budget of 1600Mbps and 2560Mbps respectively
for SGD MF and LDA for maximal overall convergence rate. For SGD MF on Netflix
and LDA on ClueWeb25M, CM achieves similar per-iteration convergence rate compared
to dependence-aware parallelization by Orion but is still ∼40% slower for LDA on NY-
Times. For both SGD MF and LDA, CM uses substantially higher network bandwidth
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Figure 5.17: Bandwidth usage, LDA on NYTimes

than Orion due to the aggressive communication (Fig. 5.17) Excessive communication in-
curs CPU overhead due to marshalling and lock contention, reducing Bösen’s computation
throughput and leading to a slower overall convergence rate than Orion when training LDA
on ClueWeb25M.
Manual model parallelism. Compared to manually optimized model-parallel programs
on STRADS, Orion-parallelized SGD MF AdaRev and LDA achieve a matching per-iteration
convergence rate (Fig. 5.19). While achieving a similar computation throughput on SGD
MF AdaRev, Orion takes∼1.8× (ClueWeb25M) and∼4.0× (NYTimes) longer than STRADS
to execute an iteration for LDA. STRADS’s better performance is largely due to a com-
munication optimization: communicating data between workers on the same machine re-
quires only pointer swapping. Since Julia (v0.6.2) doesn’t yet support shared-memory multi-
threading, inter-process communication in Orion incurs marshalling and memory copies.
This overhead is negligible for SGD MF where the communication is mostly float arrays
with trivial serialization.
TensorFlow. We compare Orion-parallelized SGD MF with an implementation on Ten-
sorFlow (v1.8), both executed on a single machine using CPU (Fig. 5.20). Following Ten-
sorFlow (TF) common practices, our SGD MF program constructs a DAG which processes
of a mini-batch of data matrix entries to exploit TF’s highly parallelized operators. Since
TF does not update model parameters until a full mini-batch is processed, TF SGD MF
converges considerally slower than Orion’s iteration-wise. With a mini-batch size of 25
million, TF is ∼2.2× slower in terms of per-iteration time, partly due to redundant com-
putation with respect to sparse data matrix (TF runs out of memory with larger mini-batch
sizes). Each iteration takes longer with a smaller mini-batch size (Fig. 5.20b) because of not
fully utilizing all CPU cores. Overall TF SGD MF converges much slower than Orion’s,
indicating TF might not be the best option for sparse ML applications.

5.6 RelatedWork

Automatic parallelizing compilers. There has been decades of work on automatically
parallelizing programs based on static data dependence analysis. This includes both vec-
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torization [22, 122] and parallelization for multiple processors with a shared global mem-
ory, like Orion. Many loop transformation techniques have been developed for the latter,
including loop interchange [160], loop skewing [161] and loop reversal. These transfor-
mations can be unified under unimodular transformations [159], which can only be ap-
plied to perfectly nested loops, e.g., traversing a multi-dimensional tensor. Affine schedul-
ing [50, 56, 57] applies to arbitrary nestings of loops and unifies unimodular transformation
with loop distribution, fusion, reindexing and scaling. Affine scheduling maps dynamic in-
stances of instructions to a time space and instructions assgned the same time can be exe-
cuted in parallel. Lim et al. [103] additionally partitions the instructions among processors
to minimize synchronization.
Dynamic analysis. Pingali et al. [125] addresses parallelization by representing algorithms
as operators and a topology, which describes the dependence between operators. The topol-
ogy graph may be obtained from static analysis or dynamic tracing, or given as an input.
Compared to static dependence analysis, this approach may be effective in parallelizing al-
gorithms that deal with irregular data structures, e.g., graphs, but may suffer a larger over-
head due to dynamic tracing and analyzing a large dependence graph.
Approximate computing. Previous work has proposed taking advantage of the approx-
imate nature of application programs and introduced techniques, such as loop perfora-
tion [138] and task skipping [129] to reduce computation while sacrificing accuracy. Samp-
son et al. [134] rely on programmers to declare data that tolerates approximation so it can
be mapped to lower-power hardware to save energy. HELIX-UP [28] also proposes to relax
program semantics to increase parallelism and uses programmer-provided training inputs
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to tune the degree of approximation. Although auto-tuning could be incorporated in Orion,
we believe that ML practitioners have domain-specific heuristics to make reasonable deci-
sions while auto-tuning can be expensive.

5.7 Summary

We present Orion, a system that parallelizes ML programs based on static data dependence
and unifies various parallelization strategies under a clean programming abstraction. Orion
achieves better or competitive performance compared to state-of-the-art offline ML train-
ing systems while substatially reducing programmer effort. We believe that Orion is an ef-
fective first step towards applying static dependence analysis to parallelize imperative ML
programs for distributed training.
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Chapter 6

Scaling Model Capacity by Scheduling Memory
Allocation

In previous chapters, we discussed scheduling network communication and computation
to improve convergence time. Another precious resource is memory capacity: as discussed
in Sec. 2.5.1, scaling model capacity improves accuracy, but model capacity is limited by
memory size. In this chapter, we study how to schedule memory allocation across expensive
GPU memory and cheap host memory to efficiently train larger models without incuring a
high cost.

We present a number of techniques that leverage the large and cheap host memory to
enable training larger DNNs on GPUs. While there have been a large number of previous
works on reducing (GPU) memory consumption in training DNNs, we are the first to im-
plement our techniques in a mature and popular deep learning system (i.e., TensorFlow)
and demostrate their effectiveness on a wide range of benchmarks instead of only convolu-
tional neural networks. Moreover, our techniques support existing TensorFlow APIs with
no modifications1.

The heavy computational demand of DNNs motivates modern deep learning frame-
works to use a dataflow graph as the intermediate representation of model computation. At
runtime, the framework executes operations, i.e., vertices in the graph, following the data
dependences, which are represented as edges. A key benefit of this informative representa-
tion is that it enables variuos global optimizations before execution, such as operator fusion
and data layout transformation. Our techniques leverage TensorFlow’s dataflow graph to
offload data from GPU to host memory, prefetch data to GPU, and makes best effort to
avoid delaying computation.

We refer to our memory-optimized TensorFlow as TensorFlowMem. Compared to Ten-
sorFlow, TensorFlowMem partitions the computation graph, executes the graph partition
by partition, and keeps only the data that’s relevant to the executing partition in GPU mem-

1Currently our techniques don’t support computation graphs that use dynamic control flow operators, though this
extension should not require significant innovation
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ory by offloading to and prefething from host memory. Sequential execution across parti-
tions allows TensorFlowMem to easily identify GPU tensors that are intermediate results
between partitions, offload them to host memory, and prefetch them back to GPU mem-
ory shortly before they are used. While this is essentially paging, the computation graph
allows TensorFlowMem to schedule data movements before the memory or the data value
is needed to avoid slowing down computation.

We compared TensorFlowMem with vanilla TensorFlow on a broad range of neural net-
work architectures, including CNN, RNN, Transformer, MoE, and GAN, as summarized
in Table 6.2. We observed an up to 87% reduction in peak GPU memory consumption,
with a runtime overhead (increase) of up to 3.4× (2.2× on average). The key benefit of Ten-
sorFlowMem is that it enables training much larger models without additional GPUs. For
example, TensorFlowMem enables training a ResNet model of 1916 layers and a Mixture
of Experts (MoE) model that has 2.5 billion parameters on a single GPU with 12 GB of
memory, while vanilla TensorFlow fails to train ResNet models with more than 504 lay-
ers and MoE models with more than 0.66 billion parameters due to out-of-memory error.
Furthermore, TensorFlowMem’s memory optimization techniques are applicable to dis-
tributed model-parallel training, making it possible to train even larger models on the same
hardware. Additionally, TenosrFlowMem also enables training using 3× to 4× larger mini-
batch sizes than vanilla TensorFlow.

6.1 RelatedWork

One approach to training larger models is to distribute the model computation across many
devices, referred to as model parallelism. GPipe [80] proposes to partition the neural net-
work in a “layer-by-layer” fashion to enable training large neural networks on multiple
GPUs or TPUs and uses pipeline parallelism across mini-batches to reduce communica-
tion overhead. PipeDream [71] additionally uses pipeline parallelism across mini-batches
to hide the communication overhead. However, such an approach is limited by the number
of layers a neural network has and is less helpful for networks that concentrate work in a
few wide layers.

FlexFlow [86], Mesh-TensorFlow [136], and Tofu [154] propose to partition operations
and place individual operations onto distributed devices. Although their fine-grained parti-
tioning strategy may apply to models that fail to fit in memory using layer-wise partitioning,
they do not take advantage of pipeline parallelism and communication remains a bottleneck.
Therefore, they rely on high parallelism in the computation graph or individual operations
to make full use of the compute power of all the GPUs.

For all these efforts, the model parallelism approach requires a large number of expen-
sive GPUs to fit a large model. In this chapter, we exploit an alternative approach that
leverages the relatively inexpensive host memory to enable training large models. Users
can easily and inexpensively buy more CPU memory, but rarely use it for DL model param-
eters, activations or input batches because limitations of the computing framework. Our
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approach is complementary to model-parallel distribution and, when combined, enables
training even larger models. Moving data from/to host memory will slow computation,
but larger models provide better accuracy, which is almost always more important than
speed.

To avoid the distribution challenge, Chen et al. propose to use gradient checkpoint-
ing, which is a classic technique in automatic differentiation, in deep learning systems (i.e.,
MXNet) to recompute compute selected intermediate results to avoid storing them. GeePS [46]
and vDNN [128] propose to leverage the layer-wise structure in DNNs (mostly convolu-
tional neural networks) to offload and prefetch intermediate results (and parameters). While
this approach is shown to be effective in Caffe and vDNN’s prototype system, it is difficult
to directly apply to neural networks that do not have a strictly sequential, layer-wise struc-
ture and systems, such as TensorFlow, which employ a fine-grained graph representation
that does not retain the layer-wise information. SuperNeurons [153] introduces a liveness
analysis that extends the memory swapping mechanism to non-sequential neural network
architectures, but is still implemented in a prototype system and is only evaluated on CNNs.

Meng et al. [113] applies the memory swapping mechanism in TensorFlow and their
mechanism is similar to TensorFlow’s Grappler memory optimizer. They both rely on ac-
curate estimations of operations’ execution time and memory usage. However, accurate
estimation, as we show later in this chapter, is an unsolved problem and the Grappler mem-
ory optimizer fails to scale ResNet and Transformer to a larger size. The WhileLoop oper-
ation in TensorFlow supports memory swapping between loop iterations to leverage host
memory to run loops that have many iterations, which appear in models, such as recurrent
neural networks [170]. It does not support more general use cases. Salimans et al. [146] im-
plemented a gradient checkpointing library for TensorFlow. Using it requires applicaiton
programs to directly manipulate gradients, which makes it difficult, if not impossible to be
used with high-level TensorFlow APIs, such as Estimators.

6.2 Background

6.2.1 Dataflow Graph As An Intermediate Representation For DNNs

Most deep learning systems represent the model computation as a graph. In older frame-
works such as Caffe [85] and DistBelief [52], the models are composed of existing layers. For
efficiency, the layers are implemented as C++ classes. While it is easy to build a model from
existing layers, it’s difficult for advanced machine learning researchers to add new layers.
The rigid computation pattern of these frameworks also makes it difficult to refine existing
learning algorithms or define new learning algorithms.

In order to address the above limitations, modern frameworks such as TensorFlow [16]
and Theano [21] represent computation as a dataflow graph of primitive mathematical op-
erations. This representation makes it easy for users to define new layers and new training
algorithms using primitive operations. The computation graph has also become much more
complicated than a stack of layers. Besides stateless computation operations, the dataflow
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graph also contains stateful operations such as Variable and Constant operations. Besides
data inputs and outputs, the comptuation graph may also contain control dependency edges
to enforce ordering among operations.

Model Key Feature #Param.
Transformer Attention 61 Million

Transformer w/ MoE on MeshTF MoE 800 Million
ResNet-152 Convolution 60 Million

ResNet-1916 Convolution 697 Million
WGAN-GP (Gen. / Disc.) Convolution 17 Million

Mozilla DeepSpeech Recurrent 47 Million

Table 6.1: Deep Learning models (implemented on TensorFlow) used in our evaluation and the
number of model parameters.

Model Depth #Nodes #Nodes / Depth Avg. Indegree
Transformer 2731 7782 2.8 2.0

Transformer w/ MoE on MeshTF 2714 8392 3.1 1.8
ResNet-152 1054 5783 5.5 1.9

ResNet-1916 12814 68699 5.4 1.9
WGAN-GP (Gen. / Disc.) 2267 / 4093 5315 / 15112 2.3 / 3.7 2.0 / 2.0

Mozilla DeepSpeech 140 549 3.9 1.6

Table 6.2: Graph statistics for the DNN models used in benchmarks. Depth refers to the the length
of the longest path. The number of parameters in MoE is tunable and we report the smallest version
that we used in our benchmarks here.

Table 6.1 presents a diverse set of DNN models that we use as benchmarks and Table 6.2
presents statistics of the TensorFlow computation graph of these models. Note that these
graphs only include operations that are executed during training and do not include op-
erations such as parameter initializations, etc. We observe that the graph are composed
of thousands or even tens of thousands of operations (orders of magnitude more than the
number of layers) and also have a long depth. Nodes in the graph have an average in-degree
of nearly 2. These indicate that the computation graph is large and complex and is not a
simple linear graph. For a linear computation graph, there exists one or a small number of
valid topological ordering of the graph nodes, which makes it easy to predict the order in
which the graph nodes are executed. However, generally speaking, the execution ordering
for general dataflow graphs is hard to predict in TensorFlow.

6.2.2 TensorFlow

TensorFlow [16] is arguably one of the most widely used and mature deep learning sys-
tems. Since we implement and evaluate our techniques based on TensorFlow, we briefly re-
view TensorFlow’s programming model, computation execution and memory management
in this section. Fig. 6.1 presents an overview of TensorFlow’s execution of a computation
graph to serve a query of an operation’s output.
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Constant) or stateless operation. Color indicates placement of the operation (CPU vs. GPU).
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Programming Model. A TensorFlow application defines a computation, such as the for-
ward pass of a neural network, as a directed graph, whose nodes represent operations. Edges
between nodes represent output tensors that are fed into successor operations. While most
operations (such as MatMul and Conv2D) are stateless functions, TensorFlow introduces a
Variable operation to represent frequently updated model parameters. A Variable holds
an internal buffer and outputs a reference handle to the buffer when executed. The refer-
ence handle allows other operations to read and update the Variable’s value in place. To
simplify the implementation of SGD algorithm, TensorFlow supports automatic differenti-
ation that generates back-propagation computation from the user-defined forward compu-
tation. TensorFlow also supports an application program explicitly declaring a placement
constraint for each operation and thus allows a single computation graph to utilize a het-
erogeneous set of computing devices.
Graph Execution. After defining the computation graph, a TensorFlow application pro-
gram may query an operation’s output, e.g., D in Fig. 6.1, which triggers graph execution.
The requested value might depend on only a subset of operations in the computation graph
and thus TensorFlow first creates an execution graph by pruning unnecessary operations.
TensorFlow places operations of this execution graph onto computing devices, including
GPUs, CPUs and TPUs, subject to the placement constraints specified by the application
program. After placement, the execution graph is run through a series of optimization
passes in Grappler, such as memory optimization, and constant folding. To facilitate com-
putation across a set of distributed devices, TensorFlow adds a pair of Send and Receive
operations that transmit tensors across devices. TensorFlow partitions the execution graph
among a set of executors, each corresponding to a compute device.

An executor’s subgraph is executed in a breadth-first fashion, which begins with one of
the executors executing a global SOURCE node which has no input dependency. When an
executor finishes executing a node, it schedules to a thread pool all of its successors whose
dependencies have been satisfied. A node’s successor could be a Send node that sends a
control signal which triggers the execution of another executor’s subgraph. Note that when
a node has a large fanout, the order in which its successor nodes are executed depends on
the runtime schedule and can vary greatly, leading to challenges when aiming to limit their
peak total memory usage.
MemoryManagement. TensorFlow allocatesVariable (model parameters) andConstant
nodes as persistent tensors, which holds memory until graph destruction. Unlike MXNet [34]
and SuperNeurons [153], TensorFlow dynamically allocates memory for operations’ out-
puts during graph execution. When an operation generates an output tensor, a reference
handle to the tensor is assigned to each successor operation that consumes the tensor. And
the tensor’s reference count is incremented for each successor operation. After an opera-
tion is executed, TensorFlow decrements the reference count of its input tensors and frees
a tensor when its reference count reaches zero. Dynamic memory allocation allows Ten-
sorFlow to reuse device memory for other operations. Like computation execution order,
memory consumption during training depends on computation scheduling and is highly
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variable.
GraphOptimization. TensorFlow’s Grappler module encompasses a number of optimiza-
tion passes to improve execution speed and memory footprint of the computation graph.
There are two Grappler optimizations that could considerably affect memory consump-
tion and we briefly discuss them here. When a GPU’s peak memory consumption exceeds
the GPU’s memory capacity during simulation, the Grappler memory optimizer performs
a swapping pass that adds SwapOut and SwapIn nodes to offload GPU tensors to host mem-
ory and prefetch them to GPU before they are needed. This swapping pass makes the best
effort to reduce peak memory consumption with minimal runtime overhead. However, in
our experiments, we found that the swapping pass provides no benefit for scaling ResNet’s
depth or MoE’s number of experts (for both single-GPU and distributed settings). Ten-
sorFlowMem also performs memory swapping, but possibly on different tensors and at
different times, which may lead to conflicting swapping decisions. To avoid the complica-
tion of dealing with potential comflicts, TensorFlowMem supersedes Grappler’s swapping
pass and we compare with TensorFlow with Grappler’s swapping pass disabled. Grappler
also performs a constant folding optimization that folds a subgraph into a single Constant
node that holds the result of the subgraph when the subgraph always evaluates to a constant.
Constant folding reduces redundant computation but incurs higher memory consumption
to store the previously evaluated result. In next section, we discuss TensorFlowMem’s mem-
ory optimizations.

6.3 Memory Optimizations for TensorFlow

In this section, we present memory optimizations for TensorFlow to reduce GPU memory
consumption during training.

6.3.1 AMotivating Example

Expert 1 Expert 2 Expert n….

Previous 
layer

Gating

Figure 6.2: Mixture of Experts layer: example non-linear architecture.
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As mentioned before, the key idea of TensorFlowMem is partitioned execution and swap-
ping intermediate results between GPU and CPU memory. Generally speaking, how a graph
is partitioned is key to performance. When the graph is composed of a sequence of complex
layers, it might be suitable to partition the computation graph layer by layer, which is the
approach taken by GeePS [46] and vDNN [128]. However, in a general dataflow graph, it
is difficult to apply this approach to a fine-grained graph, where the number of operations
is much larger than the number of logical layers and operations are not associated with the
logical layer information.

Even when such layer-wise grouping can be achieved or approximated, for example, by
assigning operations of the same depth to the same graph partition, a single partition may
produce too many intermediate results within the partition and exhaust the limited mem-
ory of the GPU devices or locate results across partitions incuring high communication
overhead when accessed.

An example of such large complex layer is the Mixture of Experts (MoE) layer [135], as
depicted in Fig. 6.2. As a layer in a neural network, a single MoE may contain up to hundreds
of thousands of smaller networks, referred to as experts. Each expert typically contains a few
million parameters. The output from the previous layer sparsely activates some of the ex-
perts depending on the output of a gating network. An MoE layer has two distinguishing
features. Firstly, an MoE layer has a large number of branches, i.e. experts running in par-
allel, resulting in a non-linear graph topology. Secondly, a single MoE layer may contain up
to hundreds of billions of parameters. While a breath-first scheduling strategy as used in
TensorFlow maximizes parallelism by executing as many branches in parallel as possible, it
may require a massive amount of memory. Therefore, we desire a graph partitioning strat-
egy that applies to non-linear graphs consisting of the finer-grained operations within each
individual layer.

Fig. 6.4a plots the memory consumption during a single mini-batch of training a Trans-
former w/ MoE model, which uses MoE as its feed-forward layer instead of the original
dense-relu-dense layer. In this example, this model contains 12 MoE layers in total, with 32
experts per MoE layer and 2 million parameters per expert, resulting in a model with over
800 million parameters. TensorFlow reaches its peak memory at the end of the forward
propagation, at around 400ms.

6.3.2 Partitioned Execution andMemory Swapping

Finding a graph execution schedule that minimizes memory consumption is an NP-complete
problem [107]. One heuristic to constrain the memory consumption of a non-linear graph
is to topologically sort the graph nodes and execute them sequentially in the topologically
sorted order. However, sequentially executing all nodes restricts parallelism. We desire a
solution that executes some operations in parallel to exploit available compute power while
achieving bounded memory usage. Instead, we propose to run partitions of the graph rather
than single nodes sequentially, which exploits parallelism within a partition with a bounded
number of nodes. For example, as shown in Fig. 6.3, we may partition the MoE layer into 2
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Figure 6.3: Partition the computation graph to constrain memory consumption. Node color de-
notes expert partition.

experts per partition.
Partitioned Execution. Based on these insights, we present a best-effort algorithm (Alg. 4)
that partitions the computation graph of each device. The partitioned computation graph
executes at most two partitions at a tiem while maximizing parallelism within each indi-
vidual partition. Alg. 4 is applied to the optimized execution graph in TensorFlow before
Send and Recv operations are added. Alg. 4 essentially performs a depth-first traversal of
each device’s computation graph and assigns nodes to fixed-size partitions according to the
traversal order. Depth-first traversal makes best effort to consume intermediate results as
soon as they are produced, instead of holding them in memory for longer durations.

A graph partition may generate intermediate results that are consumed by partitions
that are many sequential steps away in the computation schedule. TensorFlowMem tem-
porarily offloads the intermediate result tensors to host memory and prefetches them by
adding SwapOut and SwapIn nodes. Because TensorFlowMem executes graph partitions in
a pre-determined order, intermediate results that are not needed by the next K (by default,
we use K = 2 in the following discussion and our experiments) partitions can be swapped
out to host memory with low probability of interfering with computation. Similarly, Ten-
sorFlowMem prefetches a tensor from host memory when it’s needed by partitions that will
be executed next. TensorFlowMem adds SwapOut and SwapIn nodes to proper partitions
based on the execution order so offloading and prefetching are performed at the right time.
Executor. TensorFlowMem revises TensorFlow’s operation scheduler to ensure at most 2
partitions are executed at the same time. TensorFlowMem keeps track of the number of op-
erations in each graph partition and the number of completed operations in each partition.
The TensorFlowMem executor does not schedule any operation from partition t + 2 until
all operations from partition t have been completed. The ready-to-execute operations from
partition t+ 2 are buffered and scheduled as soon as partition t completes.

Fig. 6.4b depicts the memory consumption of TensorFlow with partitioned graph exe-
cution and memory swapping using a partition size of 20 operations. We observe the peak
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Figure 6.4: Understanding TensorFlow Memory Consumption: Transformer w/ MoE
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Algorithm 4: Partition the computation graph
input : graph, devices, partSize
output: graph
perDevReadyStack← EmptyMap() ;
perDevPartNum← EmptyMap() ;
perDevPartSize← EmptyMap() ;
whileNot all graph nodes are assigned to some partition do

forall device ∈ devices do
if perDevReadyStack[device] is not empty then
node← perDevReadyStack[device].pop();
node.partition = perDevPartNum[node.device];
perDevicePartSize[node.device] += 1;
if perDevPartSize[node.device] == partSize then
perDevPartSize[node.device] = 0;
perDevPartNum[node.device] += 1;

forall suc ∈ node.successors do
suc.numReadyInputs += 1;
if suc.numReadyInputs == suc.inputSize then
perDevReadyStack[suc.device].push(suc);

memory consumption is reduced to 6.8GB from 9.5GB. The reduced memory consumption
does come with a runtime overhead of 2.5× in terms of time per mini-batch, due to the re-
duced parallelism and additional data communication between GPU and CPU. Intuitively
reducing the partition size reduces memory consumption and increasing the partition size
increases parallelism. Tuning the partition size gives a different trade-off between memory
consumption and computation throughput.

6.3.3 Operation Placement

A computation graph may contain Variable and Constant nodes that are stateful opera-
tions. Those operations contain an internal buffer that is allocated as a persistent tensor
and is not deallocated until graph destruction. Typically, Variables and Constants are de-
fined by the application program. These nodes are typically packaged with computation
operations that use them as an integral building block by higher level programming inter-
faces, such as Keras [40]. When the application program places the computation operation
on GPUs, Variables and Constants are implicitly placed on GPUs as well due to limited
programming flexibility. Constant folding folds a subgraph into a Constant operation. The
generated Constant operation are placed on the same computing device as the computation
operations.
Variable and Constant nodes may consume a considerable amount of memory espe-

cially when the neural network contains a large number of parameters. Based on this ob-
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servation, TensorFlowMem places Variable and Constant nodes on CPU and loads their
value to GPU when needed.

Op1W1

Send Recv

BackOp1

Op2

…

BackOp2

…CPU GPU

(a) TensorFlow inserts one pair of Send and Recv operations for all opera-
tions that use the same VariableW1.

Op1W1

Send Recv

BackOp1

Op2

…

BackOp2

…

CPU GPU

Send Recv

(b) TensorFlowMem inserts one pair of Send and Recv for each operation
that uses VariableW1.

Figure 6.5: Placement optimization.

Separate communication. As shown in Fig. 6.5a, TensorFlow inserts one pair of Send
and Recv operations for all operations that use the same Variable or Constant placed on
a different device. The received tensor value is used by multiple operations, for example, in
the forward pass as well as the backward pass of the same operation. Moreover, since Send
depends only on the Variable to be sent, the Variables’ value are received at the beginning
of a mini-batch computation, regardless of when they are used, and buffered until the last
usage is completed.

To reduce memory consumption, TensorFlowMem inserts distinct pairs of Send and
Recv operations for different operations that use the same Variable or Constant. Ten-
sorFlowMem assigns the inserted Send and Recv operations to the partition that is shortly
before the partition that needs the Variable or Constant, so they are executed shortly be-
fore the data value is needed without blocking the computation. As shown in Fig. 6.4c, the
placement optimization further reduces peak memory consumption to 3.3GB. The effec-
tiveness of our techniques is also observed for neural networks that do not contain a MoE
layer such as Transformer [149]. However, the benefit from operation placement is rela-
tively small for models with small number of parameters.
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6.3.4 Alternative Graph Partitioning Strategies

An intuitive idea to recover the layer-wise structure of a fine-grained computation graph
is to group operations into partitions based on their height. For long, thin graphs that are
similar to a linear chain, such partitioning strategy may be effective. However, for graphs
with many branches, this strategy may result in abundant intermediate results across par-
titions and incur high communication overhead. Here we present two graph partitoining
strategies based on node heights and experimentally evaluate their performance.

All TensorFlow computation graphs contain a dummy SOURCE node from which the
computation starts and a dummy SINK node at which the computation ends. For each node
in the computation graph, we define its depth to be the length of the longest path from this
node to the SINK node. We do not simply assign nodes that have the same depth to the same
partition since it result in partitions that have too many operations. We propose two depth-
based graph partitioning strategies below. Similar to Alg. 4, they traverse the computation
graph and assign visited nodes to partitions up to a partition size threshold. During traver-
sal, Alg. 4 prioritizes visiting the last node that becomes ready to run, and the depth-based
strategies prioritize nodes based on their depth.

Depth-guided traversal. In this strategy, we traverse the graph in the order of decreasing
node depth. In essence, this approach creates graph partitions by grouping nodes that have
close enough depth while ensuring partitions have balanced and bounded number of oper-
ations.

DFS w/ depth-based prioritization. In this strategy, we traverse the graph in depth-first
order but prioritize visiting nodes with a higher depth.
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Figure 6.6: Comparing graph partitioning strategies: DFS vs. Depth (depth-guided traversal) vs.
DFS-Depth (DFS w/ depth-based prioritization).

We empirically compare the three graph partitioning strategies using a Transformer w/
MoE model implemented on Mesh-TensorFlow. The model contains 64 experts per MoE
layer and runs using a batch size of 16. Vanilla TensorFlow runs out of memory in this
setting. We observe that the depth-guided traversal results in the worst runtime and peak
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memory consumption because the large amount of intra- and inter-partition intermediate
results. This result suggests that the computation graph is likely to contain a large number
of branches. DFS achieves better performance than DFS w/ depth-based prioritization,
suggesting that prioritizing visiting the last node that becomes ready to run is more likely
to consume the intermediate results.

6.3.5 The Effect of Graph Partition Size

We run a Transformer model implemented on Mesh-TensorFlow to demonstrate the effect
of graph partition size. As shown in Fig. 6.7, a larger partition size consumes more memory
since there are more operations in each partition. A larger partition also leads to a high
execution speed because there are fewer partitions and few inter-partition data movements.
For any given problem, the optimal partition size depends on the available memory on the
GPU device.

6.4 Evaluation

TensorFlowMem is implemented in TensorFlow v1.12.0 which we use as the baseline. In
this section, we present a comprehensive experimental evaluation of TensorFlowMem. All
the experiments are conducted in a private cluster, where each machine has a 16-core Intel
Xeon E5-2698B v3 processor with hyper-threading, 64GB of DRAM and a Titan X GPU
with 12GB device memory. The machines are interconnected with 40Gbps Ethernet.
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Model Application Dataset Source Code
Transformer Machine Translation Wmt32K Tensor2Tensor [65]

TransformerMoE Machine Translation Wmt32K Tensor2Tensor [65]
ResNet Image Classification ImageNet1K Official TensorFlow Models [66]

WGAN-GP Image Generation ImageNet-small TBD suite [143]
Mozilla DeepSpeech Speech Recognition Common Voice v2.0 Mozilla [119]

Table 6.3: Details of the benchmark implementations

6.4.1 Methodology and Summary of Results

Evaluation Objectives. Our goal is to quantify the effectiveness and benefit of our tech-
niques. First of all, we quantify TensorFlowMem’s memory savings and runtime overhead.
The key benefit of TensorFlowMem is that it enables ML training applications that would
otherwise be impossible on TensorFlow without requiring additional hardware. We quan-
tify this benefit by scaling the mini-batch size, model size and sequence length in an RNN.

Benchmarks. Unlike previous related work [35, 153] which are evaluated only on a nar-
row set of benchmarks such as CNNs and RNNs, we evaluate TensorFlowMem on a wide
range of popular and important deep neural networks with various features, including con-
volution, recurrence, attention, MoE and GANs, as shown in Table. 6.2. TensorFlowMem
requires no modifications to the application program. Details of our benchmark applica-
tions can be found in Table. 6.3. The original Transformer [149] uses Dense-Relu-Dense
(DRD) as its feedforward layer. Transformer w/ MoE replaces DRD with MoE.

Mozilla DeepSpeech as an RNN is implemented by statically unrolling the sequence. A
training dataset may contain sequences of variable length and thus memory consumption
and per-mini-batch execution time vary from mini-batch to mini-batch. For the purpose
of comparison, we fixed the sequence length, chopping and padding if necessary during
execution. TensorFlow acquires the whole GPU memory and manages memory allocation
internally. We implemented a memory profiler in TensorFlow to measure the memory that
is actually occupied by graph computation.

We summarize our key evaluation results below:
1. Across 5 neural networks, TensorFlowMem reduces peak memory consumption by

64.8% on average (up to 87.9%) with an average 2.2× overhead in run time.
2. For models that do not have excessive numbers of parameters, e.g., ResNet, Trans-

former, DeepSpeech and GAN, partitioned graph execution and memory swapping
together reduce peak memory consumption by 60% in average with a 1.55× runtime
overhead.

3. TensorFlowMem enables training a ResNet model with 1916 layers (limited by host
memory) in contrast to 504 layers on TensorFlow using a single GPU.

4. TensorFlowMem, scales Transformer w/ MoE to 2.5 Billion parameters using a single
GPU in contrast to 0.7 Billion parameters on TensorFlow.
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Figure 6.8: Ablation study on a single GPU. Vanilla represents vanilla TensorFlow; +Partition repre-
sents TensorFlow with partitioned execution and memory swapping; +Placement represents place-
ment optimization on top of +Partition.

5. TensorFlowMem trains statically unrolled RNNs on 2× longer sequences with a 1.35×
runtime overhead.

6. TensorFlowMem can train a Transformer w/ MoE model with 8.1 Billion parameters
on 4 machines, while TensorFlow fails to scale beyond 2.7 Billion parameters.

6.4.2 Effectiveness of Individual Techniques

Methodology. We evaluate the effectiveness of individual techniques, i.e., partitioned graph
execution w/ memory swapping (i.e., Sec. 6.3.2) and placement optimization (i.e., Sec. 6.3.3),
by comparing TensorFlowMem with TensorFlow in terms of peak memory consumption
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and time per mini-batch. We conduct this ablation study on Transformer (with both DRD
and MoE versions), ResNet-152, WGAN-GP and DeepSpeech on a single Titan X GPU. For
DeepSpeech, the sequence length is fixed to 165. All models are trained with a partition size
of 20 except for DeepSpeech, which uses a partition size of 5. A smaller partition size (5 vs.
20) allows TensorFlowMem to more aggressively reduce memory consumption with a rel-
atively small overhead for DeepSpeech. All models are executed using the largest possible
mini-batch that TensorFlow can support on a 12GB GPU.

Fig. 6.8a shows the peak memory consumption and Fig. 6.8b shows the time per mini-
batch normalized to the baseline (i.e., vanilla TensorFlow). We compute the average peak
memory and average per-mini-batch time across all models, i.e., Avg, and across all models
except for Transformer w/ MoE, i.e., Avg-NoMoE. We separate Transformer w/ MoE from
other models because MoE contains a distinctively large number of parameters compared
to other models.

Vanilla +Partition +Placement

Memory Consumption Average 10.8 4.8 3.8
Average w/o MoE 11.0 4.4 4.0

Runtime Overhead Average 1 1.8 2.2
Average w/o MoE 1 1.55 1.85

Table 6.4: Average memory consumption and runtime overhead across all models.

GPUMemory reduction. From Fig. 6.8a, we observe that TensorFlowMem reduces GPU
memory consumption by 65% on average across all models and by 87% for WGAN-GP.
While the placement optimization further reduces memory consumption by 36.8% on top
of partitioned execution and memory swapping for Transformer w/ MoE, it only brings a
small benefit to the other models that have relatively small number of parameters.

Runtimeoverhead. Fig. 6.8b shows that TensorFlowMem incurs a 2.2× slowdown in terms
of time per mini-batch in average. The runtime overhead vary greatly across models. It can
be as large as 3.4× for Transformer w/ MoE and as small as 30% for DeepSpeech. Note that
for models without a huge number of parameters, we achieve a 65% memory reduction with
a 55% runtime overhead using only partitioned graph execution and memory swapping.

Model TensorFlow TensorFlowMem
Transformer 11264 (words) 25600 (words)

Transformer w/ MoE 4 (sentence pairs) 40 (sentence pairs)
ResNet-152 57 (images) 186 (images)
WGAN-GP 90 (images) 324 (images)

Table 6.5: The maximum supported mini-batch size by both systems
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Model TensorFlow TensorFlowMem
Transformer 8731 (words / sec) 3699 (words / sec)

Transformer w/ MoE 4.6 (s. pairs /sec) 5.2 (s. pairs / sec)
ResNet-152 50 (images / sec) 27 (images / sec)
WGAN-GP 7.9 (images / sec) 4.5 (images / sec)

Table 6.6: Throughput using the maximum supported mini-batch size.

6.4.3 Training w/ Larger Mini-Batches

By reducing GPU memory consumption, TensorFlowMem allows applications to train mod-
els using larger batch sizes. While the common wisdom for using larger batch size is to
improve computation throughput. There are cases where larger mini-batch sizes lead to
higher model accuracy, for example, as shown in GPipe [80]. TensorFlowMem provides
users an additional degree of freedom for using larger mini-batch sizes. Table. 6.5 shows
the largest mini-batch supported by TensorFlow and TensorFlowMem and Table. 6.6 shows
the computation throughput using the maximum batch size. For Transformer, ResNet and
WGAN-GP, we observe that TensorFlowMem enables training 2.2−3.6× larger mini-batch
size with a 43% − 58% slowdown in computation throughput. TensorFlowMem supports
a 10× larger mini-batch size for Transformer w/ MoE, which contains an order of magni-
tude more parameters than other models. TensorFlowMem also improves the computation
throughput for Transformer w/ MoE by 6%. TensorFlowMem enables a larger range of pos-
sible mini-batch sizes compared to TensorFlow, allowing applications to tune mini-batch
size for high model quality, especially for models with a large number of parameters.

6.4.4 Training Larger Models

It has been shown that larger models achieve better accuracy across different application
domains [72, 73, 135]. The key benefit of TensorFlowMem is that it enables training larger
models that is otherwise impossible without using additional hardware. In this section,
we demonstrate that TensorFlowMem enables training ResNet with 3.8×more layers and
Transformer w/ MoE with 4.4×more parameters.

Deeper ResNet. Similar to previous work [35, 153], we increase the model capacity of
ResNet by scaling its number of layers. Specifically, we follow SuperNeuron [153] and in-
crease the number of the third block. Our result is present in Table 6.7. Using the same
mini-batch size of 16 images, TensorFlowMem scales to 1916 layers while TensorFlow
scales to only 504 layers. Using a mini-batch size of 32, TensorFlowMem scales to 1001
layers. Moreover, TensorFlowMem fails to scale to deeper ResNet because of running out
of host memory.

Mixture of Experts. We evaluate TensorFlowMem using Transformer w/MoE. Table 6.8
shows the maximum number of experts per MoE layer which can trained using TensorFlow
and TensorFlowMem. TensorFlowMem is able to train 48 experts for MoE layer, which is
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4× as many as vanilla TensorFlow2.

System Mini-batch size #Layers #Param. Throughput
TensorFlow 16 504 172 Million 11.43

TensorFlowMem 16 1916 697 Million 1.76
TensorFlowMem 32 1001 385 Million 4.04

Table 6.7: Maximum ResNet model size that can be trained on a single Titan X GPU and computa-
tion throughput with different mini-batch size.

System #Experts #Param. Throughput
TensorFlow 12 / MoE 0.66 Billion 7.8 pairs / sec

TensorFlowMem 48 / MoE 2.5 Billion 1.2 pairs / sec

Table 6.8: Maximum number of experts that can be trained on a single TitanX GPU. We use a batch
size of 8 and graph partition size of 200.

Sequence Length 100 200 400 500 800
TensorFlow 1.15 2.3 4.64 OOM OOM

TensorFlowMem 1.56 3.03 6.03 - 12

Table 6.9: RNN training: time per mini-batch (seconds) for different input sequence length.

6.4.5 Longer Recurrence Sequences

For RNNs, the sequence length is often limited by GPU memory size. TensorFlowMem en-
ables training RNNs on longer sequences with a small runtime overhead, which we demon-
strate using Mozilla DeepSpeech, which is a statically unrolled RNN. Our experiments use
a mini-batch size of 128 sentences and the partition size of TensorFlowMem is set to 5. Ta-
ble 6.9 shows that TensorFlowMem can train DeepSpeech on sequences of length 800 while
TensorFlow fails beyond sequence length of 400. Similar to ResNet, TensorFlowMem fails
to scale to longer sequences due to the limited host memory. On the same sequence length,
TensorFlowMem shows a runtime overhead of roughly 35%.

6.4.6 Distributed Model-Parallel Training

Next, we show that TensorFlowMem’s memory optimization techniques can be directly ap-
plied to the distributed model-parallel setting as well. By utilizing 4 GPU machines, even
larger models with more experts can be trained. Table 6.10 highlights these results. For all
experiments, we split only the experts dimension of tensors across the 4 nodes, and repli-
cate all other dimensions. In the distributed setting, the memory optimizations in Ten-
sorFlowMem are simply applied independently on each node. TensorFlowMem is able to
train a model with 8.1 billion parameters, 3× as many as vanilla TensorFlow in the same
distributed setting.

2We ran TensorFlow both with and without the Grappler memory swapping pass, but obtained the same result both
times.
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System #Experts Param. Size Throughput
TensorFlow 52 / MoE 2.7 Billion 8.5 pairs /sec

TensorFlowMem 160 / MoE 8.1 Billion 0.93 pairs /sec

Table 6.10: Maximum number of experts that can be trained on 4 nodes each with a single TitanX
GPU. We use a batch size of 8 and graph partition size of 200.

6.4.7 Comparison with RelatedWork

In this section, we compare TensorFlowMem with the TensorFlow’s native Grappler Mem-
ory Optimizer and SuperNeurons [153] on scaling model capacity.

Grappler Memory Optimizer. The Grappler Memory Optimizer statically estimates the
graph execution time and memory consumption and invokes a swapping pass when and
only when the estimated memory consumption of at least one GPU exceeds its memory ca-
pacity. The static estimation results also provides the start and end times of each operation
and the memory footprint of each tensor. The swapping pass relies on this information to
swap tensors in and out arond the memory peak to avoid running out of memory. Accord-
ing to operations’ start and end time, control dependencies are added to the swap operations
so that they are executed at appropriate times to avoid stalling computation.

Model Mini-batch Size Grappler Memory Optimizer TensorFlowMem
ResNet 16 images 504 layers 1916 layers

Transformer w/ MoE 8 sentense pairs 12 experts / MoE 48 experts / MoE

Table 6.11: Largest model configuration supported by Grappler Memory Optimizer and Tensor-
FlowMem.

Model Model Configuration Predicated OOM Actual OOM
ResNet 1001 layers False True

Transformer w/ MoE 48 experts / MoE True True
Transformer N/A True True

Table 6.12: Grappler memory optimizer: simulator prediction and effectiveness.

Table 6.11 shows the largest ResNet and MoE model that TensorFlow (with Grappler
Memory Optimizer enabled) can run. Surprisingly, we found the Grappler Memory Opti-
mizer does not improve upon TensorFlow in terms of model capacity. In order to under-
stand why Grappler Memory Optimizer fails we analyzed three large models that result in
OOM when executing on TensorFlow with Grappler Memory Optimzier (Fig. 6.12). Static
estimation fails to predict the OOM error for the ResNet mode with 504 layers. While
static estimation correctly predicts the OOM error and the Grappler Memory Optimizer
indeed adds swap operations for the two Transformer-based models, training still runs out
of memory on GPU. Note that all three models can execute with TensorFlowMem with-
out running out of memory. We speculate that the Grappler Memory Optimizer’s failure
is due to the discrepency between static estimation and actual execution. Also, when the
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OOM is due to a large fanout, it cannot be mitigated without intentionally delaying some
computation.

SuperNeurons. SuperNeurons also relies on memory swapping to scale model capacity
with limited GPU memory. It effectively scales the mini-batch size for several convolu-
tional neural networks and enables training much deeper ResNet [153]. However, it is a
prototype implementation that does not support TensorFlow API. We compare our results
with SuperNeurons’ as report by Wang et al. [153]. Using a single GPU with 12 GB of mem-
ory, SuperNeurons scales ResNet to 1920 layers while TensorFlowMem scales ResNet to
1916 layers (on a different GPU that has the same memory size). When training on Im-
ageNet, SuperNeurons scales ResNet-152 to a maximum batch size of 176 images while
TensorFlowMem scales the maximum batch size to 186 images. Note that SuperNeurons
also incurs none trivial overhead at when the model’s memory footprint exceeds the GPU
memory capacity. For examples, the computation throughput drops by nearly 30% when
scaling ResNet-152 to a mini-batch size of 80 images. TensorFlowMem suffers a 46% over-
head when scaling mini-batch size to 186 images. SuperNeurons was not evaluated on other
DNN models besides CNNs.

6.5 Memory-Efficient Application Implementation on TensorFlow

Implementation of the DNN model affects its memory consumption. In this section, we
present two application implementation guidelines that can enable scaling to larger models,
especially when using TensorFlowMem. We demonstrate the effectiveness of these guide-
lines by modifying Mesh-TensorFlow which is a library on top of TensorFlow for model-
parallel training and the MoE implemenation that’s based on Mesh-TensorFlow. Together
with TensorFlowMem, these changes enable training a 7.5× larger MoE model than the
original implementations using TensorFlow.

6.5.1 Application Implementation Guidelines

Partition a large operation into smaller operations. TensorFlowMem’s partitioned execu-
tion and memory swapping take each operation as an atomic unit. They fail to overcome the
device memory constraint when a single operation consumes or produces a tensor that oc-
cupies too large an amount of memory. The application program can alleviate this problem
by partitioning a big operation that produces a few big tensors into many small operations
that produce many small tensors, permitting graph partitioning and memory swapping to
work at a finer granularity. There exist many opportunities to parallelize larger operations.
Tensors that are too small may lead to inefficient use of massively parallel processing units,
e.g., GPUs. Therefore, it is critical to partition tensors to the proper size. While we rely
on users to manually, we expect future work may improve upon manual partitioning using
automated search.

Allocate tensors propotionally to input size. In some DNNs, the size of the input to some
operations is dynamically determined. While it is convenient and fast to allocate a tensor
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of fixed size to hold the largest possible input, this approach can waste a large amount of
memory. This is particularly wasteful when a large tensor is dynamically split into smaller
tensors of variable size, such as in MoE. In this case, the application either allocates the
maximum possible size for each dynamially allocated tensor, which is the input size, or
drops some of the input values. In case of OOM, it is better for applications to suffer a small
throughput penalty and allocate memory propotionally to input size, for example, by using
the sparse gather operation.

6.5.2 Over-Partitioning Operations in Mesh-TensorFlow

Mesh-TensorFlow [136] is a framework for model-parallel training on top of TensorFlow. It
partitions the large operations of a computation graph and place the them on different com-
puting devices. However, the number of partitions a Mesh-TensorFlow tensor may have is
upper-bounded by the number of physical computing devices. Thus it may still result in a
large operation that consumes a large fraction of GPU memory by itself. To address this
issue, we designed and implemented Virtual Mesh-TensorFlow (VMesh-TensorFlow), an ex-
tension to Mesh-TensorFlow, which partitions a large operation bound to a specific device
into smaller operations. VMesh-TensorFlow works in conjunction with partitioned graph
execution and memory swapping to enable execution of models whose memory consump-
tion exceeds the overall memory capacity of all of the devices in the mesh.

Background: Mesh-TensorFlow

Like TensorFlow, Mesh-TensorFlow requires applications to define a computation graph.
Tensors in a Mesh-TensorFlow computation graph have named dimensions and different
tensors may share the same name along some of their dimensions. Mesh-TensorFlow addi-
tionally requires the application program to define a mesh shape and a mesh layout A mesh
shape defines a multi-dimensional grid composed of computing devices (e.g., GPUs), and
a mesh layout is a mapping from named tensor dimensions to mesh dimensions. A Mesh-
TensorFlow is lowered to a TensorFlow graph by partitioning the Mesh-TensorFlow tensors
along dimensions that are mapped to a mesh dimension and replicating the tensors along
other mesh dimensions. In this way, a large tensor may be split across multiple computing
devices as well as the operations that generate and produce the tensor.

Virtual Mesh-TensorFlow

Mesh Over-partitioning. In Mesh-TensorFlow, the number of nodes in the mesh layout
equals the number of physical devices. For example, a mesh with shape (3, 2) corresponds to
6 physical devices logically arranged in a 3× 2 grid. VMesh-TensorFlow additionally intro-
duces a device shape that specifies a virtual grid for each device (we refer to the mesh shape in
Mesh-TensorFlow as cluster shape for clarity). VMesh-TensorFlow requires the device shape
and the cluster shape to have the same number of dimensions. Besides partitioning tensors
according to the cluster shape, VMesh-TensorFlow further partitions the tensors allocated
for each device according to the device shape using the same logic. In other words, VMesh-
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GPU	0 GPU	1 GPU	2

GPU	3 GPU	4 GPU	5

Figure 6.9: VMesh-TensorFlow example. There are 6 physical devices arranged in a logical grid
with cluster shape (3, 2). Each device is further partitioned with a device shape of (2, 2). The overall
mesh used for compiling the Mesh-TensorFlow graph has shape (6, 4).

TensorFlow partitions tensors according to a mesh shape that is the element-wise product
of the cluster shape and device shape (Fig. 6.9). Over-partitioning the mesh enables large
tensors and operations to be split into finer-grained partitions on each physical device, and
swapped into device memory individually. In our implementation, the Mesh-TensorFlow
graph is simply compiled using the virtual mesh instead of the original physical mesh, with
no changes required to the application code. Similar techniques for using over-partitioning
to abstract away physical devices have been explored in prior work [17, 126].
Graph De-duplication. Although mesh over-partitioning enables finer-grained splitting
of tensors and operations, it by itself introduces significant memory and performance over-
head. In Mesh-TensorFlow, if a tensor is not split across a mesh dimension, then it is repli-
cated across it. However, if that mesh dimension is over-partitioned by a factor of N (ie.
its device shape dimension has sizeN ), then the tensor (and all operations using the tensor)
will be replicated N times on each physical device3.

To overcome this limitation, we implement a de-duplication pass which runs when the
VMesh-TensorFlow graph is compiled to a TF graph. The de-duplication pass finds any
tensors, variables, and operations which are replicated multiple times on a single device,
and replaces their uses with references to a single “master” copy. The other unused copies
are then pruned out by TensorFlow before execution.

6.5.3 Memory Effcient MoE Implementation

The techniques presented thus far in this section are generic framework improvements
which can apply to existing model code. On the other hand, the model creator may achieve

3We note that the duplication issue is specific to Mesh-TensorFlow, other model-parallel frameworks may not have
the same limitation.
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further memory efficiency by writing their model in a way which is aware of TensorFlowMem
and VMesh-TensorFlow. As mentioned in Sec 6.5.2, atomic operations on large tensors are
a limiting factor for partitioned graph execution and memory swapping. Although VMesh-
TensorFlow can alleviate this issue by over-partitioning large tensors into finer-grained
slices, the model creator can often better control these limiting factors by choosing differ-
ent operations or constructing different computation graphs. How this can be done varies
from model to model, and we will present one specific optimization we made to the MoE
implementation on Mesh-TensorFlow.

Increasing Sparsity in Mesh-TensorFlow MoE. Although the experts in MoE layers are
sparsely activated, the publicly-available implementation using Mesh-TensorFlow uses a
few large dense operations [65]. In this implementation, all inputs for all experts are copied
into a single large tensor, and two einsum operations are used to compute the expert outputs
for all inputs at once. However, in order to account for different experts having different
numbers of inputs, a large fraction of the combined input tensor (and by extension inter-
mediate tensors during the experts computation) may be padded with zeros, consuming
unnecessary amounts of memory. Instead, we changed the MoE implementation to col-
lect the inputs needed for each expert using a sparse gather operation, so that the need for
padding a large dense tensor is eliminated. Doing this effectively exploits the sparsity of the
experts activated by each input sample, sending only the necessary data through the experts
computation.

6.5.4 Evaluation

Mixture of Experts. We evaluate VMesh-TensorFlow using Transformer w/MoE. Table
6.13 presents the maximum number of experts per MoE layer that can be trained using
VMesh-TensorFlow on top of TensorFlowMem. As presented in Table 6.8, the original
Mesh-TensorFlow running on TensorFlowMem is able to train 48 experts for MoE layer.
We use VMesh-TensorFlow to partition the experts into 4 groups per MoE layer, which
enables TensorFlowMem to swap out the large tensors in each MoE layer at a finer gran-
ularity. Overall, VMesh-TensorFlow on TensorFlowMem is able to train a model with 56
experts per MoE layer (totaling 2.9 billion parameters) on a single GPU, 4.4× larger than
vanilla TensorFlow. We also find that the throughput decreases roughly linearly with re-
spect to the number of experts when scaling up the MoE layers using TensorFlowMem and
VMesh-TensorFlow.

System #Experts #Param. Throughput
TensorFlow 12 / MoE 0.66 Billion 7.8 pairs / sec

TensorFlowMem 48 / MoE 2.5 Billion 1.2 pairs / sec
+VMesh-TensorFlow 56 / MoE 2.9 Billion 0.87 pairs / sec

Table 6.13: Maximum number of experts that can be trained on a single TitanX GPU. We use a batch
size of 8 and graph partition size of 200. For VMesh-TensorFlow, we split the batch and experts
dimensions of all tensors across a virtual mesh of size 4.
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Distributed Model-Parallel Training

System #Experts Param. Size Throughput
TensorFlow 52 / MoE 2.7 Billion 8.5 pairs /sec

TensorFlowMem 160 / MoE 8.1 Billion 0.93 pairs /sec
+VMesh-TensorFlow 200 / MoE 10.1 Billion 0.52 pairs /sec

+SparseMoE 400 / MoE 20.2 Billion 1.6 pairs /sec

Table 6.14: Maximum number of experts that can be trained on 4 nodes each with a single TitanX
GPU. We use a batch size of 8 and graph partition size of 200. For VMesh-TensorFlow and Sparse-
MoE, we split the experts dimension of all tensors across a virtual mesh of size 20 (cluster shape of
4 and device shape of 5).

Application-level optimizations in VMesh-TensorFlow and SparseMoE enable training
larger models on TensorFlowMem using distributed model parallelism. We demonstrate it
using the same settings as used in Sec. 6.4.6 (totally 4 GPU machines), and the results are
presented in Table 6.10. As before, we split only the experts dimension of tensors across the
4 machines and replicate all other dimensions.

TensorFlowMem+VMesh-TensorFlow. With VMesh-TensorFlow, we over-partition the mesh
by a factor of 5, resulting in a virtual mesh of size 20. This means that any tensors with an
experts dimension are split into 20 slices, 5 on each node. Combining TensorFlowMem
with VMesh-TensorFlow enables the number of experts per MoE layer to be increased to
200, forming a model with over 10 billion parameters.

TensorFlowMem+VMesh-TensorFlow+SparseMoE. Lastly, we evaluate the sparse MoE im-
plementation described in Sec 6.5.3. By combining TensorFlowMem, VMesh-TensorFlow,
and SparseMoE, we are able to train 400 experts per layer, in a model which has over 20
billion parameters. We also note that the throughput of training increased even when com-
pared with training smaller models without SparseMoE. This is likely due to eliminating
redundant computations on padding values in large dense tensors. Similar to ResNet and
Transformer w/ MoE on a single machine, we also observe that with larger MoE layers, the
host memory rather than GPU memory is exceeded, indicating that even larger models can
be trained with an expansion to host memory.

6.6 Summary

In this chapter, we present TensorFlowMem that reduce TensorFlow’s GPU memory con-
sumption to enable training substantially larger models in both single GPU and distributed
settings. The distributed model-parallel application can be improved to better leverage Ten-
sorFlowMem to train even larger models on the same hardware. TensorFlowMem demon-
strates that scheduling where and when memory is allocated allows scaling model size with
a small overhead. We expect that TensorFlowMem memory optimizations can be improved
by leveraging more accurate estimations of the operation execution time and memory foot-
print.
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Chapter 7

Conclusion and Future Directions

7.1 Conclusion

In this thesis, we demonstrate that the domain-specific characteristics of machine learning
training can be leveraged to schedule hardware resources to improve the training speed and
train larger models. Specifically, we present a mechanism for scheduling network commu-
nication that improves the training convergence speed by up to 5×, a computation schedul-
ing mechanism that further improves training speed, while consuming lower network band-
width and substantially reducing programmer effort, and a memory scheduling mechanism
that enables training up to 7.5× larger models on the same hardware with acceptable per-
formance overhead.

The ideas that we explore, such as value-based prioritization, scheduling computation
to avoid conflicting accesses, and scheduling memory allocation based on computation, are
generalizable to broad machine learning applications. However, their implementations and
effectiveness depend on the specific machine learning model, algorithm, as well as hardware
architecture. Machine learning is a fast advancing field. New models and improvements
to learning algorithms are being invented at a high pace. The success of machine learning
motivates new software systems and hardware architectures to be developed to better serve
this important workload, which in turn makes it easier to develop and experiment with new
machine learning models and algorithms.

With the fast advancements in machine learning techniques, software systems and hard-
ware architectures, the research focus on machine learning systems is shifting from network
and storage I/O to computation. Existing works on computation optimization are focused
on the memory bandwidth bottleneck, improving cache hit rate, exposing opportunities for
parallelization and reducing the overhead of interacting with hardware accelerators.

7.2 Future Directions

In this section we discuss some opportunities and challenges in improving upon the tech-
niques we present, generalizing them to newer machine learning models and across hard-
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ware architectures.

7.2.1 Maximizing Training Speed Subject ToMemory Constraints

There exist many techniques to reduce GPU memory consumption and thus enable training
larger models and they all involve a trade-off between memory consumption and computa-
tion throughput or accuracy. Ultimately, our goal is to maximize training speed subject the
device memory constraints. This problem is hard and in this section we discuss our vision
in tackling this problem.

Techniques Trade-Off Notable Prior Work
Scheduling Degree of parallelism TensorFlowMem

Gradient checkpointing Recomputation [35, 146]
Anti-constant folding Recomputation TensorFlowMem

Memory swapping Communication TensorFlowMem, SuperNeurons [153]
Device placement Communication TensorFlowMem

Lossless computation Computation Gist [81]
Quantization Accuracy [41, 42, 98, 114]

Table 7.1: Summary of memory optimization techniques and their trade-offs[81].

Maximizing training speed subject to device memory constraints is a particularly hard
problem for the following reasons:

• Extremely large search space. As shown in Table 7.1, there exist many techniques
to optimize the memory consumption of DNN training and many techniques involve
tuning parameters. For example, TensorFlowMem’s partitioned execution introduces
a performance-sensitive parameter, partition size. It may also be important to decide
which constant subgraph should be folded depending on the size of the result and the
computation complexity, and what tensors to place on which devices based on the size
of the operation and the communication bandwidth.

• Interdepenence between optimization techniques. Since the memory optimiza-
tion techniques often affect each other, the order in which the optimizations are ap-
plied is important. The interdependence between operations makes the search space
exponentially hard.

• Hardware- andworkload-specific. The above mentioned techniques involve trade-
off between memory consumption and different hardware resources or computation
quality. The best configuration of techniques thus depend on the hardware and the
DNN model. For example, in case there is abundant bandwidth between host and GPU
memory, aggressively placing large tensors on host memory would be more effective
than introducing redundant computation.

• Memory efficientDAG scheduling is hard. It is an NP-complete problem to sched-
ule a DAG to execute using minimal memory.

• Accurate simulation is difficult. Many the above techniques rely on knowing the
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size of the tensors and operations’ execution time. While many of them simulate the
graph execution to obtain such information, accurate simulation is difficult as we’ve
shown in Sec. 6.4.7.

This problem is essentially a search problem over the space of memory optimziation
techniques.

7.2.2 Dynamic Scheduling for Dynamic Control Flow

In a dataflow system, application programs first construct a dataflow graph that describes
the computation, and then request the system to execute a subgraph or the whole graph.
Although for many neural networks (e.g., AlexNet [95], Inception-v3 [144], and ResNet [72]),
the computation can be described by a static acyclic directed graph (DAG) that applies to
all data samples, there are many cases where the graph topology varies based on input or
parameter values.
Recurrent Neural Networks [55] model sequences of data (e.g., sentences). A recurrent
neural network (RNN) repeatedly applies a cell function, such as long-short-term-memory
(LSTM) [76], to each element of the sequence. Since sequences may have variable length,
the cell function is executed for different number of times for different sequences. A typical
approach for expressing RNNs as a static DAG is to statically unroll the sequence for a finite
number of steps, padding shorter sequences with empty values and likely chopping longer
ones. An alternative approach is to construct a distinct graph for each input sequence, pay-
ing the graph construction overhead for each data sample.
RecursiveNeuralNetworks [141] generalize recurrent neural network to model arbitrary
topologies. For example, Tree-LSTM [145] models the syntactic tree of a sentence. Since
the topology differs from sentence to sentence, Tree-LSTM constructs a distinct static DAG
for each sentence. As shown by Xu et al. [165], per-sample graph construction constitutes a
significant overhead (over 60% of runtime in some cases). Xu et al. [165] propose to resolve
the graph construction overhead by reusing the graph structure that already exists in the
dataset instead of programmatic construction, restricting its applicability.
Mixture of Experts (MoE) [135] is an example of conditional computation in neural net-
works. A MoE layer consists of a gating network and a large number (up to hundreds of
thousands) of expert networks. Each data sample sparsely activates a small number of ex-
perts as determined by the gating network based on runtime values. Therefore, for an input
mini-batch, the input size of each expert is unknown until the gating network has been ex-
ecuted on the mini-batch.
Expressing dynamic computation via dynamic control flow. Yu et al. [170] present
two dynamic control flow operations cond and while_loop in TensorFlow that represents
conditional and iterateive computation respectively.

Recursive (including recurrent) neural networks can be expressed as a while loop iter-
ating over the nodes in a topologically sorted order. As the loop body is represented as
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a subgraph in a static DAG, all dynamic instances of the loop body (i.e., iterations) share
the same dependency pattern. Therefore, for recursive neural networks, each iteration is
conservatively specified to depend on its previous iteration to ensure correct ordering, re-
sulting in a sequential execution, even though some iterations can potentially be executed
in parallel. Jeong et al. [83] take advantage of the additional parallelism by introducing a
recursion operation into TensorFlow. With recursion, a node recursively invokes the com-
putation function on other nodes and waits until the recursive calls return to continue its
execution. This allows a caller to dynamically specify its distinct dependency on the callees,
permitting parallel execution of the functions on independent nodes.

The Need for Dynamic Scheduling of Dynamic Control Flow

Existing dataflow-based deep learning systems employ a static schedule derived prior to
graph execution. This schedule determines how operations are placed on (possibly dis-
tributed) computing devices and compiles each device’s graph partition to an executable
program. As discussed earlier in Sec. 2.6, previous works propose to find an efficient sched-
ule using machine learning when the same static computation graph applies to all data sam-
ples. However, the effectiveness of this approach is limited when the computation graph
depends on input data and parameter values. In this section, we focus on distributed device
placement.
Conditional Computation. TensorFlow’s cond is implemented using Switch which for-
wards an input tensor to one of two subgraphs. MoE generalizes Switch in two ways: (1)
the forwarding decision is made separately for each row in the input tensor and (2) each row
is forwarded toK out ofN subgraphs. Due to MoE’s large size (up to∼131 billion parame-
ters), existing implementations (e.g., Tensor2Tensor [150] and Shazeer et al. [135]) statically
partition the expert networks to different GPUs. Such static placement faces two problems:
(1) the memory for a subgraph (e.g., variables) is statically allocated regardless of whether
a subgraph is actually executed; (2) the input sizes among different experts can be highly
skewed. These issues lead to heavy over-provisioning of GPU memory while wasting GPUs’
precious computing cycles. As reported by Shazeer et al. [135], a MoE layer consisting of
131072 experts requires 128 Tesla K40 GPUs to fit while achieving a computation through-
put of 0.3TFLOPS per GPU (Nvidia’s claimed peak throughput is 4.29TFLOPS/GPU). With
dynamic scheduling, the system allocates memory for only subgraphs that are executed and
may partition an overwhelmingly large input to an expert along with replicating the expert
to multiple GPUs to balance load among GPUs.
Iterative and Recursive Computation. TensorFlow creates a frame for each dynamic in-
stance of the while_loop loop body. Operations of different frames may run in parallel as
long as their dependencies are satisfied. However, since each operation is statically placed
onto one device, all frames of this operation is bound to this device. This can lead to sat-
urating the computing power of a single device, thus missing the additional parallelism,
such as observed by Jeong et al. [83]. Previous work on static device placement observes
throughput improvement when placing different iterations of a statically unrolled RNN to

115



different devices [86, 115, 116]. While static scheduling would be prohibitively expensive
when different data samples require different graph topology, dynamic scheduling may dy-
namically schedule different frames to different devices to take advantage of the additional
parallelism. Moreover, as recursion is restricted to trees, deep learning systems need a more
general approach for precisely capturing the dependency among loop iterations in order to
explore parallelism in arbitrary dependency topologies, such as Graph-LSTM [102].
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Appendix A

Orion Application Program Examples

A.1 Stochastic Gradient Descent Matrix Factorization

1 include("/path/to/orion/src/julia/orion.jl")

2 Orion.set_lib_path("/path/to/orion/lib/liborion_driver.so")

3
4 const master_ip = "10.117.1.17"

5 const master_port = 10000

6 const comm_buff_capacity = 1024

7 const num_executors = 64

8 const num_servers = 1

9
10 Orion.glog_init()

11 Orion.init(master_ip , master_port , comm_buff_capacity ,

12 num_executors , num_servers)

13
14 const data_path = "file:///path/to/data.csv"

15 const K = 1000

16 const num_iterations = 256

17 const step_size = Float32(0.01)

18
19 Orion.@accumulator err = 0

20 Orion.@accumulator line_cnt = 0

21
22 Orion.@share function parse_line(line::AbstractString)

23 global line_cnt

24 line_cnt += 1

25 tokens = split(line, ',')

26 @assert length(tokens) == 3

27 key_tuple = (parse(Int64, String(tokens[1])),

28 parse(Int64, String(tokens[2])) )

29 value = parse(Float32, String(tokens[3]))

30 return (key_tuple , value)

31 end
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32
33 Orion.@share function map_init_param(value::Float32)::Float32

34 return value / 10

35 end

36
37 Orion.@dist_array ratings = Orion.text_file(data_path , parse_line)

38 Orion.materialize(ratings)

39 dim_x, dim_y = size(ratings)

40
41 println((dim_x, dim_y))

42 line_cnt = Orion.get_aggregated_value(:line_cnt, :+)

43 println("number of lines read = ", line_cnt)

44
45 Orion.@dist_array W = Orion.randn(K, dim_x)

46 Orion.@dist_array W = Orion.map(W, map_init_param , map_values = true)

47 Orion.materialize(W)

48
49 Orion.@dist_array H = Orion.randn(K, dim_y)

50 Orion.@dist_array H = Orion.map(H, map_init_param , map_values = true)

51 Orion.materialize(H)

52
53 error_vec = Vector{Float64}()

54 time_vec = Vector{Float64}()

55 start_time = now()

56
57 W_grad = zeros(K)

58 H_grad = zeros(K)

59
60 @time for iteration = 1:num_iterations

61 Orion.@parallel_for for rating in ratings

62 x_idx = rating[1][1]

63 y_idx = rating[1][2]

64 rv = rating[2]

65
66 W_row = @view W[:, x_idx]

67 H_row = @view H[:, y_idx]

68 pred = dot(W_row, H_row)

69 diff = rv - pred

70 W_grad .= -2 * diff .* H_row

71 H_grad .= -2 * diff .* W_row

72 W[:, x_idx] .= W_row .- step_size .* W_grad

73 H[:, y_idx] .= H_row .- step_size .* H_grad

74 end

75 @time if iteration % 4 == 1 ||

76 iteration == num_iterations

77 println("evaluate model")

78 Orion.@parallel_for for rating in ratings

79 x_idx = rating[1][1]

80 y_idx = rating[1][2]

81 rv = rating[2]

82 W_row = @view W[:, x_idx]

83 H_row = @view H[:, y_idx]

84 pred = dot(W_row, H_row)

85 err += (rv - pred) ˆ 2

86 end
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87 err = Orion.get_aggregated_value(:err, :+)

88 curr_time = now()

89 elapsed = Int(Dates.value(curr_time - start_time)) / 1000

90 println("iteration = ", iteration , " elapsed = ", elapsed, " err = ", err)

91 Orion.reset_accumulator(:err)

92 push!(error_vec , err)

93 push!(time_vec , elapsed)

94 end

95 end

96 println(error_vec)

97 println(time_vec)

98 Orion.stop()

99 exit()

A.2 Sparse Logistic Regression

1 include("/path/to/orion/src/julia/orion.jl")

2 Orion.set_lib_path("/path/to/orion/lib/liborion_driver.so")

3
4 const master_ip = "127.0.0.1"

5 const master_port = 10000

6 const comm_buff_capacity = 1024

7 const num_executors = 16

8 const num_servers = 16

9
10 Orion.glog_init()

11 Orion.init(master_ip , master_port , comm_buff_capacity , num_executors ,

12 num_servers)

13
14 const data_path = "file:///proj/BigLearning/jinlianw/data/kdda"

15 const num_iterations = 64

16 const step_size = Float32(0.00001)

17 const num_features = 20216830

18
19 Orion.@accumulator err = Float32(0)

20 Orion.@accumulator loss = Float32(0)

21 Orion.@accumulator line_cnt = 0

22
23 Orion.@share function parse_line(index::Int64, line::AbstractString)

24 global line_cnt += 1

25 tokens = split(strip(line), ' ')

26 label = parse(Int64, tokens[1])

27 if label == -1

28 label = 0

29 end

30 i = 1

31 feature_vec = Vector{Tuple{Int64, Float32}}(length(tokens) - 1)

32 for token in tokens[2:end]

33 feature = split(token, ":")

120



34 feature_id = parse(Int64, feature[1])

35 @assert feature_id >= 1

36 feature_val = parse(Float32, feature[2])

37 feature_vec[i] = (feature_id , feature_val)

38 i += 1

39 end

40 return ((index,), (label, feature_vec))

41 end

42
43 Orion.@dist_array samples_mat = Orion.text_file(data_path ,

44 parse_line ,

45 is_dense = true,

46 with_line_number = true,

47 new_keys = true,

48 num_dims = 1)

49 Orion.materialize(samples_mat)

50
51 line_cnt = Orion.get_aggregated_value(:line_cnt, :+)

52 println("number of lines read = ", line_cnt)

53
54 Orion.@dist_array weights = Orion.rand(num_features)

55 Orion.materialize(weights)

56
57 Orion.@share function sigmoid(z)

58 return Float32(1.0) ./ (Float32(1.0) .+ exp(-z))

59 end

60
61 Orion.@share function safe_log(x)

62 if abs(x) < Float32(1e-15)

63 x = Float32(1e-15)

64 end

65 return log(x)

66 end

67
68 Orion.@dist_array weights_buf = Orion.create_sparse_dist_array_buffer((weights.dims

...), Float32(0.0))

69 Orion.materialize(weights_buf)

70
71 Orion.@share function apply_buffered_update(key, weight, update)

72 return weight + update

73 end

74
75 Orion.set_write_buffer(weights_buf , weights, apply_buffered_update)

76
77 error_vec = Vector{Float32}()

78 loss_vec = Vector{Float32}()

79 time_vec = Vector{Float64}()

80 start_time = now()

81
82 for iteration = 1:num_iterations

83 Orion.@parallel_for for sample in samples_mat

84 sum = 0.0

85 label = sample[2][1]

86 features = sample[2][2]

87 for feature in features
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88 fid = feature[1]

89 fval = feature[2]

90 sum += weights[fid] * fval

91 end

92 diff = sigmoid(sum) - label

93 for feature in features

94 fid = feature[1]

95 fval = feature[2]

96 weights_buf[fid] -= step_size * fval * diff

97 end

98 end

99 if iteration % 1 == 0 ||

100 iteration == num_iterations

101 Orion.@parallel_for for sample in samples_mat

102 sum = 0.0

103 label = sample[2][1]

104 features = sample[2][2]

105 for feature in features

106 fid = feature[1]

107 fval = feature[2]

108 sum += weights[fid] * fval

109 end

110
111 if label == 1

112 loss += -safe_log(sigmoid(sum))

113 else

114 loss += -safe_log(1 - sigmoid(sum))

115 end

116 diff = sigmoid(sum) - label

117 err += abs2(diff)

118 end

119 err = Orion.get_aggregated_value(:err, :+)

120 loss = Orion.get_aggregated_value(:loss, :+)

121 curr_time = now()

122 elapsed = Int(Dates.value(curr_time - start_time)) / 1000

123 println("iteration = ", iteration , " elapsed = ", elapsed, " err = ", err, "

loss = ", loss)

124 push!(error_vec , err)

125 push!(loss_vec , loss)

126 push!(time_vec , elapsed)

127 Orion.reset_accumulator(:err)

128 Orion.reset_accumulator(:loss)

129 end

130 end

131
132 println(error_vec)

133 println(loss_vec)

134 println(time_vec)

135 Orion.stop()

136 exit()
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