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Abstract
From the computer vision perspective, the problem of automated facial expres-

sion analysis is a cornerstone towards high level human computer interaction. In this
research we are interested in detecting true (non acted) human emotions for applica-
tions such as automatic lie detection, psychological diagnostics and the detection of
malicious intents in public spaces. We use a guided emotion detection and identifi-
cation approach based on facial muscle contractions and relaxations. Our method is
composed of two main parts: (1) Action Unit1 detection which reaches a very high
average precision per Action Unit. (2) Action Unit to emotion mapping - we devel-
oped a highly accurate expert network that sees through fake emotions and detects
even the slightest micro-expressions2. This results in a complete and accurate facial
emotion recognition system.

1An Action Unit [AU] is a facial muscle contraction.
2Micro-expressions are discussed in Section 2.1
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Chapter 1

Introduction

1.1 Motivation
From the computer vision perspective, the problem of automated facial expression analysis is
a cornerstone towards high level human computer interaction, and its study is a long tradition
within the community. Various fields benefit from an improvement in human emotion recogni-
tion. These fields include, but are not limited to,

• Automatic lie detection
• Psychological diagnostics
• Smart homes
• Education, particularly in understanding whether students are engaged, bored or confused
• public safety, such as detecting malicious intents in public spaces such that prompt against

can be taken
• Healthcare, for example the ability to identify the emotional state of patients, even when

they are not able to communicate verbally at all

1.2 What are emotions
Emotions are both a psychological and physiological state. On one hand, an emotion is a natural
instinctive state of mind that derives from one’s circumstances, mood, and relationships with
others. On the other hand, an emotion is the perception of change in the body such as the heart
rate, breathing rate, perspiration, and hormone levels.

1.3 How is emotion recognition done
The study of emotion has been around since 1872 when Charles Darwin theorized - in his book
The Expression of the Emotions in Man and Animals - that emotions are evolved traits universal
to the human species. Current emotion recognition is conducted either by hand, where psychol-
ogists manually interpret facial expressions and body language, or with the use of polygraphs,
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where physiological vitals such as breathing rate and heart rate are read and interpreted, such as
in lie detection for example. With the explosion of neural networks and machine learning, recent
efforts have shifted towards automatic emotion detection from audio and video.

1.4 Our focus
In this work we focus on emotion recognition from facial expressions. This is quite challenging
mainly due to the fact that facial expressions can be very easily faked. Therefore, we will be
focusing on the problem of differentiating between True Spontaneous emotion and Acted
Fake emotion.
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Chapter 2

Related work

2.1 Without AUs
Researchers in [10] propose a method for recognizing emotions from video streams. Videos of
60 subjects and six emotions from the BU4DFE database were considered. Optical flow was
estimated between the facial points in neutral and apex frames, and a feature vector from the
optical flows is obtained and passed to a neural network for emotion classification. The paper
reaches an accuracy of 70% to 75% on two different datasets.

Researchers at CMU developed a micro-expression recognition system that improves upon state
of the art [8]. They used machine-learned features that treat the whole face as a canvas, in contrast
to traditional hand-crafted features and techniques that search pre-defined areas of the face for
facial action units. In their system, the machine-learned features are generated with a pre-trained
convolutional neural network. Optical flow data is then combined with frame-by-frame pixel
information to better incorporate temporal structure into the recognition model. They utilized
several pre-processing techniques, such as video interpolation via graph embedding to improve
and maintain accuracy while reducing runtime.

2.2 AU related
Some researchers focus on using deep neural networks for AU detection and have managed to get
better accuracies than conventional methods. In [14], the authors develop a system where they
crop out facial images by using morphology operations including binary segmentation, connected
components labeling and region boundaries extraction. Then for each type of AU, they train a
corresponding expert network by specifically fine-tuning the VGG-Face network on cross-view
facial images, so as to extract more discriminative features for the subsequent binary classifica-
tion. They achieved an AU detection accuracy of 77.8%. The authors of [4] proposed to jointly
address three issues: spatial representation, temporal modeling and AU correlation by using a
hybrid network. They adopted CNNs to extract spatial representation. Long Short-Term Mem-
ory (LSTM) was employed to model temporal dependencies. They have improved the accuracy
for classification of the different Action Units.
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Applications such as Affectiva have also incorporated Action Units for their emotion recogni-
tion, although they do not disclose their exact architecture. They report highly accurate emotion
recognition.
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Chapter 3

Background

3.1 Micro-expressions

Micro-expressions, also referred to as micro-emotions, are the result of a voluntary emotion
conflicting with an involuntary emotion. This occurs when a person attempts to conceal his/her
true emotion towards a stimulus. The result is a brief expression of the involuntary emotion (true
emotion), which is then suppressed by the voluntary emotion (fake emotion). The duration of a
micro-expression is a fraction of a second, as opposed to an ordinary involuntary emotion which
can be sustained for seconds.

3.2 Delving into neurology

In this section I would like to mainly summarize the findings of the article The Neuropsychology
of Facial Expression: A Review of the Neurological and Psychological Mechanisms for Produc-
ing Facial Expressions [11] which I believe to be a great source for my thesis topic. The main
idea of this article is that non-spontaneous induced movements of the face use different pathways
than those used for emotionally induced movements (spontaneous). Biologically, impulses for
non-spontaneous movements start from the cortical motor strip and arrive at the facial nucleus (a
collection of neurons in the brain stem that belong to the facial nerve; cranial nerve VII) through
the pyramidal tract (the upper motor neurons that originate in the cerebral cortex and terminate
in the spinal cord).

On the other hand, impulses for spontaneous emotional facial movements arise from the ex-
trapyramidal motor system, which is not actually a unitary system but a group of highly interac-
tive neural circuits, each of which contributes its own specialized influences to the final motor
response. (Although neuroanatomists generally include some cells of the frontal and prefrontal
cortex in the extrapyramidal system, the system involves mostly subcortical nuclei, and its influ-
ences are conveyed to the facial nucleus through pathways other than the pyramidal tract.)
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Four main proofs

First line of evidence An observation of patients with lesions of the cortical motor strip gives
us great proof that the spontaneous and non-spontaneous facial expressions come indeed from
different pathways. These patients’ faces are what is called hemiparalyzed, namely they can-
not smile symmetrically to command; they can usually pull one corner of the lips but not both.
However surprisingly, the same patients are commonly seen to smile bilaterally when something
strikes them as amusing. It’s important to note that the muscles resulting in a both smiles (com-
manded and spontaneous) are the same in both cases. Those muscles are considered paralyzed
on one side for voluntary control but in the case of the the non-voluntary smile it is typically just
as pronounced on the paralyzed side as on the non paralyzed side. Often, in fact, the smile is
exaggerated on the paralyzed sideprobably because of an absence of normal cortical inhibitory
influences [3] (See figure 3.1 below).

Figure 3.1: Patient with cortical motor strip lesions expressing voluntary vs spontaneous smile
(on the right)

Second line of evidence A second line of evidence comes from patients with mimetic facial
paralysis which is a condition in which the patient is able to move facial muscles to verbal
commands but is not able to have any spontaneous emotional facial movements. This paralysis
appears in patients with Parkinson’s disease (a neurological disorder affecting the neurotransmit-
ter systems of the basal ganglia). In particular in the Masked Face syndrome of Parkinsonism,
the patient shows a marked diminution of expressive gestures of the face, including brow move-
ments that accompany speech, and emotional facial expression. This condition is also seen, in
patients with strokes, tumors, and traumatic lesions of the basal ganglia. The Masked Face is
commonly produced on only one side of the face and is a neurological motor disorder. This spar-
ing of volitional movements in mimetic facial paralysis also suggests separate motor systems for
spontaneous and non spontaneous expressions of emotions. See figure 3.2

Third line of evidence A third line of evidence comes from a surgical procedure called facial
nerve anastomosis or facial reanimation. An operation that restores some of the facial movements
that are paralyzed due to a lesion of the facial nerve at some point prior to its emergence onto
the face. In this procedure, the motor root of the facial nerve is surgically severed. A few fibers
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Figure 3.2: Patient with Parkinson Masked Face syndrome spontaneous smile (on the right) vs
voluntary smile

are teased out of another cranial motor nerve, usually the spinal accessory nerve (which supplies
the muscles that move the shoulder). These fibers are then spliced into the distal stump of the
facial nerve so that impulses coursing through the spinal accessory nerve will now innervate the
facial muscles as well as the muscles of the shoulder [11]. After the surgery the patient gradually
takes control over his facial muscles and is able to experience a good range of voluntary facial
movements. However, the patient will still be unable to experience spontaneous reactions on
the paralyzed side of their face (despite them being able to voluntarily move that side of their
face). Hence they can only experience genuine smiles on the non paralyzed side of the face.
Reportedly, they frequently find this embarrassing and avoid such expressions.The most likely
explanation for the absence of emotional movements on the affected side is that the motor centers
for emotional movements continue to send their impulses to the now disconnected stump of the
facial nerve. The behavioral plasticity of the cerebral cortex allows it to learn to use the new
pathway through the cortical shoulder representation and the spinal accessory nerve. The more
primitive motor centers for emotional movement do not have this degree of flexibility. [11]

Figure 3.3: Before and after dynamic smile reconstruction in facial paralysis (Wikipedia)

Fourth line of evidence A fourth line of evidence comes from observations of non-emotional
involuntary laughing and/or weeping often seen in cases of pseudobulbar palsy. Pseudobulbar
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palsy is a medical condition characterized by the inability to control facial movements (such as
chewing and speaking) and is caused by a variety of neurological disorders. Patients experi-
ence difficulty chewing and swallowing, have increased reflexes and spasticity in tongue and the
bulbar region, and demonstrate slurred speech (which is often the initial presentation of the disor-
der), sometimes also demonstrating uncontrolled emotional outbursts [Wikipedia]. Biologically,
Pseudobulbar palsy results from lesions of the corticobulbar pathways. About 50% of patients of
palsy get outbursts of crying or laughing sometimes with no apparent provocation at all. Once
triggered, these emotions are uncontrollable till they fade on their own. These situations are
usually hard to distinguish from real crying or laughing from spontaneous emotional responses
(including respiratory and vocal responses). The difference however is that the patients report
not experiencing the emotions displayed. Sometimes, they would even be experiencing contra-
dictory emotions (laughing while angry or sad).

Patients with pseudobulbar palsy typically also have at least some degree of voluntary facial
paralysis. Apparently, since these patients have a paralysis on the voluntary abilities, it seems
like they have no control over inhibiting these outbursts. Thus, a double dissociation between
voluntary and emotional facial movements can be demonstrated by the fact that either can be
interrupted or disturbed by neurological damage while the other remains intact. 1

According to evidence put forth, spontaneous and voluntary displays of emotion appear inde-
pendently on the face. Therefore, if they have contrasting characteristics, fake emotions should
be detectable

3.3 Questions
• Are the emotions displayed spontaneous
• Are the emotions displayed acted
• Are all emotional displays controllable by humans
• Are there unconscious displays of emotion that reveal more about what a person is experi-

encing than what they are showing

3.4 Paul Ekman’s findings
Dr Paul Ekman is an American psychologist and professor emeritus at the University of Califor-
nia, San Francisco who is a pioneer in the study of emotions and their relation to facial expres-
sions. He has created an ”atlas of emotions” with more than ten thousand facial expressions, and
has gained a reputation as the best human lie detector in the world. He was ranked 59th out of
the 100 most cited psychologists of the twentieth century. Ekman conducted seminal research
on the specific biological correlations of specific emotions, demonstrating the universality and

1Note: I gathered this information from readings that I have done from the internet (Wikipedia and other re-
sources)
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Figure 3.4: Spontaneous (on the left) vs voluntary emotion

discreteness of emotions in a Darwinian approach[18]

Dr. Paul Ekman, developed a system called the Facial Action Coding System. FACS is a model
that analyzes facial expressions to measure emotions. It encodes the movements of the facial
muscles and changes in their patterns (the contraction or relaxation of facial muscles). Trained
FACS experts can see through the difference between an insincere and voluntary smile (Pan-
AM) and a sincere and involuntary smile (Duchenne). This is a more accurate way to determine
and measure a persons emotion, for which a system of facial action recognition has to be imple-
mented.

3.5 From Action Units to emotion
FACS provides us with a manual that maps different sets of Action Units to emotions. An
example of that is seen in 3.7.

3.6 What do we look for
• If we define a facial expression of emotion as a simultaneous contraction of a set of muscles

(Action Units), to fake the emotion one has to fake all the muscle contractions of that
emotion simultaneously

• Even in the case where a person is able to perfectly fake their emotions, micro-emotions
will appear at the surface at some point, which are basically a set of muscular contractions
on the face that do not match the fake emotion that is being attempted to be portrayed.
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Figure 3.5: FACS decomposes facial movements into component actions. Sample Action Units
are illustrated by numbers on the upper facial muscles.

Figure 3.6: Left: Areas of contraction as seen on the face. Middle: the underlying muscles
contributing to this apparent muscle contraction. Right: The Action Unit names associated to
these facial muscle contractions
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Figure 3.7: Action Units mapping to emotions from FACS manual
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Chapter 4

System

Figure 4.1: Sample video frames from EB+ [6]

We developed an end to end system 4.1 that when fed batches of frames, returns the emotion
that is experienced by the participant.

1. For data acquisition we run our system either on a prerecorded video or live video from a
webcam with the condition of having the participant’s face centered in the video frame.

2. For the sake of our experiments, we transfer the data through a websocket one batch at a
time to the GPU-server.

3. At the server side, the data passes through the AU classifier which is one of our pretrained
models that outputs the Action Units that are present in the video frames.

4. Bounding boxes are drawn on the person’s face where the AU is present.

5. At this point, we feed the Action Units that have been produced to a Spontaneous Emotion
Classifier that outputs one of 9 different emotions.

13
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Chapter 5

EB+ Dataset [6]

Figure 5.1: Sample video frames from EB+

The EB+ [6] (Expanded BP4D+) is currently one of the largest and most challenging bench-
marks available for the task of Action Unit detection. EB+ [6] contains 2D and 3D videos of
spontaneous facial expressions in young people. All of them were recorded in non-acted scenar-
ios, as the emotions were always elicited by experts. This dataset contains around 360k individual
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frames from 200 subjects annotated by trained psychologists.

5.1 Data collection
In this dataset, psychologists designed tasks for authentic emotion induction. These tasks include
social interviews between a naive subject and a professional actor/director, planned activities
(e.g., games), film clip watching, a cold pressor test for pain elicitation, a social challenge to
elicit anger followed by reparation, and olfactory stimulation to elicit disgust.

The emotions induced in these tasks are: Happiness, Sadness, Surprise, Skepticism, Embar-
rassment, Fear/Nervousness, Pain, Anger, Disgust.

Every participant has 9 videos, one per experiment. Every video had two experienced FACS-
certified coders independently code onsets and offsets of 27 action units per the 2002 edition of
FACS. Onsets are moments where the participants start showing signs of emotional reaction to
the situation, followed by a peak moment where the emotion is very clear on their faces, followed
by the emotion fading out until it is no longer visible. The disappearance moment is called an
offset. The duration of an onset-offset varies between 10-15 seconds per video.

We have around 1165 videos, with every video containing around 260-300 labeled video frames.

5.2 Data annotation
Well-experienced, certified FACS coders annotated the videos. This serves as the frame-level
ground-truth for facial actions.

5.3 Annotation verification
The effectiveness of the eliciting methods have been verified by subject self-report and FACS
analysis. Also, an alternative subjective evaluation and validation was conducted by human
observer ratings.

5.4 The product
A set of meta-data, including AU codes, emotions, tracked 3D/2D features, and head poses is
provided. Videos were taken at a rate of 25-30 fps at a resolution of 1092x768.
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Chapter 6

Action Unit Classifier

6.1 Data preprocessing
Out of the 370k frames, we divide the dataset into half training, quarter evaluation and quarter
testing. Each frame has been resized to 224x224 pixels.

6.2 Chosen evaluation metrics
mAP: Mean Average Precision Every frame can contain multiple AUs at the same time, hence
we have a multiclass classification problem where the distribution of these classes is not neces-
sarily uniform. Therefore, a simple accuracy-based metric will introduce biases. Thus, there is
a need to associate a confidence score with each AU detected and to assess the model at various
levels of confidence.

To calculate the AP, for a specific class, we compute the area under the precision recall curve,
which is the precision in function of the recall, then divide by the number of instances to get the
Average Precision. Lastly we average the AP value for each class [17].

Loss Train and test losses are logged. We use their corresponding curves to determine whether
the loss is decreasing smoothly, whether overfitting has occurred, and whether additional training
is required. If any of these cases apply, the parameters of the network are tweaked. The loss used
for this task is Binary Cross Entropy loss 6.1.

Figure 6.1: Binary Cross Entropy loss for binary multilabel classification task.[9]
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Recall To justify the use of this metric, let us take a real life scenario as an example. A crim-
inal is being questioned for a crime during a one hour video recording. Assuming the video is
recorded at 60 frames per second, we have about 216k frames to analyze. Assume our model
detects fear or lying in 100 of those frames, but in reality only 60 of those actually contain fear or
lying. This means that in this case we have a recall of 100% but a precision of 60%. The redun-
dant frames could be reanalyzed and dismissed by a psychologist with no high stakes. So in our
scenario it makes sense to denote the recall and make sure to get a high recall value. Combined
with other metrics, we can properly evaluate the learning of our model.

Figure 6.2: Visual explanation of recall, one of our evaluation metrics for the Action Unit
classifier[16]
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Figure 6.3: VGG16 architecture [2]

6.3 VGG16 (Baseline)

6.3.1 Why VGG16

VGG16 [13] was invented by the Visual Geometry Group at University of Oxford. It is a net-
work that won the ImageNet [5] challenge in 2014. The model has been used to solve multiple
problems including face recognition. In 2015 the Visual Geometry group trained VGG16 on 2.6
million faces for face recognition task. The weights of the trained model have been released to
the public. In [13], the authors of the paper proposed a system that directly analyzes information
on a whole human face in order to predict the presence of specific action units. This method
bypasses landmark localization on the standard benchmarks for this task, and therefore predicts
the presence or absence of a specific AU in a single face image as holistic binary classification.
This was one of the state of the art papers on the task of Action Unit classification. Hence, we
used the same architecture on our dataset. We used VGG-Face with its trained weights and fine
tuned it on our EB+ Dataset [6]. At every time step, we sample a batch of random frames and try
to identify the existing Action Units. Below are the training and evaluation loss, mAP and recall
curves:

6.3.2 Summary

Both training and evaluation losses drop and stabilize pretty quickly, with the same happening to
the recall curve as it stabilizes between 37% and 40%. The mAP values stabilize at around 0.42
and 0.48. Training was conducted for about 20 epochs. All of our curves show a quick initial
learning that is due to the fact that the network was pre-trained thoroughly on faces. Followed
by an early stabilization, due to the fact that the network architecture is not necessarily a suitable
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Figure 6.4: Train Loss curve: This curve shows a quick initial drop due to the fact that the model
has been trained on faces before, followed by an early stabilization.

Figure 6.5: Evaluation Loss curve: This curve shows a quick initial drop (just like the train loss
curve) that is followed by an early stabilization.

Figure 6.6: Train Recall curve: Recall values have had a slow improvement during training
reaching a value of 0.43.
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Figure 6.7: Evaluation Recall curve: Evaluation recall fluctuated between 0.37 and 0.4.

Figure 6.8: Train mAP curve: This curve improved slowly but steadily until reaching a value of
0.48.

Figure 6.9: Evaluation mAP curve: This curve also improved steadily until reaching a little above
0.3 mAP.

architecture for this task.
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6.3.3 VGG Face Conclusions
• Emotions are dynamic temporal patterns
• We need to capture spatial temporal features, these features are three dimensional
• State of the art techniques for this type of data are 3D convolutions
• However, the number of parameters in 3D convolutions grows by a factor of O(n3)
• Long-term temporal features require larger kernels
• The computational requirement for training and inference are not scalable
• Hence we used depth-wise convolutions

6.4 3D Convolutions-MobileNet

6.4.1 MobileNet

Figure 6.10: MobileNet architecture [1]

In this work, we re-implemented a variant of MobileNet [1] which is a light wight network
developed by Google that performs 2D depthwise convolutions on images using Depthwise-
separable convolutions. We adapted this architecture to our problem to incorporate the spacio-
temporal features in 3D depthwise-separable convolutions as opposed to just spacial features.

6.4.2 Depthwise separable convolutions:

The depthwise separable convolution (as explained in [7]) consists of a depthwise-convolution,
i.e. a spatial convolution performed independently over every channel of an input, followed by
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a pointwise convolution, i.e. a regular convolution with 1x1 windows, projecting the channels
computed by the depthwise convolution onto a new channel space.

Figure 6.11: Equations of Depthwise separable convolutions as explained in [7] note the �
represents element-wise product.

6.4.3 Normal vs Depthwise convolutions
A standard convolution both filters and combines inputs into a new set of outputs in one step.
Depthwise separable convolutions split this into two layers, a separate layer for filtering and a
separate layer for combining. This factorization has the effect of drastically reducing computa-
tion and model size.
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Figure 6.12: Normal Convolutions: Filters and combines input into a new output in one step

6.4.4 Network parameters
As previously mentioned, we have re-implemented the MobileNet architecture (V2 [12]) and
adapted it to our problem by incorporating 3D Depthwise separable convolutions. We used
Binary Cross Entropy loss and Adam Optimizer with a learning rate starting at 0.05 with Cosine
Learning Rate Scheduler.

6.4.5 Evaluation
Note: The curves reported below are for the first 3 days of training. We interrupted the training
and resumed it for about 3 more days.
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Figure 6.13: Depth Convolutions: Filters separately then combines filtered outputs into a new
merged output
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Figure 6.14: Train Loss Curve. Loss went down smoothly as training progressed

Figure 6.15: Evaluation Loss Curve. Just like training, loss went down smoothly as training
progressed

Figure 6.16: Train recall Curve. Recall increased steadily until reaching around 0.79
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Figure 6.17: Evaluation recall Curve. Recall curves show an increase until reaching 0.81-0.84

Figure 6.18: Train mAP Curve. Increased smoothly as training progressed

Figure 6.19: Evaluation mAP Curve. Increased smoothly until reaching 0.91
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Figure 6.20: Evaluation and interpretation of AUs

6.4.6 Comparison
In table 6.20, we report the Average Precision per Action Unit, the Accuracy per AU and the
number of times we perceived that AU in the dataset.
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Figure 6.21: Evaluation and interpretation of AUs

In 6.21 we put side by side the results from View-Independent Facial Action [14] Unit De-
tection paper and our results. We have successfully scored higher Accuracies across all of the
AUs reported in [14].
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Chapter 7

Emotion Classifier

7.1 FACS manual

Figure 7.1: Emotion description in terms of Action Units by FACS Manual

When we first started this work, we planned on using Dr. Paul Ekman’s FACS manual 7.1
to map AU sets to discrete emotions. However recent articles have been published illustrating
results from various psychology papers regarding FACS manual translating like [15]. These
articles claim that peoples’ faces are very different and it is not possible to develop a mapping
that works for all sorts of faces. As such, we arrived at the conclusion that if a mapping is to
be learned, there must exist a machine learning solution that is capable of learning the mapping
better and faster than human beings.

7.2 Automatic Action Unit detection
We have tried multiple machine learning and deep learning techniques including:

• LSTMs
• SVMs
• Naive Bayes
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• MLPs
• ..etc

Figure 7.2: Emotion description in terms of Action Units

Unfortunately none of these classifiers were able to exceed 50% accuracy on the test set. We
looked more closely at the mappings between the emotions and AUs. The table 7.2 shows that
the set of action units appearing per emotion does not necessarily follow the manual, confirming
the findings of the recent psychology papers mentioned above.

In table 7.3 we notice that almost all of the Action Units appear in almost all of the emo-
tions with different percentages, confirming again the fact that there are no emotion specific AUs
when we’re looking at different people.

Our solution would be to construct a table for mapping a highly co-occurring set of AUs to
emotions (utilizing a basic thresholding technique) then a psychological exam is required to
normalize/fine-tune the table. Once the mapping is fine-tuned the system runs autonomously end
to end.
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Figure 7.3: Emotion description in terms of Action Units
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Chapter 8

End to End system

Putting the system together, by passing batches of data frames to the network, passing them
through our variant of MobileNet and using our generated table, we reach an accuracy of 74.48%
on emotion detection without fine-tuning. We expect this number to become much higher once
we’re able to personalize the mapping per participant
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Chapter 9

Conclusion

In this work:
• We developed a more accurate AU detection system
• We developed a new automated mapping between AU and human emotions
• The mapping is easily fine-tuned and personalized
• Overall, we developed an end to end system for guided spontaneous emotion detection and

recognition from video
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