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Abstract

A typical computer user today manages passwords for many different online accounts. Users struggle with this task — often forgetting their passwords or adopting insecure practices, such as using the same passwords for multiple accounts and selecting weak passwords. While there are many books, articles, papers and even comics about selecting strong individual passwords, there is very little work on password management schemes — systematic strategies to help users create and remember multiple passwords. Before we can design good password management schemes it is necessary to address a fundamental question: How can we quantify the usability or security of a password management scheme. One way to quantify the usability of a password management scheme would be to conduct user studies evaluating each user’s success at remembering multiple passwords over an extended period of time. However, these user studies would necessarily be slow and expensive and would need to be repeated for each new password management scheme. Our thesis is that user models and security models can guide the development of password management schemes with analyzable usability and security properties. We present several results in support of this thesis. First, we introduce Naturally Rehearsing Password schemes. Notably, our user model, which is based on research on human memory about spaced rehearsal, allows us to analyze the usability of this family of schemes while experimentally validating only the common user model underlying all of them. Second, we introduce Human Computable Password schemes, which leverage human capabilities for simple arithmetic operations. We provide constructions that make modest demands on users and we prove that these constructions provide strong security: an adversary who has seen about 100 10-digit passwords of a user cannot compute any other passwords except with very low probability. Our password management schemes are precisely specified and publishable: the security proofs hold even if the adversary knows the scheme and has extensive background knowledge about the user (hobbies, birthdate, etc.). They do not require any significant server-side changes. In further support of our thesis, we show that user models and security models can also be used to develop server-side defenses against online and offline attacks.
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Chapter 1

Overview

1.1 Introduction

A typical computer user has many different online accounts which require some form of authentication. While passwords are still the dominant form of authentication, users struggle to remember their passwords. As a result, users often adopt insecure password practices (e.g., reusing the same password, selecting common passwords) [39, 52, 75, 102] or end up having to frequently reset their passwords. There have been numerous recent examples of major password breaches [3, 6, 8, 9, 10, 11, 12, 13, 14, 28, 52, 141].

An adversary may crack a weak password in an online attack where he pretends to login as a legitimate user and tries as many password guesses as the site permits him to try before he is locked out. If the cryptographic hash of a password is leaked or stolen, an adversary will be able to mount a more dangerous attack known as an offline attack, in which he can continue guessing the user’s password indefinitely. Unfortunately, these attacks are commonplace (e.g., breaches at Zappos, LinkedIn, Sony, Gawker and Adobe have affected millions of users [6, 8, 9, 11, 13, 14, 28]). Users are often advised to pick long passwords that include numbers, special characters and capital letters to protect themselves in the event of an offline attack [132]. Even the strongest passwords can be compromised via a plaintext password leak attack, which could occur because the user fell prey to a phishing attack or because the user signed into his account on an infected computer or due to software misconfigurations (e.g., [5, 10, 12, 141]). Users are typically advised against reusing the same password to protect themselves in the event of a plaintext password leak.
Password Management Schemes. Informally, a password management scheme is a strategy that a user could follow to create and remember each of his passwords. One of the central goals of this thesis is to develop password management schemes which can be implemented on “human hardware.” A good password management scheme should be usable and secure. Informally, a password management scheme is usable if a human can create and recall passwords without too much effort. A secure password management scheme must provide concrete security guarantees even against an adversary who has already learned one or more of the user’s passwords. Before we can design good password management schemes it is necessary to address two fundamental questions: How can we quantify the usability of a password management scheme? How can we quantify the security of a password management scheme? While it is straightforward to introduce a quantitative security model based on the attack scenarios described earlier, it is more challenging to quantify usability because our understanding of human memory is incomplete. One way to evaluate the usability of a candidate password management scheme is to conduct a large user study. However, this would make the design process slow and expensive as the user study would have to evaluate each user’s success at remembering multiple passwords over an extended period of time. Our goal is to develop a quantitative usability model so that the design process for password management schemes could be separated from the validation of the usability model. In Chapter 2 we introduce a mathematical framework for quantifying the usability of a password management scheme, as well as a mathematical framework for quantifying the security of a password management scheme. Our usability model builds on cognitive psychology literature about spaced repetition and human memory. Using these models we develop a novel password management scheme, Shared Cues, which balances security and usability. In Chapter 3 we develop several password management schemes with even stronger security properties than Shared Cues by leveraging the user’s capacity to perform simple computations (e.g., addition modulo 10) in his head, and we apply our usability model from Chapter 2 to help quantify the usability of our human computable password management schemes.

Defenses for a System Administrator. In this thesis we also suggest several defenses that a system administrator could adopt to mitigate the threat of online and offline attacks. One way to defend against online attacks is to adopt a password composition policy which specifies the passwords that a user may/may not select (e.g., one common policy says that each password must contain at least one capital letter and at least one number). The goal of these policies is to ensure that an
online adversary’s first few guesses are likely wrong by disallowing overly popular passwords\(^1\). One natural question to ask is whether or not we can efficiently compute the best password composition policy given sufficient data about the password preferences of our users. In Chapter 5 we initiate the algorithmic study of password composition policies and present an algorithm to find the optimal policy with positive rules (e.g., one potential positive rules policy specifies that a password is allowed if it satisfies one of the following conditions: 1) It is longer than 15 characters, 2) It is longer than 12 characters and contains upper and lower case letters, or 3) It is longer than 9 characters and contains numbers as well as upper and lower case letters.). In Chapter 6 we present a defense against offline attacks called GOTCHAs. The basic idea behind GOTCHAs is to exploit hard artificial intelligence problems to ensure that human feedback is necessary to validate each different password guess. This dramatically increases the adversary’s cost during an offline attack.

**Organization.** We first state our thesis in Section 1.2. In the remainder of this chapter we briefly summarize each of the remaining chapters in this thesis. In these summaries we emphasize how each of our proposed defenses would be used in practice, while postponing a discussion of the technical details to later chapters. Chapter 2 — based on the work of Blocki et al. [33] — takes the perspective of the user who is given the complex task of creating and remembering passwords for multiple accounts. We overview Chapter 2 in Section 1.3. In Chapter 4 we describe an ongoing user study that we are conducting to quantify the effects of rehearsal and the use of mnemonic techniques on long term memory retention. We give a brief overview of this user study in Section 1.5. Chapter 3 — based on the work of Blocki et al. [36] — continues the line of research from Chapter 2. We develop even more secure password management schemes by considering schemes in which the user must perform a few simple computations in his head to compute each of his passwords. We overview Chapter 3 in Section 1.4. In contrast to Chapters 2 and 3, Chapters 5 and 6 take the perspective of a system administrator at a large company who is trying to protect users against online and offline attacks. Chapter 5 — based on the work of Blocki et al. [34] — deals with online attacks. We overview Chapter 5 in Section 1.6. Chapter 6 — based on the work of Blocki et al. [31] — deals with offline attacks. We overview Chapter 6 in Section 1.7.

\(^1\)After a few incorrect guesses the server can temporarily lock the user’s account to stop the online adversary.
1.2 Statement of Thesis

We argue in support of the following thesis:

User models and security models can guide the development of human authentication schemes with analyzable usability and security properties.

We present two sets of results in support of this thesis. We present our first set of results in Chapters 2 and 3. While there are many articles, books, papers and even comics about selecting strong individual passwords [4, 46, 49, 82, 109, 132, 146, 162], there is very little work on password management schemes—systematic strategies to help users create and remember multiple passwords—that are both usable and secure. One of the primary goals of this thesis is to develop theoretical models to help quantify the security and usability of a password management scheme and to use these models to develop better password management schemes. A good password management scheme should be provably usable and should provably result in secure passwords. Furthermore, the password management scheme needs to be publishable, meaning that the security proof should hold even if the adversary knows the password management scheme that our user is following. We present models to quantify the usability and the security of a password management scheme, and we use these models to develop password management schemes that provably balance security and usability. We present our second set of results in support of our thesis in Chapters 5 and 6, where we develop and analyze defenses for offline and online attacks against passwords. The defenses we propose follow naturally from our user models and our security models.

1.2.1 User Models

A user model may either specify capabilities of the user or describe how the user will behave in different scenarios; possibly both. In Chapter 2 our user model consists of a memory assumption and a visitation schedule for each of the user’s accounts. The memory assumption states that a user is capable of remembering a story if he follows a particular rehearsal schedule, and our visitation schedule specifies how often a user will naturally rehearse each of his passwords. This user model allows us to quantify the usability of a password management scheme by
predicting how much extra effort a user would need to expend to remember all of his passwords. In Chapter 3 we expand the user model of Chapter 2 by assuming that the user can also perform simple computations (e.g., addition modulo 10) in his head, and we show how to develop even more secure human computable password management schemes. In Chapter 5 our user model predicts how users will update their passwords in response to restrictions. While our user model in this chapter is simple and intuitive it allows us to develop a novel algorithm to find the optimal password composition policy to defend against online attacks. In Chapter 6 our user model specifies a task that a human can do, but a computer cannot (e.g., imagine objects in an randomly generated inkblot image and recognize those same objects later). We certainly do not claim to provide a comprehensive list of tasks that a human can do, but a computer could not. However, we are able to develop a novel defense against offline attacks called GOTCHAs based on a simple security assumption (e.g., given two randomly generated inkblot images and a human-generated label for one of the inkblot images the computer cannot accurately predict which inkblot image was labeled).

Each of our user models consists of an assumption about the user’s capabilities (e.g., a user is able to remember a story if he follows a given rehearsal schedule, a user is able to imagine objects in an inkblot image and recognize those same objects later, a user is able to add two digits modulo 10 in his head) and/or a description of the user’s behavior (e.g., how will a user change his password in response to a composition policy, how often will a user login to each of his accounts). Borrowing terminology from logic, our goal is develop user models that are sound (e.g., users truly possess the capabilities specified by our model), but not necessarily complete (e.g., users may have many other capabilities not considered by our models).

Related Work

A distinctive goal of our work is to develop a quantitative usability model so that the design process for password management schemes can be separated from the validation of the usability model. In contrast, a line of prior work on usability has focused on empirical studies of user behavior including their password management habits [52, 75, 102], the effects of password composition rules (e.g., requiring numbers and special symbols) on individual passwords [34, 101], the memorability of individual system assigned passwords [140], graphical passwords [27, 48], and passwords based on implicit learning [38]. These user studies have been limited in duration and scope (e.g., study retention of a single password over a short
Example. As an example, consider the suggestion that Randall Munroe gave in his popular webcomic XKCD (See Figure 1.1). He suggested that users create their passwords by picking four random words from the dictionary and creating a story\(^2\). A user study conducted by Shay et al. [140] indicated that users had more difficulty when asked to remember three to four random words than when they were asked to remember 5 to 6 random characters. However, the user study was only able to test a very specific hypothesis: that users have less difficulty remembering 5 to 6 random characters than remembering 3 to 4 random words from a specific small dictionary when the users are not given instructions about how to memorize their passwords. This leaves open a host of other questions. What if the users were required to follow specific instructions about how to memorize their words (e.g., by making up a story)? Would it still be harder to remember 4 random words? What if we used a larger dictionary with fewer words per password? Is it still easier to remember 6 random characters than to remember 2 random words from a larger dictionary? Most importantly, what if the user is memorizing multiple passwords?

Usability Models. One way to evaluate the usability of a candidate password management scheme would be to conduct a large user study. However, this would make the design process slow and expensive as the user study would have to evaluate each user’s success at remembering multiple passwords over an extended period of time. In Chapter 2 we introduce a mathematical framework for quantifying the usability of a password management scheme, as well as a mathematical framework for quantifying the security of a password management scheme. Our usability model allows us to separate the design process from the validation of the usability model. Our usability model builds on cognitive psychology literature about spaced repetition and human memory[160]. In Chapter 4 we describe our ongoing user study to test the usability model itself.

\(^2\)Munroe does not deal with the more complicated problem of creating and remembering multiple passwords.
Figure 1.1: XKCD: correct, horse, battery staple
Source: http://xkcd.com/936/
1.2.2 Quantitative Security Model

We present a game based security model for a password management scheme in the style of exact security definitions of Bellare and Rogaway [26]. The game is played between a user ($\mathcal{U}$) and a resource-bounded adversary ($\mathcal{A}$) whose goal is to guess one of the user’s passwords. Our game models three commonly occurring breaches (online attack, offline attack, plaintext password leak attack). Our security model is fundamentally different from metrics like guessing entropy (e.g., How many guesses does an adversary need to guess all of passwords in a dataset [107]? and partial guessing entropy (e.g., How many guesses does the adversary need to crack $\alpha$-fraction of the passwords in a dataset [39, 121]? How many passwords can the adversary break with $\beta$ guesses per account [45]?), which take the perspective of a system administrator who is trying to protect many users with password protected accounts on his server. For example, a system administrator who wants to evaluate the security effects of a a new password composition policy may be interested in knowing what fraction of user accounts are vulnerable to offline attacks. By contrast, our security model takes the perspective of the user who has many different password protected accounts. Our user wants to evaluate the security of various password management schemes that he could choose to adopt. He is not worried about how many Amazon passwords could be cracked in three guesses. Instead, he will be worried about whether or not his personal accounts are vulnerable.

1.2.3 Developing Human Authentication Schemes with Analyzable Security and Usability Properties

No user model will perfectly capture all of the intricacies of human memory and behavior. As George E.P. Box famously observed[44], “essentially, all models are wrong, but some are useful.” We argue that our quantitative security and usability models are useful because they allow us to develop usable and secure human authentication schemes. In Chapter 2.6 we develop a novel password management scheme, Shared Cues, which balances security and usability, and in Chapter 3 we develop several password management schemes with even stronger security properties than Shared Cues by leveraging the user’s capacity to perform simple computations (e.g., addition modulo 10) in his head. In both of these cases insights from our usability model in Chapter 2 helped us to optimize for usability while we were developing our password management schemes. In Chapter 5 we
also propose a simple model of how users change their passwords in response to a password composition policy, and we use this model to develop an efficient sampling algorithm to find the most secure password composition policy.

**Analyzable Usability and Security.** Because our goal is to develop quantitative security and usability models we focus on password management schemes that are precisely specified. It is not always possible to quantify the security or usability of a password management scheme that is not precisely defined. As an example, consider the advice provided by Computing Facilities at the School of Computer Science at Carnegie Mellon University³. They recommend that users follow the following steps to create their passwords:

1. Make up a sentence you can easily remember. Some examples:
   - I have two kids: Jack and Jill.
   - I like to eat Dave & Andy’s ice cream.
   - No, the capital of Wisconsin isn’t Cheeseopolis!

2. Now take the first letter of every word in the sentence, and include the punctuation. You can throw in extra punctuation, or turn numbers into digits for variety. The above sentences would become:
   - Ih2kJaJ.
   - IlteD&A’ic.
   - N,tcoWi’C!

   ...Please don’t use one of the sentences above to generate your password.

These instructions do not clearly specify how the user should select the sentences for each of his passwords. Does our user select similar (or identical) sentences for several (all) of his passwords? If he selects similar sentences for each of his passwords then it may be easier to remember all of his passwords, but now a plaintext password breach at one of the user’s accounts will leave our user’s other passwords vulnerable. Does he pick his sentence(s) from a favorite poem, book or movie instead of stringing together truly random words? If he does then the sentence may be more memorable, but the resulting password(s) will be easier

for an adversary to break, especially if the adversary has background knowledge about the user. By contrast, the password management schemes that we present in Chapters 2 and 3 are defined precisely (e.g., if we ask users to memorize a story we specify the random distribution from which the story should be drawn, and we even give the user instructions about how to memorize the story).
1.3 Usable and Secure Password Management

A typical computer user may have many password-protected accounts (e.g., Amazon, Google, LinkedIn) that require authentication, and the user may wish to authenticate using a diverse set of computing devices (e.g., desktop, personal laptop, public computer, friend’s computer, smartphone). The user needs to account for all three types of attacks: online attacks, offline attacks and plaintext password leak attacks. If there is a password breach at LinkedIn [13] will the user’s password resist offline cracking attempts? If the user borrows his friend’s malware-infected computer to login to Google will the adversary also be able to recover the user’s password for Amazon? Our user also needs to worry about remembering his password(s) because the password-reset process is often costly [158].

In Chapter 2 we introduce quantitative usability and security models to guide the design of password management schemes — systematic strategies to help users create and remember multiple passwords. In the same way that security proofs in cryptography are based on complexity-theoretic assumptions (e.g., hardness of factoring and discrete logarithm), we quantify usability by introducing usability assumptions. In particular, password management relies on assumptions about human memory, e.g., that a user who follows a particular rehearsal schedule will successfully maintain the corresponding memory. These assumptions are informed by research in cognitive science and can be tested empirically. To quantify the usability of the password scheme we predict how much ‘extra effort’ a user would have to expend to remember all of his passwords. We say that a user rehearses a secret naturally whenever he recalls that secret to log into one of his accounts. If a user does not get sufficient natural rehearsal for a secret then he will need to be reminded to rehearse that secret. We call this an extra rehearsal. Given rehearsal requirements and a user’s visitation schedule for each account, we can predict how many times our user will need to be reminded to perform extra rehearsals to ensure that he remember all of his passwords. Our usability model lead us to a key observation: password reuse benefits users not only by reducing the number of passwords that the user has to memorize but, more importantly, by increasing the natural rehearsal rate for each password. We also present a security model which accounts for the complexity of password management with multiple accounts and associated threats, including online, offline, and plaintext password leak attacks. Observing that current password management schemes are either insecure or unusable, we present Shared Cues — a novel password management scheme in which the underlying secrets that the user memorizes are
strategically shared across accounts to ensure that most rehearsal requirements are satisfied naturally while simultaneously providing strong security guarantees. Our construction uses the Chinese Remainder Theorem to strategically share the secrets in a way that achieves these competing goals.

1.3.1 Overview

We are developing an application which implements the Shared Cues password management scheme.

Memorizing Person-Action-Object Stories. To begin using our application the user first memorizes several randomly generated Person-Action-Object (PAO) stories. Figures 1.2 and 1.3 illustrate this process. To memorize each PAO story we show the user four images: a person, an action, an object and a scene. We instruct the user to imagine the PAO story taking place inside the scene.

Spend 10 seconds visualizing each story in your head, and try to make it as vivid as possible by thinking of details. For example, suppose that you see the story President Bush is flipping a leaf. When you are picturing this story in your head you should try to answer questions like the following: Is the leaf big or small? What color is the leaf? Is President Bush laughing or frowning?

After the user has memorized a story the application stores the images of the person and the scene, but discards the images of the action and object. The images of the person and the scene will be used as a public cue to help the user remember the secret action and object. We emphasize that actions and the objects in each of these stories are randomly chosen by the computer not by the user. If the user selected the action and the object then he might pick words that are correlated with person or the scene (e.g., in Figure 1.2 the user might pick the object ‘apple’ or ‘penguin’ because these words are correlated with Steve Jobs and the glacier respectively). By having the computer select the story we can ensure that the action and object are not correlated with the scene or the person that the user is shown.

Creating an account. To help the user create a password for an account the application first chooses four of the PAO stories (see Chapter 2 for more details).
Figure 1.2: Example 1. Memorizing a Person-Action-Object Story

Figure 1.3: Example 2. Memorizing a Person-Action-Object Story
The user is shown the images of the person and scene in each of the four stories. To form his password the user remembers the secret action and object associated with each story and concatenates all of these words together. Figures 1.4 and 1.5 illustrate this process for two different accounts. Observe that these two accounts have one common PAO story (the story involving Bart Simpson at the Niagara Falls). By sharing stories across accounts we can cut down on the number of PAO stories that the user has to memorize. In Chapter 2 we show that this can be done in a way that preserves strong security properties. The application keeps track of which stories are used for each account, but does not store any of the user’s passwords.

Logging into an account. Logging into an account is similar to creating an account. When the user wants to login to an account the application displays the images of the person and scene in each of the four stories associated with that account (e.g., see Figure 1.4). We stress that these images will be the same images
Figure 1.5: Login Example 2
that the user saw when he created the account. To recreate his password the user remembers the secret action and object associated with each story and concatenates all of these words together.

**Helping the user remember all his stories.** Our application keeps track of when the user rehearses each of his PAO stories. A user naturally rehearses a PAO story whenever he uses that story to login to one of his accounts. If a user has not rehearsed a PAO story in a long time then our application will remind that user to rehearse the story. We call this an extra rehearsal. Observe that the two accounts illustrated in Figures 1.4 and 1.5 have one common PAO story (the story involving Bart Simpson at the Niagara Falls). By reusing stories for different accounts we can minimize the total number of stories that the user needs to remember and maximize the frequency of natural rehearsal for each story. Whenever possible, our application ensures that each story is used as part of the password for a frequently visited account.

**Security Guarantees.** As an example suppose that the user is willing to memorize 9 PAO stories. Our application can help the user generate 126 different passwords, while providing our user with the following modest security guarantee: any adversary who has seen one of your passwords will not be able to break any of your other passwords in an online attack except with small probability. If the user is willing to memorize 43 PAO stories then our application can help the user generate 110 different passwords, while providing the following much stronger security guarantee: any adversary who has seen one of your passwords will not be able to break any of your other passwords in an offline attack.

### 1.4 Human Computable Passwords

While the *Shared Cues* password management scheme from Chapter 2 only relies on the human capacity to memorize and retrieve information, *Shared Cues* is secure against at most a constant number of plaintext password leak attacks. Could we improve security (or usability) by having the user perform simple computations to recover his passwords? In Chapter 3 we propose a human computable password scheme and provide strong evidence that the user’s passwords will remain secure even after many (e.g., 50–100) breaches.
1.4.1 Overview

**Memorizing a Random Mapping.** To begin using our human computable password schemes the user begins by memorizing a secret random mapping $\sigma : [n] \rightarrow \{0, \ldots, 9\}$ from $n$ objects (e.g., letters, pictures) to digits. See Figure 1.6 for an example.

The computer can provide the user with mnemonics to help memorize the secret mapping $\sigma$ — see Figures 1.7b and 1.7c. For example, if we wanted to help the user remember that $\sigma(eagle) = 2$ we would show the user Figure 1.7b. We observe that a $10 \times n$ table of mnemonic images would be sufficient to help the user memorize any random mapping $\sigma$. We stress that the computer will only save the original image (e.g., Figure 1.7a). The mnemonic image (e.g., Figure 1.7b or 1.7c) would be discarded after the user memorizes $\sigma(eagle)$.

**Single-Digit Challenges.** In our scheme the user computes each of his passwords by responding to a sequence of single-digit challenges. A single-digit challenge is a tuple $C \in [n]^{14}$ of fourteen objects. See Figure 1.8 for an example. To compute the response $f(\sigma(C))$ to a challenge $C = \{x_0, \ldots, x_{13}\}$ the user...
computes \( f(\sigma(C)) = \sigma(x_{\sigma(x_{10}) + \sigma(x_{11}) \mod 10}) + \sigma(x_{12}) + \sigma(x_{13}) \mod 10 \). Observe that this computation involves just three addition operations modulo ten. See Figure 1.9 for an example. In this example the response to the challenge \( C = \{x_0 = \text{burger}, x_1 = \text{eagle}, \ldots, x_{10} = \text{lightning}, x_{11} = \text{dog}, x_{12} = \text{man standing on world}, x_{13} = \text{kangaroo}\} \) is

\[
\begin{align*}
    f(\sigma(C)) &= \sigma(x_{\sigma(x_{10}) + \sigma(x_{11}) \mod 10}) + \sigma(x_{12}) + \sigma(x_{13}) \mod 10 \\
    &= \sigma(x_{\sigma(\text{lightning}) + \sigma(\text{dog}) \mod 10}) \\
    &\quad + \sigma(\text{man standing on world}) + \sigma(\text{kangaroo}) \mod 10 \\
    &= \sigma(x_{9 + 3 \mod 10}) + \sigma(\text{man standing on world}) + \sigma(\text{kangaroo}) \mod 10 \\
    &= \sigma(\text{minions}) + \sigma(\text{man standing on world}) + \sigma(\text{kangaroo}) \mod 10 \\
    &= 7 + 4 + 5 \mod 10 = 6.
\end{align*}
\]

We stress that this computation is done entirely in the user’s head. It takes the author of this thesis 7.5 seconds on average to compute each response.

Creating an Account. To help the user create an account the computer would first pick a sequence of single-digit challenges \( C_1, \ldots, C_t \), where the security parameter
is typically \( t = 10 \), and would display the first challenge \( C_1 \) to the user — see Figure 1.10 for an example. To compute the first digit of his password the user would compute \( f(\sigma(C_1)) \). After the user types in the first digit \( f(\sigma(C_1)) \) of his password the computer will display the second challenge \( C_2 \) to the user — see Figure 1.11. After the user creates his account the computer will store the challenges \( C_1, \ldots, C_{10} \) in public memory. The password \( pw = f(\sigma(C_1)) \ldots f(\sigma(C_{10})) \) will not be stored.

**Authentication.** Authenticating is very similar to creating an account. To help the user recompute his password for an account the computer first looks up the challenges \( C_1, \ldots, C_{10} \) which were stored in public memory, and the user authenticates by computing his password \( pw = f(\sigma(C_1)) \ldots f(\sigma(C_{10})) \). We stress that the single-digit challenges the user sees during authentication will be the same single-digit challenges that the user saw when he created the account.

**Helping the user remember his secret mapping.** As before the computer keeps track of when the user rehearses each value of his secret mapping (e.g., \( (i, \sigma(i)) \) for each \( i \in [n] \)), and reminds the user to rehearse any part of his secret mapping that he hasn’t used in a long time. One advantage of our human computable password scheme (compared with the *Shared Cues* scheme of Chapter 2) is that most users
Figure 1.10: Login Screen

Figure 1.11: Login Screen after the user responds to the first single-digit challenge
will use each part of their secret mapping often enough that they will not need to be reminded to rehearse — see discussion in Chapter 3.6. The disadvantage is that we require the user to spend extra effort computing his passwords each time he authenticates.

**Security Guarantees.** The security guarantees of our human computable password scheme are much stronger than the security guarantees of Shared Cues. We provide strong evidence that any polynomial time adversary needs to see at least \( \tilde{\Omega}(n^{1.5}/t) \) of the user’s passwords before he can start to predict the user’s passwords at other accounts. For example, if the user memorized a secret mapping from one-hundred pictures to digits then the adversary would need to see approximately one-hundred of the user’s ten digit passwords before he could start predicting the user’s passwords for other accounts.

**Technical Contributions.** We develop a general framework for analyzing the security of a human computable password management scheme and we propose two candidate human computable password management schemes in Chapter 3. We give evidence that a human computable password management scheme will remain secure until the adversary has seen at least \( \tilde{\Omega}(n^{s(f)}) \) challenge-response pairs \((C, f(\sigma(C)))\) (see Theorem 6 in Chapter 3). Here, \( s(f) = \min\{r(f)/2, g(f) + 1\} \) is a composite security parameter which captures \( g(f) \) (how many inputs to \( f \) need to be fixed to make \( f \) linear?) and \( r(f) \) (what is the largest value of \( r \) such that the distribution over challenge-response pairs are \((r-1)\)-wise independent?). We show that \( s(f) = 1.5 \) for our first scheme and \( s(f) = 2 \) for our second scheme. In particular we prove that any statistical adversary needs to see at least \( \tilde{\Omega}(n^{r(f)/2}) \) challenge-response pairs \((C, f(\sigma(C)))\) before he can even approximately recover the secret mapping \( \sigma \). Our lower bound is based on the statistical dimension of the distribution over challenge-response pairs induced by \( f \) and \( \sigma \). We stress that our analysis of the statistical dimension applies to arbitrary functions \( f : \mathbb{Z}_d^k \rightarrow \mathbb{Z}_d \), not just functions that are easy for humans to compute. Our analysis of the statistical dimension generalizes recent results of Feldman et al. [73], which only applied to binary predicates (e.g., \( d = 2 \)), and may be of independent interest.
1.5 Empirical Validation of User Model

We are currently running user studies to empirically test the usability model we presented in Chapter 2.4 and obtain estimates of rehearsal parameters that are specific to the password setting. We are collaborating with the CyLab Usable Privacy and Security Laboratory (CUPS) to conduct these online user studies using Amazon’s Mechanical Turk framework. In Chapter 4 we describe the design of the user study and present initial results from the study. Briefly, each participant in the study is asked to memorize several randomly selected actions (e.g., ‘swallowing,’ ‘kicking’) and several randomly selected objects (e.g., ‘bike,’ ‘car’). Participants assigned to the mnemonic group were given specific instructions about how to memorize the actions following the Shared Cues password management scheme in Chapter 2.6. To help our participants memorize one of their action(s) and object(s) each participant was shown two additional photos of a person and a scene and was asked to imagine the corresponding person-action-object story taking place inside the scene (e.g., the user might be shown a photo of Bill Gates and a beach and asked to imagine “Bill Gates swallowing a bike on the beach.”). Other participants were assigned to the standard group and were simply instructed to memorize their actions and objects (e.g., by typing in their words several times). After participants memorized their words we periodically asked them to return to rehearse their words. During each rehearsal participants in the mnemonic group were shown the photos of the person and the scene as a cue to help them remember the associated action and object. Participants in the standard group were simply asked to recall their actions and objects. Each participant was assigned a specific rehearsal schedule (e.g., participants in the aggressive rehearsal group were reminded to rehearse on the following days: 1, 2, 4, 8, 16, 32, 64). Because the duration of the study is up to one-hundred days we do not yet have the full results from the user study. In Chapter 4.4 we report the results for rehearsals that have been completed. Our results support the hypothesis that recall is significantly improved by asking users to follow specific mnemonic techniques to memorize their actions and objects. Our results also demonstrate the benefit of having several early rehearsals.
1.6 A Defense against Online Attacks

To guard against online attacks many organizations adopt a $k$-strikes policy in which the user is locked out of his account after $k$ incorrect guesses\(^4\). However, this defense is often insufficient because many users select trivial passwords like ‘password’ and ‘123456’ [5]. To provide further protection against online attacks organizations often adopt password composition policies. A password composition policy is a set of rules specifying which passwords users are allowed to select and which passwords users are not allowed to select.

In Chapter 5 we initiate the algorithmic study of password composition policies. Such policies restrict the space of passwords to a subset of allowed passwords and force each user to pick a password in this subset. Thus, $n$ users induce a distribution over passwords where for a password $w$, $\Pr[w] = \frac{1}{n} |\{i : i \text{ picks } w\}|$. By declaring different subsets of allowed passwords, different password composition policies induce different distributions. Our work formalizes and addresses the algorithmic problem a server administrator faces when designing a password composition policy; we ask:

\begin{quote}
In what settings can the information about the users’ preferences over passwords allow us to design a password composition policy that is guaranteed to induce a password distribution as close to uniform as possible?
\end{quote}

1.6.1 Overview

Suppose that a server administrator has created $m$ candidate positive rules $R_1, \ldots, R_m$, where each positive rule $R_i \subseteq \mathcal{P}$ specifies a subset of passwords that the server administrator expects to be strong (e.g., “the set of all passwords that are at least 10 characters long and include at least one number, at least one lowercase character and at least one uppercase character,” or “the set all passwords longer than 12 characters”). A password composition policy is given by a subset $S \subseteq [m]$ of active rules. The user is allowed to choose only passwords from the set $\bigcup_{i \in S} R_i$ of permitted passwords (e.g., any password contained in an active rule). Observe that there are $2^m$ different password composition policies that we could form. Which

\(^4\)Other organizations instead require the user to solve a CAPTCHA [152] after several wrong guesses [60]. This prevents an adversary from maliciously locking out another user (e.g., a competing bidder on eBay).
of these policies is optimal for security? In Chapter 5 we give a sampling algorithm to find the optimal password composition policy. A sampling algorithm is an algorithm that is allowed to sample a random user and ask that user what password he would select under a particular password composition policy \( \bigcup_{i \in S} R_i \). Our algorithm is efficient both in its sample complexity and in its running time.

**Negative Rules.** We could also specify a password composition policy using negative rules (e.g., the user can only select passwords in the set \( P - \bigcup_{i \in S} R_i \)). A negative rule specifies a subset of passwords that the server administrator expects to be weak (e.g., “the set of all passwords that are not longer than 12 characters”). In Chapter 5 we show that it is computationally intractable to find the optimal policy in this negative rules setting.

**Experiments.** We tested our algorithm on a dataset of 32 million user passwords using a small set of rules to find the optimal password composition policy in the positive rules setting. Because we only considered twenty-one different rules we were also also able to find the optimal password composition in the negative rules setting by brute force search (If we used the positive rule “all passwords longer than 9 characters” then the negative version of that rule would be “all passwords that are not longer than 9 characters”). The optimal policy in the positive rules setting was to allow any password \( pw \in P \) that satisfies any of the following conditions: 1) \( pw \) is at least 14 characters long, 2) \( pw \) contains at least 2 special symbols (e.g., !,*,&,@), OR 3) \( pw \) is at least 8 characters long and contains at least one upper case letter and at least one digit. The optimal policy in the negative rules setting was to allow any password \( pw \in P \) that satisfies all of the following conditions: 1) \( pw \) is at least 10 characters long, 2) \( pw \) contains at least 2 digits, 3) \( pw \) contains at least one special symbol (e.g., !,*,&,@), 4) \( pw \) contains at least one lowercase letter, AND 5) \( pw \) is not in the dictionary. The optimal positive rules policy was nearly as good as the optimal negative rules policy. We also used an efficient heuristic algorithm to find a good policy in the negative rules setting. The optimal positive rules policy was consistently far better than the negative rules policies returned by our heuristic algorithm. Our experiments indicate that it may be advantageous to find the optimal positive rules policy whenever we have a large set of potential rules and are not able to find the optimal negative rules policy by brute force. One limitation of these experiments is that they rely on an assumption about the way user’s select passwords. See Section 5.1 for more discussion about this normalized probabilities assumption, and see Section 5.6 for
more details about the experiments.

1.7 A Defense Against Offline Attacks

1.7.1 Background

Any adversary who has obtained the cryptographic hash of a user’s password can mount an automated brute-force attack to crack the password by comparing the cryptographic hash of the user’s password with the cryptographic hashes of likely password guesses. This attack is called an offline dictionary attack, and there are many password crackers that an adversary could use [63]. Offline dictionary attacks against passwords are — unfortunately — powerful and commonplace [87]. Offline attacks are becoming increasingly dangerous as computing hardware improves (e.g., a modern GPU can evaluate a cryptographic hash function like SHA2 about 250 million times per second [165]) and as more and more training data (e.g., leaked passwords from prior breaches) becomes available [87]. Adversaries have been able to compromise servers at large companies (e.g., Zappos, LinkedIn, Sony, Gawker [5, 9, 10, 11, 13, 28]) resulting in the release of millions of cryptographic password hashes. Symantec reported that compromised passwords have significant economic value to an adversary (e.g., compromised passwords are sold on the black market for between $4 and $30 each) [79].

Because cryptographic hash functions like SHA1, SHA2 and MD5 were designed for fast hardware computation they are poor choices for a password hash function, as they allow an offline adversary to evaluate millions of password guesses per second. One simple way that an organization can mitigate the threat of offline attacks is by using a hash function like BCRYPT [122] which is intentionally designed to be slow to compute. The BCRYPT hash function takes a parameter which allows the programmer to specify how costly the hash computation should be. The downside to this approach is that it also increases costs for the company that stores the passwords (e.g., if we want it to cost the adversary $1,000 for every million guesses then it will also cost the company at least $1,000 for every million login attempts). Another practical way for an organization to help defend against offline attacks is to adopt the practice of password salting (e.g., instead of storing the cryptographic hash of the password $H(pw)$ the server stores $(H(pw, r), r)$ for a

5In a few of these cases [5, 10] the passwords were stored in the clear.
random string $r$ [16]), which can help mitigate the threat of offline attacks$^6$.

However, even these defenses will fail to protect many users against offline attacks. It has been repeatedly demonstrated that users tend to select easily guessable passwords [39, 66, 92], and password crackers are able to quickly break many of these passwords[136].

1.7.2 GOTCHAs

In Chapter 6 we introduce GOTCHAs (Generating panOptic Turing Tests to Tell Computers and Humans Apart) as a way of preventing automated offline dictionary attacks against user selected passwords. A GOTCHA is a randomized puzzle generation protocol, which involves interaction between a computer and a human. Informally, a GOTCHA should satisfy two key properties: (1) The puzzles are easy for the human to solve. (2) The puzzles are hard for a computer to solve even if it has the random bits used by the computer to generate the final puzzle — unlike a CAPTCHA [152]. Our main theorem demonstrates that GOTCHAs can be used to mitigate the threat of offline dictionary attacks against passwords by ensuring that a password cracker must receive constant feedback from a human being while mounting an attack. Finally, we provide a candidate construction of GOTCHAs based on inkblot images. This construction relies on the usability assumption that users can recognize the phrases that they originally used to describe each inkblot image — a much weaker usability assumption than previous password systems based on inkblots which required users to recall their phrase exactly [147]. We conducted a user study to evaluate the usability of our GOTCHA construction and generated a GOTCHA challenge where artificial intelligence and security researchers are encouraged to try to crack several passwords protected with our scheme.

1.7.3 Overview

Creating an account. To create an account in our scheme the user first selects a username $u$ and a password $pw$, and sends $(u, pw)$ to the server. After verifying that the username $u$ is available and that $pw$ is permitted under the password

$^6$Rainbow tables, which consist of precomputed hashes, are often used by an adversary to significantly speed up a password cracking attack because the same table can be reused to attack each user when the passwords are unsalted [117].
composition policy the server generates ten random Inkblot images $I_1, \ldots, I_{10}$ using $(u, pw)$ as a random seed and sends these images to the user. The user responds by sending back ten labels $\ell_1, \ldots, \ell_{10}$ (one for each Inkblot image). The server stores these labels in a random order.

**Authenticating.** To authenticate the user sends his username and password to the server $(u, pw)$. The server responds by regenerating the ten random Inkblot images $I_1, \ldots, I_{10}$ using $(u, pw)$ as a random seed and sends these images to the user along with the labels $\ell_1, \ldots, \ell_{10}$ (in a random order). The user matches each label $\ell_i$ with the appropriate Inkblot image. Figure 1.12 illustrates this process. The server authenticates the user if the password is correct and all (most) of the Inkblot images are matched correctly. We stress that if the user’s password is incorrect (e.g., if the user sends $(u, pw')$ where $pw \neq pw'$) then the user will see different Inkblot images $I'_1, \ldots, I'_{10}$ ($I_i \neq I'_i$ for each $i \leq 10$). The labels $\ell_1, \ldots, \ell_{10}$ will be the same in either case.

**Server.** After the user labels each of his Inkblots the server selects a random permutation $\pi : [10] \rightarrow [10]$ and a random salt value $s \in \{0, 1\}^*$ and stores the tuple:
\((u, s, \ell_{\pi(1)}, \ldots, \ell_{\pi(10)}, H(u, s, pw, \pi))\). To authenticate the user the server verifies that 
\(H(u, s, pw, \pi) = H(u, s, pw', \pi')\), where \(pw'\) and \(\pi'\) are the password and permutation provided by the user during authentication. We stress that the server does not store the Inkblot images \(I_1, \ldots, I_{10}\) or the random permutation \(\pi\) so an adversary would need to simultaneously guess \(pw\) and \(\pi\) to crack the user’s password in an offline attack.
Chapter 2

Naturally Rehearsing Passwords

2.1 Introduction

A typical computer user today manages passwords for many different online accounts. Users struggle with this task—often forgetting their passwords or adopting insecure practices, such as using the same password for multiple accounts and selecting weak passwords [39, 52, 75, 102]. While there are many articles, books, papers and even comics about selecting strong individual passwords [4, 46, 49, 82, 109, 132, 146, 162], there is very little work on password management schemes—systematic strategies to help users create and remember multiple passwords—that are both usable and secure. In this chapter, we present a rigorous treatment of password management schemes. Our contributions include a formalization of important aspects of a usable scheme, a quantitative security model, and a construction that provably achieves the competing security and usability properties.

Usability Challenge. We consider a setting where a user has two types of memory: persistent memory (e.g., a sticky note or a text file on his computer) and associative memory (e.g., his own human memory). We assume that persistent memory is reliable and convenient but not private (i.e., accessible to an adversary). In contrast, a user’s associative memory is private but lossy—if the user does not rehearse a memory it may be forgotten. While our understanding of human memory is incomplete, it has been an active area of research [23] and there are many mathematical models of human memory [19, 100, 106, 150, 157]. These
models differ in many details, but they all model an associative memory with cue-association pairs: to remember \( \hat{a} \) (e.g., a password) the brain associates the memory with a context \( \hat{c} \) (e.g., a public hint or cue); such associations are strengthened by rehearsal. A central challenge in designing usable password schemes is thus to create associations that are strong and to maintain them over time through rehearsal. Ideally, we would like the rehearsals to be natural, i.e., they should be a side-effect of users’ normal online activity. Indeed insecure password management practices adopted by users, such as reusing passwords, improve usability by increasing the number of times a password is naturally rehearsed as users visit their online accounts.

**Security Challenge.** Secure password management is not merely a theoretical problem—there are numerous real-world examples of password breaches [3, 6, 8, 9, 10, 11, 12, 13, 28, 52, 141]. Adversaries may crack a weak password in an online attack where they simply visit the online account and try as many guesses as the site permits. In many cases (e.g., Zappos, LinkedIn, Sony, Gawker [6, 8, 9, 11, 13, 28]) an adversary is able to mount an offline attack to crack weak passwords after the cryptographic hash of a password is leaked or stolen. To protect against an offline attack, users are often advised to pick long passwords that include numbers, special characters and capital letters [132]. In other cases even the strongest passwords are compromised via a plaintext password leak attack (e.g., [5, 10, 12, 141]), for example, because the user fell prey to a phishing attack or signed into his account on an infected computer or because of server misconfigurations. Consequently, users are typically advised against reusing the same password. A secure password management scheme must protect against all these types of breaches.

**Contributions.** We precisely define the password management problem in Section 2.3. A password management scheme consists of a generator—a function that outputs a set of public cue-password pairs—and a rehearsal schedule. The generator is implemented using a computer program whereas the human user is expected to follow the rehearsal schedule for each cue. This division of work is critical—the computer program performs tasks that are difficult for human users (e.g., generating random bits) whereas the human user’s associative memory is used to store passwords since the computer’s persistent memory is accessible to the adversary.

**Quantifying Usability.** In the same way that security proofs in cryptography are
based on complexity-theoretic assumptions (e.g., hardness of factoring and discrete logarithm), we quantify usability by introducing usability assumptions. In particular, password management relies on assumptions about human memory, e.g., that a user who follows a particular rehearsal schedule will successfully maintain the corresponding memory. These assumptions are informed by research in cognitive science and can be tested empirically. Given rehearsal requirements and a user’s visitation schedule for each account, we use the total number of extra rehearsals that the user would have to do to remember all of his passwords as a measure of the usability of the password scheme (Section 2.4). Specifically, in our usability analysis, we use the Expanding Rehearsal Assumption (ER) that allows for memories to be rehearsed with exponentially decreasing frequency, i.e., rehearse at least once in the time-intervals (days) \([1, 2), [2, 4), [4, 8)\) and so on. Few long-term memory experiments have been conducted, but ER is consistent with known studies \([144, 160]\). Our memory assumptions are parameterized by a constant \(\sigma\) which represents the strength of the mnemonic devices used to memorize and rehearse a cue-association pair. Strong mnemonic techniques \([78, 143]\) exploit the associative nature of human memory discussed earlier and its remarkable visual/spatial capacity \([145]\).

Quantifying Security. We present a game based security model for a password management scheme (Section 2.5) in the style of exact security definitions \([26]\). The game is played between a user \((U)\) and a resource-bounded adversary \((A)\) whose goal is to guess one of the user’s passwords. Our game models three commonly occurring breaches (online attack, offline attack, plaintext password leak attack).

Our Construction. We present a new password management scheme, which we call Shared Cues, and prove that it provides strong security and usability properties (see Section 2.6). Our scheme incorporates powerful mnemonic techniques through the use of public cues (e.g., photos) to create strong associations. The user first associates a randomly generated person-action-object story (e.g., Bill Gates swallowing a bike) with each public cue. We use the Chinese Remainder Theorem to share cues across sites in a way that balances several competing security and usability goals: 1) Each cue-association pair is used by many different web sites (so that most rehearsal requirements are satisfied naturally), 2) the total number of cue-association pairs that the user has to memorize is low, 3) each web site uses several cue-association pairs (so that passwords are secure) and 4) no two web sites share too many cues (so that passwords remain secure even after the adver-
sary obtains some of the user’s other passwords). We show that our construction achieves an asymptotically optimal balance between these security and usability goals (Lemma 2, Theorem 3).

2.2 Related Work.

A distinctive goal of our work is to quantify the usability of password management schemes by drawing on ideas from cognitive science and leverage this understanding to design schemes with acceptable usability. We view the results of this paper—employing usability assumptions about rehearsal requirements—as an initial step towards this goal. While the mathematical constructions start from the usability assumptions, the assumptions themselves are empirically testable, e.g., via longitudinal user studies. In contrast, a line of prior work on usability has focused on empirical studies of user behavior including their password management habits [52, 75, 102], the effects of password composition rules (e.g., requiring numbers and special symbols) on individual passwords [34, 101], the memorability of individual system assigned passwords [140], graphical passwords [27, 48], and passwords based on implicit learning [38]. These user studies have been limited in duration and scope (e.g., study retention of a single password over a short period of time). Other work [43] articulates informal, but more comprehensive, usability criteria for password schemes.

Our use of cued recall is driven by evidence that it is much easier than pure recall [23]. We also exploit the large human capacity for visual memory [145] by using pictures as cues. Prior work on graphical passwords [27, 48] also takes advantage of these features. However, our work is distinct from the literature on graphical passwords because we address the challenge of managing multiple passwords. More generally, usable and secure password management is an excellent problem to explore deeper connections between cryptography and cognitive science.

Security metrics for passwords like (partial) guessing entropy (e.g., how many guesses does the adversary need to crack $\alpha$-fraction of the passwords in a dataset [39, 107, 121]? how many passwords can the adversary break with $\beta$ guesses per account [45]?) were designed to analyze the security of a dataset of passwords from many users, not the security of a particular user’s password management scheme. While these metrics can provide useful feedback about individual passwords (e.g., they rule out some insecure passwords) they do not deal with the complexities of securing multiple accounts against an adversary who may have
Biometrics. Biometric factors like fingerprints and voice recognition have been proposed as an alternative to passwords. For example, the user’s computer might record features from the user’s fingerprint (a biometric template) and compare them with the features extracted later when the user tries to authenticate — authentication is successful if these biometric templates are ‘close enough’. While biometrics do offer a usability advantage (e.g., there is usually nothing for the user to remember) there are many drawbacks: they require additional hardware support and biometric templates are difficult (or impossible) to change if they are compromised. Another security disadvantage is that biometric templates often have low entropy. For example, O’Gorman estimated that biometric templates based on fingerprints, iris scans and voice recognition contain just 13.3, 19.9 and 11.7 bits of entropy respectively[118]. Storing biometric templates is also a challenging research problem because biometric templates are not matched exactly like passwords, but based on the closeness of the two signals. There has been some work in the cryptographic community on developing secure sketches or fuzzy extractors[65, 104]. A secure sketch is a function that extracts a stable signal, which could be encrypted, from a noisy signal with high minimum entropy. If two noisy signals are ‘close’ then the secure sketch will extract the same stable signal from both noisy signals. However, if the noisy signal has low minimum entropy like most biometric templates then the stable signal we extract might not be random at all because these techniques entail a small loss in entropy. Consequently, biometric templates are often stored in the clear on the authentication server, which means that an adversary who breaches the server will learn the user’s biometric template directly.

Password Managers. A password manager is a computer program that uses an initial password (often called a master password) to generate password(s) for the user. For example, if the user wanted to generate a password for a domain \( D \) using the initial password \( pw_D \) then the password manager PwdHash[130] would generate the password \( H(D, pw_D) \).\(^1\) Even if the user reuses the same initial

\(^1\)Other password managers like 1Password and LastPass use a master password to encrypt a database of passwords, which could be stored in untrusted memory (e.g., USB sticks, the cloud). Gasti and Rasmussen showed that most of these password managers were vulnerable to attacks by adversary who could read the encrypted database – even in the user’s master password was
password $pw_D$ for a different domain $D'$ the final password $H(D', pw_D)$ will still be different. Password managers like PwdHash[130] do provide users with several security advantages: the user can be sure that his initial password is always properly hashed and encrypted before it is sent to the authentication server and an adversary who observes the password $H(D', pw)$ for a domain $D'$ will not be able to guess the password $H(D, pw)$ for another domain $D$ unless he can break the master password $pw$. However, password reuse is still a security problem even if the user adopts a password manager. If a user selects one master password to generate all of his passwords then an adversary who obtains this ‘master password’ would be able to compromise all of the user’s accounts. This master password could be a tempting target for an adversary who is looking to maximize the return on investment of his attack. An adversary who has obtained the cryptographic hash of the user’s final password for a domain $D$ would still be able to execute an offline attack against the user’s initial password (e.g., by applying the PwdHash function as an extra step to verify each guess). Even if the master password is strong enough to resist offline attacks the master password could still be exposed whenever the user types it in to generate one of his passwords. A user study conducted by Chiasson et al. indicated that the master passwords of many PwdHash users may still be vulnerable to phishing attacks because of confusing user interfaces[54]. Unless the user can be sure that every device (e.g., laptop, smartphone, friend’s computer, public computer) he ever uses to login is malware free and that there are no ‘hidden cameras’ at any location (e.g., library, home, friend’s house, office, coffee shop) from which the user logs into an account then the user’s master password may be vulnerable. We stress that the password management schemes we propose could be used in conjunction with a password manager like PwdHash (e.g., instead of using one master password for all of his accounts the user would create a different initial password for each domain $D$ by following our password management scheme). In this case the user would get all of the security benefits of a password manager (e.g., by ensuring that passwords are properly encrypted and hashed before they are sent to a server) without the single-point of failure problem.

Unfortunately, some sites do not always properly hash the passwords stored on their servers[5, 13, 40]. Other sites do not properly encrypt their users’ passwords before they are transmitted over the Internet[40].

While this is a concern with or without a password manager, the damage of a plaintext password leak attack is potentially much greater if the user only has one master password.
Combinatorial Designs. Our notion of \((n, \ell, \gamma)-\)sharing set families (definition 5) is equivalent to Nisan and Wigderson’s definition of a \((k, m)\)-design [115]. The problem of finding maximally sized \((n, \ell, \gamma)-\)sharing set families was considered at least as early as 1956 by Paul Erdős and Alfréd Rényi [69], and applications of some of these families may have been considered by Euler [71]. Erdős explored properties of these families several times [68] [70], and Rödl built on his work [127]. \((n, \ell, \gamma)-\)sharing set families were rediscovered by Nisan and Wigderson [115], who used them to design a pseudorandom number generator. Trevisan showed how to use \((n, \ell, \gamma)-\)sharing set families to construct pseudorandom extractors [149]. Because Nisan and Wigderson were focused on a different application (constructing pseudorandom bit generators) the range of parameters that they consider are not suitable for our password setting in which \(\ell\) and \(\gamma\) are constants. In Appendix 7.7.2 we show that our construction of \((n, \ell, \gamma)-\)sharing set families has interesting applications in the construction of parallel pseudorandom number generators. See Appendix 7.7 for more discussion of \((n, \ell, \gamma)-\)sharing set families.

2.3 Definitions

We use \(\mathcal{P}\) to denote the space of possible passwords. A password management scheme needs to generate \(m\) passwords \(p_1, \ldots, p_m \in \mathcal{P}\) — one for each account \(A_i\).

2.3.1 Associative Memory and Cue-Association Pairs

Human memory is associative. Competitors in memory competitions routinely use mnemonic techniques (e.g., the method of loci [143]) which exploit associative memory[78]. For example, to remember the word ‘apple’ a competitor might imagine a giant apple on the floor in his bedroom. The bedroom now provides a context which can later be used as a cue to help the competitor remember the word apple. We use \(\hat{c} \in \mathcal{C}\) to denote the cue, and we use \(\hat{a} \in \mathcal{AS}\) to denote the corresponding association in a cue-association pair \((\hat{c}, \hat{a})\). Physically, \(\hat{c}\) (resp. \(\hat{a}\)) might encode the excitement levels of the neurons in the user’s brain when he thinks about his bedroom (resp. apples) [106].

We allow the password management scheme to store \(m\) sets of public cues \(c_1, \ldots, c_m \subseteq \mathcal{C}\) in persistent memory to help the user remember each password. Because these cues are stored in persistent memory they are always available to the adversary as well as the user. Notice that a password may be derived from
multiple cue-association pairs. We use \( \hat{c} \in \mathcal{C} \) to denote a cue, \( c \subset \mathcal{C} \) to denote a set of cues, and \( \mathcal{C} = \bigcup_{i=1}^{m} c_i \) to denote the set of all cues — \( n = |\mathcal{C}| \) denotes the total number of cue-association pairs that the user has to remember.

### 2.3.2 Visitation Schedules and Rehearsal Requirements

Each cue \( \hat{c} \in \mathcal{C} \) may have a rehearsal schedule to ensure that the cue-association pair \((\hat{c}, \hat{a})\) is maintained.

**Definition 1.** A rehearsal schedule for a cue-association pair \((\hat{c}, \hat{a})\) is a sequence of times \( t_{i\hat{c}}^0 < t_{i\hat{c}}^1 < \ldots \). For each \( i \geq 0 \) we have a rehearsal requirement, the cue-association pair must be rehearsed at least once during the time window \( [t_{i\hat{c}}, t_{i\hat{c}}+1] = \{ x \in \mathbb{R} | t_{i\hat{c}}^i \leq x < t_{i\hat{c}}^{i+1} \} \).

A rehearsal schedule is sufficient if a user can maintain the association \((\hat{c}, \hat{a})\) by following the rehearsal schedule. We discuss sufficient rehearsal assumptions in Section 2.4. The length of each interval \( [t_{i\hat{c}}, t_{i\hat{c}}+1] \) may depend on the strength of the mnemonic technique used to memorize and rehearse a cue-association pair \((\hat{c}, \hat{a})\) as well as \( i \) — the number of prior rehearsals. For notational convenience, we use a function \( R : \mathcal{C} \times \mathbb{N} \rightarrow \mathbb{R} \) to specify the rehearsal requirements (e.g., \( R(\hat{c}, j) = t_{j\hat{c}}^i \)), and we use \( \mathcal{R} \) to denote a set of rehearsal functions.

A visitation schedule for an account \( A_i \) is a sequence of real numbers \( \tau_{0\hat{c}} < \tau_{1\hat{c}} < \ldots \), which represent the times when the account \( A_i \) is visited by the user. We do not assume that the exact visitation schedules are known a priori. Instead we model visitation schedules using a random process with a known parameter \( \lambda_i \) based on \( \mathbb{E}[\tau_{j+1}^i - \tau_j^i] \) — the average time between consecutive visits to account \( A_i \). A rehearsal requirement \( [t_{i\hat{c}}, t_{i\hat{c}}+1] \) can be satisfied naturally if the user visits a site \( A_j \) that uses the cue \( \hat{c} (\hat{c} \in c_j) \) during the given time window. Formally,

**Definition 2.** We say that a rehearsal requirement \( [t_{i\hat{c}}, t_{i\hat{c}}+1] \) is naturally satisfied by a visitation schedule \( \tau_{0\hat{c}} < \tau_{1\hat{c}} < \ldots \) if \( \exists j \in \{m\}, k \in \mathbb{N} \) s.t. \( \hat{c} \in c_j \) and \( \tau_k^j \in [t_{i\hat{c}}, t_{i\hat{c}}+1] \). We use

\[
XR_{t,\hat{c}} = \left| \left\{ i \mid t_{i\hat{c}}+1 \leq t \land \forall j, k. (\hat{c} \notin c_j \lor \tau_k^j \notin [t_{i\hat{c}}, t_{i\hat{c}}+1]) \right\} \right|
\]

to denote the number of rehearsal requirements that are not naturally satisfied by the visitation schedule during the time interval \([0, t]\).
We use rehearsal requirements and visitation schedules to quantify the usability of a password management scheme by measuring the total number of extra rehearsals. If a cue-association pair \((\hat{c}, \hat{a})\) is not rehearsed naturally during the interval \([t_{i}, t_{i+1}^{\hat{c}}]\) then the user needs to perform an extra rehearsal to maintain the association. Intuitively, \(XR_{t, \hat{c}}\) denotes the total number of extra rehearsals of the cue-association pair \((\hat{c}, \hat{a})\) during the time interval \([0, t]\). We use \(XR_{t} = \sum_{\hat{c} \in C} XR_{t, \hat{c}}\) to denote the total number of extra rehearsals during the time interval \([0, t]\) to maintain all of the cue-association pairs.

Usability Goal: Minimize \(\mathbb{E}[XR_{t}]\).

2.3.3 Password Management Scheme

A password management scheme includes a generator \(G_{m}\) and a rehearsal schedule \(R \in \mathcal{R}\). The generator \(G_{m}(k, b, \vec{\lambda}, R)\) utilizes a user’s knowledge \(k \in \mathcal{K}\), random bits \(b \in \{0, 1\}^{*}\) to generate passwords \(p_{1}, \ldots, p_{m}\) and public cues \(c_{1}, \ldots, c_{m} \subseteq C\). \(G_{m}\) may use the rehearsal schedule \(R\) and the visitation schedules \(\vec{\lambda} = \langle \lambda_{1}, \ldots, \lambda_{m} \rangle\) of each site to help minimize \(\mathbb{E}[XR_{t}]\). Because the cues \(c_{1}, \ldots, c_{m}\) are public they may be stored in persistent memory along with the code for the generator \(G_{m}\). In contrast, the passwords \(p_{1}, \ldots, p_{m}\) must be memorized and rehearsed by the user (following \(R\)) so that the cue association pairs \((c_{i}, p_{i})\) are maintained in his associative memory.

Definition 3. A password management scheme is a tuple \((G_{m}, R)\), where \(G_{m}\) is a function \(G_{m} : \mathcal{K} \times \{0, 1\}^{*} \times \mathbb{R}^{m} \times \mathcal{R} \rightarrow \left(\mathcal{P} \times 2^{C}\right)^{m}\) and a \(R \in \mathcal{R}\) is a rehearsal schedule which the user must follow for each cue.

Our security analysis is not based on the secrecy of \(G_{m}\), \(k\) or the public cues \(C = \bigcup_{i=1}^{m} c_{i}\). The adversary will be able to find the cues \(c_{1}, \ldots, c_{m}\) because they are stored in persistent memory. In fact, we also assume that the adversary has background knowledge about the user (e.g., he may know \(k\)), and that the adversary knows the password management scheme \(G_{m}\). The only secret is the random string \(b\) used by \(G_{m}\) to produce \(p_{1}, \ldots, p_{m}\).

Example Password Management Schemes. Most password suggestions are too vague (e.g., “pick an obscure phrase that is personally meaningful to you”) to satisfy the precise requirements of a password management scheme — formal security proofs of protocols involving human interaction can break down when humans
behave in unexpected ways due to vague instructions [123]. We consider the following formalization of password management schemes: (1) **Reuse Weak** — the user selects a random dictionary word \( w \) (e.g., from a dictionary of 20,000 words) and uses \( p_i = w \) as the password for every account \( A_i \). (2) **Reuse Strong** — the user selects four random dictionary words \( (w_1, w_2, w_3, w_4) \) and uses \( p_i = w_1w_2w_3w_4 \) as the password for every account \( A_i \). (3) **Lifehacker** (e.g., [4]) — The user selects three random words \( (w_1, w_2, w_3) \) from the dictionary as a base password \( b = w_1w_2w_3 \). The user also selects a random derivation rule \( d \) to derive a string from each account name (e.g., use the first three letters of the account name, use the first three vowels in the account name). The password for account \( A_i \) is \( p_i = bd(A_i) \) where \( d(A_i) \) denotes the derived string. (4) **Strong Random and Independent** — for each account \( A_i \) the user selects four fresh words independently at random from the dictionary and uses \( p_i = w'_1w'_2w'_3w'_4 \). Schemes (1)-(3) are formalizations of popular password management strategies. We argue that they are popular because they are easy to use, while the strongly secure scheme **Strong Random and Independent** is unpopular because the user must spend a lot of extra time rehearsing his passwords. See Appendix 7.6 for more discussion of the security and usability of each scheme.

### 2.4 Usability Model

People typically adopt their password management scheme based on usability considerations instead of security considerations [75]. Our usability model can be used to explain why users tend to adopt insecure password management schemes like **Reuse Weak**, **Lifehacker**, or **Reuse Strong**. Our usability metric measures the extra effort that a user has to spend rehearsing his passwords. Our measurement depends on three important factors: rehearsal requirements for each cue, visitation rates for each site, and the total number of cues that the user needs to maintain. Our main technical result in this section is Theorem 1 — a formula to compute the total number of extra rehearsals that a user has to do to maintain all of his passwords for \( t \) days. To evaluate the formula we need to know the rehearsal requirements for each cue-association pair as well as the visitation frequency \( \lambda_i \) for each account \( A_i \).
2.4.1 Rehearsal Requirements

If the password management scheme does not mandate sufficient rehearsal then the user might forget his passwords. Few memory studies have attempted to study memory retention over long periods of time so we do not know exactly what these rehearsal constraints should look like. While security proofs in cryptography are based on assumptions from complexity theory (e.g., hardness of factoring and discrete logarithm), we need to make assumptions about humans. For example, the assumption behind CAPTCHAs is that humans are able to perform a simple task like reading garbled text [152]. A rehearsal assumption specifies what types of rehearsal constraints are sufficient to maintain a memory. We consider two different assumptions about sufficient rehearsal schedules: Constant Rehearsal Assumption (CR) and Expanding Rehearsal Assumption (ER). Because some mnemonic devices are more effective than others (e.g., many people have amazing visual and spatial memories [145]) our assumptions are parameterized by a constant \( \sigma \) which represents the strength of the mnemonic devices used to memorize and rehearse a cue association pair.

**Constant Rehearsal Assumption (CR):** The rehearsal schedule given by \( R(\hat{c}, i) = i\sigma \) is sufficient to maintain the association \((\hat{c}, \hat{a})\).

CR is a pessimistic assumption — it asserts that memories are not permanently strengthened by rehearsal. The user must continue rehearsing every \( \sigma \) days — even if the user has frequently rehearsed the password in the past.

**Expanding Rehearsal Assumption (ER):** The rehearsal schedule given by \( R(\hat{c}, i) = 2^{i\sigma} \) is sufficient to maintain the association \((\hat{c}, \hat{a})\).

ER is more optimistic than CR — it asserts that memories are strengthened by rehearsal so that memories need to be rehearsed less and less frequently as time passes. If a password has already been rehearsed \( i \) times then the user does not have to rehearse again for \( 2^{i\sigma} \) days to satisfy the rehearsal requirement \([2^{i\sigma}, 2^{i\sigma+i\sigma})\). ER is consistent with several long term memory experiments [144],[23, Chapter 7], [160] — we refer the interested reader to Appendix 7.6 for more discussion. We also consider the rehearsal schedule \( R(\hat{c}, i) = i^2 \) (derived from [18, 151]) in Appendix 7.6 — the usability results are almost identical to those for ER.
### Table 2.1: Visitation Schedules - number of accounts visited with frequency $\lambda$ (visits/days)

<table>
<thead>
<tr>
<th>Schedule</th>
<th>$\frac{1}{1}$</th>
<th>$\frac{1}{3}$</th>
<th>$\frac{1}{5}$</th>
<th>$\frac{1}{31}$</th>
<th>$\frac{1}{365}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very Active</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>35</td>
</tr>
<tr>
<td>Typical</td>
<td>5</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>40</td>
</tr>
<tr>
<td>Occasional</td>
<td>2</td>
<td>10</td>
<td>20</td>
<td>20</td>
<td>23</td>
</tr>
<tr>
<td>Infrequent</td>
<td>0</td>
<td>2</td>
<td>5</td>
<td>10</td>
<td>58</td>
</tr>
</tbody>
</table>

#### 2.4.2 Visitation Schedules.

Visitation schedules may vary greatly from person to person. For example, a 2006 survey about Facebook usage showed that 47% of users logged in daily, 22.4% logged in about twice a week, 8.6% logged in about once a week, and 12% logged in about once a month[15]. We use a Poisson arrival process with parameter $\lambda_i$ to model the visitation schedule for site $A_i$. We formally define a Poisson arrival process in Appendix 7.1 (see Definition 18). One nice property of a Poisson arrival process with parameter $\lambda$ is that the value $\frac{1}{\lambda}$ represents the average time between consecutive arrivals (see Fact 4 in Appendix 10.1). We assume that the value of $1/\lambda_i$ — the average inter-visitation time — is known. For example, some websites (e.g., gmail) may be visited daily ($\lambda_i = 1/1$ day) while other websites (e.g., IRS) may only be visited once a year on average (e.g., $\lambda_i = 1/365$ days). The Poisson process has been used to model the distribution of requests to a web server [125]. While the Poisson process certainly does not perfectly model a user’s visitation schedule (e.g., visits to the IRS websites may be seasonal) we believe that the predictions we derive using this model will still be useful in guiding the development of usable password management schemes. While we focus on the Poisson arrival process, our analysis could be repeated for other random processes.

We consider four very different types of internet users: very active, typical, occasional and infrequent. Each user account $A_i$ may be visited daily (e.g., $\lambda_i = 1$), every three days ($\lambda_i = 1/3$), every week (e.g., $\lambda_i = 1/7$), monthly ($\lambda_i = 1/31$), or yearly ($\lambda_i = 1/365$) on average. See Table 2.1 to see the full visitation schedules we define for each type of user. For example, our very active user has 10 accounts he visits daily and 35 accounts he visits annually.

**Extra Rehearsals.** Theorem 1 leads us to our key observation: cue-sharing benefits users both by (1) reducing the number of cue-association pairs that the user...
Table 2.2:  $E[XR_{365}]$: Extra Rehearsals over the first year for both rehearsal assumptions.

B+D: Lifehacker  
SRI: Strong Random and Independent

has to memorize and (2) by increasing the rate of natural rehearsals for each cue-association pair. For example, a active user with 75 accounts would need to perform 420 extra-rehearsals over the first year to satisfy the rehearsal requirements given by ER if he adopts Strong Random and Independent or just 0.023 with Lifehacker — see Table 2.2. The number of unique cue-association pairs $n$ decreased by a factor of 75, but the total number of extra rehearsals $E[XR_{365}]$ decreased by a factor of 8,260.8 $\approx$ 75 $\times$ 243 due to the increased natural rehearsal rate.

**Theorem 1.** Let $\hat{i}_c = \left( \arg \max_s t_{s}^\hat{c} < t \right) - 1$ then

$$E[XR_t] = \sum_{\hat{c} \in C} \sum_{i=0}^{\hat{i}_c} \exp \left( - \sum_{j \neq \hat{c}} \lambda_j \left( t_{i+1}^\hat{c} - t_i^\hat{c} \right) \right)$$

Theorem 1 follows easily from Lemma 1 and linearity of expectations. Each cue-association pair $(\hat{c}, \hat{a})$ is rehearsed naturally whenever the user visits any site which uses the public cue $\hat{c}$. Lemma 1 makes use of two key properties of Poisson processes: (1) The natural rehearsal schedule for a cue $\hat{c}$ is itself a Poisson process, and (2) Independent Rehearsals - the probability that a rehearsal constraint is satisfied is independent of previous rehearsal constraints.

**Lemma 1.** Let $S_\hat{c} = \{i | \hat{c} \in c_i \}$ and let $\lambda_{\hat{c}} = \sum_{i \in S_\hat{c}} \lambda_i$ then the probability that the cue $\hat{c}$ is not naturally rehearsed during time interval $[a, b]$ is $\exp (-\lambda_{\hat{c}} (b - a))$. 

<table>
<thead>
<tr>
<th>Assumption</th>
<th>CR ($\sigma = 1$)</th>
<th>ER ($\sigma = 1$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schedule/Scheme</td>
<td>B+D</td>
<td>SRI</td>
</tr>
<tr>
<td>Very Active</td>
<td>$\approx 0$</td>
<td>23,396</td>
</tr>
<tr>
<td>Typical</td>
<td>.014</td>
<td>24,545</td>
</tr>
<tr>
<td>Occasional</td>
<td>.05</td>
<td>24,652</td>
</tr>
<tr>
<td>Infrequent</td>
<td>56.7</td>
<td>26,751</td>
</tr>
</tbody>
</table>
2.5 Security Model

In this section we present a game based security model for a password management scheme. The game is played between a user (U) and a resource bounded adversary (A) whose goal is to guess one of the user’s passwords. We demonstrate how to select the parameters of the game by estimating the adversary’s amortized cost of guessing. Our security definition is in the style of the exact security definitions of Bellare and Rogaway [26]. Previous security metrics (e.g., min-entropy, password strength meters) fail to model the full complexity of the password management problem (see Appendix 7.3 for more discussion). By contrast, we assume that the adversary knows the user’s password management scheme and is able to see any public cues. Furthermore, we assume that the adversary has background knowledge (e.g., birth date, hobbies) about the user (formally, the adversary is given $k \in K$). Many breaches occur because the user falsely assumes that certain information is private (e.g., birth date, hobbies, favorite movie)[7, 134].

**Adversary Attacks.** Before introducing our game based security model we consider the attacks that an adversary might mount. We group the adversary attacks into three categories: **Online Attack** — the adversary knows the user’s ID and attempts to guess the password. The adversary will get locked out after $s$ incorrect guesses (strikes). **Offline Attack** — the adversary learns both the cryptographic hash of the user’s password and the hash function and can try many guesses $q_{SB}$. The adversary is only limited by the resources $B$ that he is willing to invest to crack the user’s password. **Plaintext Password Leak Attack** — the adversary directly learns the user’s password for an account. Once the adversary recovers the password $p_i$ the account $A_i$ has been compromised. However, a secure password management scheme should prevent the adversary from compromising more accounts.

We model online and offline attacks using a guess-limited oracle. Let $S \subseteq [m]$ be a set of indices, each representing an account. A guess-limited oracle $O_{S,q}$ is a blackbox function with the following behavior: 1) After $q$ queries $O_{S,q}$ stops answering queries. 2) $\forall i \notin S, O_{S,q} (i, p) = \perp$ 3) $\forall i \in S, O_{S,q} (i, p_i) = 1$ and 4) $\forall i \in S, p \neq p_i, O_{S,q} (i, p) = 0$. Intuitively, if the adversary steals the cryptographic password hashes for accounts $\{A_i | i \in S\}$, then he can execute an offline attack against each of these accounts. We also model an online attack against account $A_i$ with the guess-limited oracle $O_{[i],q}$ with $s \ll q$ (e.g., $s = 3$ models a three-strikes policy in which a user is locked out after three incorrect guesses).
Game Based Definition of Security. Our cryptographic game proceeds as follows:

Setup: The user $U$ starts with knowledge $k \in \mathcal{K}$, visitation schedule $\vec{\lambda} \in \mathbb{R}^m$, a random sequence of bits $b \in \{0,1\}^*$ and a rehearsal schedule $R \in \mathcal{R}$. The user runs $G_m(k, b, \vec{\lambda}, R)$ to obtain $m$ passwords $p_1, \ldots, p_m$ and public cues $c_1, \ldots, c_m \subseteq C$ for accounts $A_1, \ldots, A_m$. The adversary $A$ is given $k, G_m, \vec{\lambda}$ and $c_1, \ldots, c_m$.

Plaintext Password Leak Attack: $A$ adaptively selects a set $S \subseteq [m]$ s.t $|S| \leq r$ and receives $p_i$ for each $i \in S$.

Offline Attack: $A$ adaptively selects a set $S' \subseteq [m]$ s.t. $|S'| \leq h$, and is given blackbox access to the guess-limited offline oracle $O_{S',q}$.

Online Attack: For each $i \in [m] \setminus S$, the adversary is given blackbox access to the guess-limited offline oracle $O_{|S|,s}$.

Winner: $A$ wins by outputting $(j, p)$, where $j \in [m] \setminus S$ and $p = p_j$.

We use $\text{AdvWins}(k, b, \vec{\lambda}, G_m, A)$ to denote the event that the adversary wins.

Definition 4. We say that a password management scheme $G_m$ is $(q, \delta, m, s, r, h)$-secure if for every $k \in \mathcal{K}$ and adversary strategy $A$ we have

$$\Pr_b[\text{AdvWins}(k, b, \vec{\lambda}, G_m, A)] \leq \delta.$$  

Discussion: Observe that the adversary cannot win by outputting the password for an account that he already compromised in a plaintext password leak. For example, suppose that the adversary is able to obtain the plaintext passwords for $r = 2$ accounts of his choosing: $p_i$ and $p_j$. While each of these breaches is arguably a success for the adversary the user’s password management scheme cannot be blamed for any of these breaches. However, if the adversary can use this information to crack any of the user’s other passwords then the password management scheme can be blamed for the additional breaches. For example, if our adversary is also able to use $p_i$ and $p_j$ to crack the cryptographic password hash $H(p_t)$ for another account $A_t$ in at most $q$ guesses then the password management scheme could be blamed for the breach of account $A_t$. Consequently, the adversary would win our game by outputting $(t, p_t)$. If the password management scheme is $(q, 10^{-4}, m, s, 2, 1)$-secure then the probability that the adversary could win is at most $10^{-4} —$ so there is a very good chance that the adversary will fail to crack $p_t$.

Economic Upper Bound on $q$. Our guessing limit $q$ is based on a model of a resource constrained adversary who has a budget of $SB$ to crack one of the user’s
passwords. We use the upper bound $q_B = \frac{B}{C_q}$, where $C_q = \frac{R}{f_H}$ denotes the amortized cost per query (e.g., cost of renting ($R$) an hour of computing time on Amazon’s cloud [1] divided by $f_H$ — the number of times the cryptographic hash function can be evaluated in an hour.) We experimentally estimate $f_H$ for SHA1, MD5 and BCRYPT[122] — more details can be found in Appendix 7.5. Assuming that the BCRYPT password hash function [122] was used to hash the passwords we get $q_B = B \left(5.155 \times 10^4\right)$ — we also consider cryptographic hash functions like SHA1, MD5 in Appendix 7.5. In our security analysis we focus on the specific value $q_{10^6} = 5.155 \times 10^{10}$ — the number of guesses the adversary can try if he invests $10^6$ to crack the user’s password.

**Sharing and Security.** In Section 2.4 we saw that sharing public cues across accounts improves usability by (1) reducing the number of cue-association pairs that the user has to memorize and rehearse, and (2) increasing the rate of natural rehearsals for each cue-association pair. However, conventional security wisdom says that passwords should be chosen independently. Is it possible to share public cues, and satisfy the strong notion of security from Definition 4? Theorem 2 demonstrates that public cues can be shared securely provided that the public cues $\{c_1, \ldots, c_m\}$ are a $(n, \ell, \gamma)$-sharing set family. The proof of Theorem 2 can be found in Appendix 7.1.

**Definition 5.** We say that a set family $S = \{S_1, \ldots, S_m\}$ is $(n, \ell, \gamma)$-sharing if (1) $\left|\bigcup_{i=1}^{m} S_i\right| = n$, (2) $|S_i| = \ell$ for each $S_i \in S$, and (3) $|S_i \cap S_j| \leq \gamma$ for each pair $S_i \neq S_j \in S$.

**Theorem 2.** Let $\{c_1, \ldots, c_m\}$ be a $(n, \ell, \gamma)$-sharing set of $m$ public cues produced by the password management scheme $G_m$. If each $a_i \in AS$ is chosen uniformly at random then $G_m$ satisfies $(q, \delta, m, s, r, h)$-security for $\delta \leq \frac{q}{|AS|^{1-\gamma}}$ and any $h$.

**Discussion:** To maintain security it is desirable to have $\ell$ large (so that passwords are strong) and $\gamma$ small (so that passwords remain strong even after an adversary compromises some of the accounts). To maintain usability it is desirable to have $n$ small (so that the user doesn’t have to memorize many cue-association pairs). There is a fundamental trade-off between security and usability because it is difficult to achieve these goals without making $n$ large.

For the special case $h = 0$ (e.g., the adversary is limited to online attacks) the security guarantees of Theorem 2 can be further improved to $\delta \leq \frac{sm}{|AS|^{1-\gamma}}$ because the adversary is actually limited to $sm$ guesses.
2.6 Our Construction

We present *Shared Cues* — a novel password management scheme which balances security and usability considerations. The key idea is to strategically share cues to make sure that each cue is rehearsed frequently while preserving strong security goals. Our construction may be used in conjunction with powerful cue-based mnemonic techniques like memory palaces [143] and person-action-object stories [78] to increase $\sigma$ — the association strength constant. We use person-action-object stories as a concrete example.

**Person-Action-Object Stories.** A random person-action-object (PAO) story for a person (e.g., Bill Gates) consists of a random action $a \in \mathcal{ACT}$ (e.g., swallowing) and a random object $o \in \mathcal{OBJ}$ (e.g., a bike). While PAO stories follow a very simple syntactic pattern they also tend to be surprising and interesting because the story is often unexpected (e.g., Bill Clinton kissing a piranha, or Michael Jordan torturing
There is good evidence that memorable phrases tend to use uncommon combinations of words in common syntactic patterns [61]. Each cue \( \hat{c} \in C \) includes a person (e.g., Bill Gates) as well as a picture. To help the user memorize the story we tell him to imagine the scene taking place inside the picture (see Figure 2.1 for an example). We use Algorithm 2.2 to automatically generate random PAO stories. The cue \( \hat{c} \) could be selected either with the user’s input (e.g., use the name of a friend and a favorite photograph) or automatically. As long as the cue \( \hat{c} \) is fixed before the associated action-object story is selected the cue-association pairs will satisfy the independence condition of Theorem 2.

2.6.1 Constructing \((n, \ell, \gamma)\)-sharing set families

We use the Chinese Remainder Theorem to construct nearly optimal \((n, \ell, \gamma)\)-sharing set families. Our application of the Chinese Remainder Theorem is different from previous applications of the Chinese Remainder Theorem in cryptography (e.g., faster RSA decryption algorithm [64], secret sharing [21]). The inputs \(n_1, \ldots, n_\ell\) to Algorithm 2.1 should be co-prime so that we can invoke the Chinese Remainder Theorem — see Figure 2.2 for an example of our construction with \((n_1, n_2, n_3, n_4) = (9, 10, 11, 13)\).

Algorithm 2.1 CRT \((m, n_1, \ldots, n_\ell)\)

\begin{itemize}
\item[] Input: \(m\), and \(n_1, \ldots, n_\ell\).
\item[] for \(i = 1 \rightarrow m\) do
\item[] \hspace{1em} \(S_i \leftarrow \emptyset\)
\item[] \hspace{1em} for \(j = 1 \rightarrow \ell\) do
\item[] \hspace{2em} \(N_j \leftarrow \sum_{i=1}^{j-1} n_j\)
\item[] \hspace{2em} \(S_i \leftarrow S_i \cup \left\{ (i \mod n_j) + N_j \right\}\)
\item[] \hspace{1em} return \(\{S_1, \ldots, S_m\}\)
\end{itemize}
Algorithm 2.2 CreatePAOStories

**Input:** \( n \), random bits \( b \), images \( I_1, \ldots, I_n \), and names \( P_1, \ldots, P_n \).

**for** \( i = 1 \rightarrow n \)**

\( a_i \leftarrow \text{ACT} \), \( o_i \leftarrow \text{OBJ} \)

% Using random bits \( b \)

% Split PAO stories to optimize usability

**for** \( i = 1 \rightarrow n \)**

\( \hat{c}_i \leftarrow ((I_i, P_i, 'Act'), (I_{i+1 \mod n}, P_{i+1 \mod n}, 'Obj')) \)

\( \hat{a}_i \leftarrow (a_i, o_{i+1 \mod n}) \)

**return** \( \{\hat{c}_1, \ldots, \hat{c}_n\}, \{\hat{a}_1, \ldots, \hat{a}_n\} \)

Lemma 2 says that Algorithm 2.1 produces a \((n, \ell, \gamma)\)-sharing set family of size \( m \) as long as certain technical conditions apply (e.g., Algorithm 2.1 can be run with any numbers \( n_1, \ldots, n_\ell \), but Lemma 2 only applies if the numbers are pairwise co-prime.).

**Lemma 2.** If the numbers \( n_1 < n_2 < \ldots < n_\ell \) are pairwise co-prime and \( m \leq \prod_{i=1}^{\gamma+1} n_i \), then Algorithm 2.1 returns a \((\sum_{i=1}^\ell n_i, \ell, \gamma)\)-sharing set of public cues.

**Proof.** Suppose for contradiction that \( |S_i \cap S_k| \geq \gamma + 1 \) for \( i < k < m \), then by construction we can find \( \gamma + 1 \) distinct indices \( j_1, \ldots, j_{\gamma+1} \) \in\ such that \( i \equiv k \mod n_{j_t} \) for \( 1 \leq t \leq \gamma + 1 \). The Chinese Remainder Theorem states that there is a unique number \( x^* \) s.t. (1) \( 1 \leq x^* < \prod_{i=1}^{\gamma+1} n_{j_t} \), and (2) \( x^* \equiv k \mod n_{j_t} \) for \( 1 \leq t \leq \gamma + 1 \). However, we have \( i < m \leq \prod_{i=1}^{\gamma+1} n_{j_t} \). Hence, \( i = x^* \) and by similar reasoning \( k = x^* \). Contradiction!

\[ \square \]

**Example:** Suppose that we select pairwise co-prime numbers \( n_1 = 9, n_2 = 10, n_3 = 11, n_4 = 13 \), then CRT \((m, n_1, \ldots, n_4)\) generates a \((43, 4, 1)\)-sharing set family of size \( m = n_1 \times n_2 = 90 \) (i.e. the public cues for two accounts will overlap in at most one common cue), and for \( m \leq n_1 \times n_2 \times n_3 = 990 \) we get a \((43, 4, 2)\)-sharing set family.

Lemma 2 implies that we can construct a \((n, \ell, \gamma)\)-sharing set system of size \( m \geq \Omega((n/\ell)^{\gamma+1}) \) by selecting each \( n_i \approx n/\ell \). Theorem 3 proves that we can’t hope to do much better — any \((n, \ell, \gamma)\)-sharing set system has size \( m \leq O((n/\ell)^{\gamma+1}) \). We refer the interested reader to Appendix 7.1 for the proof of Theorem 3 and for discussion about additional \((n, \ell, \gamma)\)-sharing constructions.
Theorem 3. Suppose that $S = \{S_1, ..., S_m\}$ is a $(n, \ell, \gamma)$-sharing set family of size $m$ then
\[ m \leq \frac{n^{\gamma+1}}{(\ell+1)^{\gamma+1}}. \]

2.6.2 Shared Cues

Our password management scheme — Shared Cues— uses a $(n, \ell, \gamma)$-sharing set family of size $m$ (e.g., a set family generated by Algorithm 2.1) as a hardcoded input to output the public cues $c_1, \ldots, c_m \subseteq C$ and passwords $p_1, \ldots, p_m$ for each account. We use algorithm 2.2 to generate the underlying cues $\hat{c}_1, \ldots, \hat{c}_n \in C$ and their associated PAO stories. The computer is responsible for storing the public cues in persistent memory and the user is responsible for memorizing and rehearsing each cue-association pair $(\hat{c}_i, \hat{a}_i)$.

We use two additional tricks to improve usability: (1) Algorithm 2.2 splits each PAO story into two parts so that each cue $\hat{c}$ consists of two pictures and two corresponding people with a label (action/object) for each person (see Figure 2.2). A user who sees cue $\hat{c}_i$ will be rehearsing both the $i$’th and the $i + 1$’th PAO story, but will only have to enter one action and one object. (2) To optimize usability we use GreedyMap (Algorithm 2.4) to produce a permutation $\pi : [m] \rightarrow [m]$ over the public cues — the goal is to minimize the total number of extra rehearsals by ensuring that each cue is used by a frequently visited account.

Algorithm 2.3 $\text{SharedCues} [S_1, \ldots, S_m] \rightarrow \mathcal{G}_m$

- **Input:** $k \in \mathcal{K}$, $b, \lambda_1, \ldots, \lambda_m, \text{Rehearsal Schedule } R$.
- $\{\hat{c}_1, \ldots, \hat{c}_n\}, \{\hat{a}_1, \ldots, \hat{a}_n\} \leftarrow \text{CreatePAOStories}(n, I_1, \ldots, I_n, P_1, \ldots, P_n)$
- For $i = 1 \rightarrow m$ do
  - $c_i \leftarrow \{\hat{c}_j \mid j \in S_i\}$, and $p_i \leftarrow \{\hat{a}_j \mid j \in S_i\}$.
- % Permute cues
- $\pi \leftarrow \text{GreedyMap}(m, \lambda_1, \ldots, \lambda_m, c_1, \ldots, c_m, R, \sigma)$
- return $(p_{\pi(1)}, c_{\pi(1)}), \ldots, (p_{\pi(m)}, c_{\pi(m)})$

- **User:** Rehearses the cue-association pairs $(\hat{c}_i, \hat{a}_i)$ by following the rehearsal schedule $R$.
- **Computer:** Stores the public cues $c_1, \ldots, c_m$ in persistent memory.

Once we have constructed our public cues $c_1, \ldots, c_m \subseteq C$ we need to create a mapping $\pi$ between cues and accounts $A_1, \ldots, A_m$. Our goal is to minimize the total number of extra rehearsals that the user has to do to satisfy his rehearsal
requirements. Formally, we define the Min-Rehearsal problem as follows:

**Instance:** Public Cues \( c_1, \ldots, c_m \subseteq C \), Visitation Schedule \( \lambda_1, \ldots, \lambda_m \), a rehearsal schedule \( R \) for the underlying cues \( \hat{c} \in C \) and a time frame \( t \).

**Output:** A bijective mapping \( \pi : \{1, \ldots, m\} \rightarrow \{1, \ldots, m\} \) mapping account \( A_i \) to public cue \( S_{\pi(i)} \) which minimizes \( \mathbb{E}[X_{R_t}] \).

Unfortunately, we can show that Min-Rehearsal is NP-Hard to even approximate within a constant factor. Our reduction from Set Cover can be found in Appendix 7.1 of this paper. Instead GreedyMap uses a greedy heuristic to generate a permutation \( \pi \).

**Theorem 4.** It is NP-Hard to approximate Min-Rehearsal within a constant factor.

**Algorithm 2.4 GreedyMap**

**Input:** \( m, \lambda_1, \ldots, \lambda_m, c_1, \ldots, c_m \), Rehearsal Schedule \( R \) (e.g., CR or ER with parameter \( \sigma \)).

**Relabel:** Sort \( \lambda \)'s s.t \( \lambda_i \geq \lambda_{i+1} \) for all \( i \leq m - 1 \).

**Initialize:** \( \pi_0(j) \leftarrow \perp \) for \( j \leq m \), \( \text{UsedCues} \leftarrow \emptyset \).

\%\( \pi_i \) denotes a partial mapping \( [i] \rightarrow [m] \), for \( j > i \), the mapping is undefined (e.g., \( \pi_i(j) = \perp \)). Let \( S_k = \{ \hat{c} \mid \hat{c} \in c_k \} \).

**for** \( i = 1 \rightarrow m \) **do**

**for all** \( j \in [m] - \text{UsedCues} \) **do**

\[ \Delta_j \leftarrow \sum_{\hat{c} \in S_j} \mathbb{E}[X_{R_t} \lambda_{\hat{c}} = \lambda_i + \min_{j : \hat{c} \in S_{\pi(i-1)(j)}} \lambda_j] - \mathbb{E}[X_{R_t} \lambda_{\hat{c}} \lambda_i = \min_{j : \hat{c} \in S_{\pi(i-1)(j)}} \lambda_j] \]

% \( \Delta_j \) : expected reduction in total extra rehearsals if we set \( \pi_i(i) = j \)

\[ \pi_i(i) \leftarrow \arg \max_{j} \Delta_j, \text{UsedCues} \leftarrow \text{UsedCues} \cup \{ \pi_i(i) \} \]

**return** \( \pi^m \)

### 2.6.3 Usability and Security Analysis

We consider three instantiations of Shared Cues: SC-0, SC-1 and SC-2. SC-0 uses a \((9, 4, 3)\)-sharing family of public cues of size \( m = 126 \) — constructed by taking all \( \binom{9}{4} = 126 \) subsets of size 4. SC-1 uses a \((43, 4, 1)\)-sharing family of public cues of size \( m = 90 \) — constructed using Algorithm 2.1 with \( m = 90 \) and \((n_1, n_2, n_3, n_4) = (9, 10, 11, 13)\). SC-2 uses a \((60, 5, 1)\)-sharing family of public cues of size \( m = 90 \) — constructed using Algorithm 2.1 with \( m = 90 \) and \((n_1, n_2, n_3, n_4, n_5) = (9, 10, 11, 13, 17)\).
Table 2.3: $E[X_{R_{365}}]$: Extra Rehearsals over the first year for SC-0, SC-1 and SC-2.

<table>
<thead>
<tr>
<th>Assumption</th>
<th>CR ($\sigma = 1$)</th>
<th>ER ($\sigma = 1$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schedule/Scheme</td>
<td>SC-0</td>
<td>SC-1</td>
</tr>
<tr>
<td>Very Active</td>
<td>$\approx 0$</td>
<td>$1,309$</td>
</tr>
<tr>
<td>Typical</td>
<td>$\approx 0.42$</td>
<td>$3,225$</td>
</tr>
<tr>
<td>Occasional</td>
<td>$\approx 1.28$</td>
<td>$9,488$</td>
</tr>
<tr>
<td>Infrequent</td>
<td>$\approx 723$</td>
<td>$13,214$</td>
</tr>
</tbody>
</table>

Table 2.4: Shared Cues ($q_{510^6}, \delta, m, s, r, h$)-Security: $\delta$ vs $h$ and $r$ using a $(n, \ell, \gamma)$-sharing family of $m$ public cues.

<table>
<thead>
<tr>
<th>Offline Attack?</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$h = 0$</td>
<td></td>
<td>$h &gt; 0$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(n, \ell, \gamma)$-sharing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(n, 4, 3)$ (e.g., SC-0)</td>
<td>$2 \times 10^{-13}$</td>
<td>$0.011$</td>
<td>$3.5 \times 10^{-7}$</td>
<td>$1$</td>
<td>$1$</td>
</tr>
<tr>
<td>$(n, 4, 1)$ (e.g., SC-1)</td>
<td>$2 \times 10^{-15}$</td>
<td>$4 \times 10^{-11}$</td>
<td>$8 \times 10^{-7}$</td>
<td>$3.5 \times 10^{-7}$</td>
<td>$0.007$</td>
</tr>
<tr>
<td>$(n, 5, 1)$ (e.g., SC-2)</td>
<td>$1 \times 10^{-19}$</td>
<td>$2 \times 10^{-15}$</td>
<td>$4 \times 10^{-11}$</td>
<td>$1.8 \times 10^{-11}$</td>
<td>$3.5 \times 10^{-7}$</td>
</tr>
</tbody>
</table>

Our usability results can be found in Table 2.3 and our security results can be found in Table 2.4. We present our usability results for the very active, typical, occasional and infrequent internet users (see Table 2.1 for the visitation schedules) under both sufficient rehearsal assumptions CR and ER. Table 2.3 shows the values of $E[X_{R_{365}}]$ — computed using the formula from Theorem 1 — for SC-0, SC-1 and SC-2. We used association strength parameter $\sigma = 1$ to evaluate each password management scheme — though we expect that $\sigma$ will be higher for schemes like Shared Cues that use strong mnemonic techniques.

Our security guarantees for SC-0, SC-1 and SC-2 are illustrated in Table 2.4. The values were computed using Theorem 2. We assume that $|\mathcal{AS}| = 140^2$ where $\mathcal{AS} = \mathcal{ACT} \times \mathcal{OBJ}$ (e.g., their are 140 distinct actions and objects), and that the adversary is willing to spend at most $10^6$ on cracking the user’s passwords (e.g., $q = q_{510^6} = 5.155 \times 10^{10}$). The values of $\delta$ in the $h = 0$ columns were computed assuming that $m \leq 100$.

Discussion: Comparing Tables 2.3 and 2.2 we see that Lifehacker is the most usable password management scheme, but SC-0 compares very favorably! Unlike Lifehacker, SC-0 provides provable security guarantees after the adversary phishes one account — though the guarantees break down if the adversary can also ex-

\[4\] We explore the effect of $\sigma$ on $E[X_{R_{1,c}}]$ in Appendix 7.6.
execute an offline attack. While SC-1 and SC-2 are not as secure as Strong Random and Independent — the security guarantees from Strong Random and Independent do not break down even if the adversary can recover many of the user’s plaintext passwords — SC-1 and SC-2 are far more usable than Strong Random and Independent. Furthermore, SC-1 and SC-2 do provide very strong security guarantees (e.g., SC-2 passwords remain secure against offline attacks even after an adversary obtains two plaintext passwords for accounts of his choosing). For the very active, typical and occasional user the number of extra rehearsals required by SC-1 and SC-2 are quite reasonable (e.g., the typical user would need to perform less than one extra rehearsal per month). The usability benefits of SC-1 and SC-2 are less pronounced for the infrequent user — though the advantage over Strong Random and Independent is still significant.

2.7 Discussion and Future Work

We conclude by discussing future directions of research.

Sufficient Rehearsal Assumptions. While there is strong empirical evidence for the Expanding Rehearsal assumption in the memory literature (e.g., [160]), the parameters we use are drawn from prior studies in other domains. In Chapter 4 we present preliminary results from user studies we are conducting to test the Expanding Rehearsal assumption in the password context, and obtain parameter estimates specific to the password setting.

Expanding Security over Time. Most extra rehearsals occur soon after the user memorizes a cue-association pair — when the rehearsal intervals are still small. Is it possible to start with a password management scheme with weaker security guarantees (e.g., SC-0), and increase security over time by having the user memorize additional cue-association pairs as time passes?

Secure Password Recovery Mechanism. Recently, we proposed a password recovery mechanism which would allow users who forget a few of their stories to recover them provided that they can still remember a couple of their other stories [164]. For example, suppose that we have the hash of the user’s first six PAO
stories $H(a_1 o_1 \ldots a_6 o_6)$. The entropy of the string $a_1 o_1 \ldots a_6 o_6$ is high enough that no adversary who manages to obtain this hash will be able to crack the password. However, if the user can remember five of these stories then it is trivial for our password recovery mechanism to find the sixth story by brute force search. By storing enough cryptographic hashes we can ensure that our user can recover any story that he forgets provided that he can remember any five of his other stories. These hashes could be deleted after the each of the stories are firmly entrenched in the user’s memory (e.g., after the user has rehearsed each of his stories many times).

**Login Time.** One potential usability drawback of *Shared Cues* is that it might take a few seconds to type in each of his passwords because they are long (e.g., one password consists of four actions and four objects). One way to save time during authentication would be to instruct the user to form his password from the first three characters in each action and each object instead of typing in each word completely (most actions and objects in our set could be uniquely identified from the first two or three characters in the word). Alternatively, we could use auto-completion to help the user type in his passwords faster. Because we assume that the adversary already knows the set of actions and objects that we are using we would not reduce the adversary’s search space by using only the first three characters of each word or by using auto-completion.

**Human Computable Passwords.** *Shared Cues* only relies on the human capacity to memorize and retrieve information, and is secure against at most $r = \ell / \gamma$ plaintext password leak attacks. Could we improve security (or usability) by having the user perform simple computations to recover his passwords? In Chapter 3 we present a candidate Human Computable Password scheme and provide strong evidence that this scheme will remain secure even after many (e.g., 50–100) plaintext password breaches.
Chapter 3

Human Computable Passwords

3.1 Introduction

Secure cryptographic protocols to authenticate humans typically assume that the human will receive assistance from trusted hardware or software. One interesting challenge for the cryptography community is to build authentication protocols that are so simple that a human can execute them without relying on assistance from a trusted computer. In this chapter we propose several candidate human authentication protocols in a setting in which the user can only receive assistance from a semi-trusted computer — a computer that can be trusted to store information and perform computations correctly, but cannot be trusted to ensure privacy. In our schemes, a semi-trusted computer is used to store and display public challenges $C_i \in [n]^k$. The user memorizes a random secret mapping $\sigma : [n] \rightarrow \mathbb{Z}_d$ and authenticates by computing responses $f(\sigma(C_i))$ to a sequence of public challenges, where $f : \mathbb{Z}_d^k \rightarrow \mathbb{Z}_d$ is a function that is easy for the human to evaluate. We prove that any statistical adversary needs to sample $m = \tilde{\Omega}(n^{s(f)})$ challenge-response pairs to recover $\sigma$ — for a security parameter $s(f)$ that depends on two key properties of $f$\(^1\). Our lower bound generalizes recent results of Feldman et al. \[73\], who proved analogous results for the special case $d = 2$. To obtain our results we apply the general hypercontractivity theorem \[116\] to lower bound the statistical guarantees are not information theoretic. Indeed, a computationally unbounded adversary would need to see at most $O(n)$ challenge-response pairs to break any such human computable password scheme. Our lower bounds provide strong evidence that any polynomial time adversary will need at least $m = \tilde{\Omega}(n^{s(f)})$ challenge-response pairs — even if $s(f) > 1$.\footnote{Our guarantees are not information theoretic. Indeed, a computationally unbounded adversary would need to see at most $O(n)$ challenge-response pairs to break any such human computable password scheme. Our lower bounds provide strong evidence that any polynomial time adversary will need at least $m = \tilde{\Omega}(n^{s(f)})$ challenge-response pairs — even if $s(f) > 1$.}
dimension of the distribution over challenge-response pairs induced by $f$ and $\sigma$. Our statistical dimension lower bounds apply to arbitrary functions $f : \mathbb{Z}_d^k \rightarrow \mathbb{Z}_d$ — not just functions that are easy for a human to evaluate — and may be of independent interest. For our particular schemes, we show that forging passwords is equivalent to recovering the secret mapping. We also show that $s(f_1) = 1.5$ for our first scheme and that $s(f_2) = 2$ in our second scheme. Thus, our human computable password schemes can maintain strong security guarantees even after an adversary has observed the user login to many different accounts (e.g., 100). We also issue a public challenge to the cryptography community to crack passwords that were generated using our human computable password schemes.

In Chapter 2 we initiated the rigorous study of usable and secure password management schemes — systematic strategies to help users create and remember multiple passwords. *Shared Cues*, the proposed password management scheme from Chapter 2, balances security and usability considerations. However, *Shared Cues* only maintains security for a small (constant) number of plaintext password breaches (e.g., 1 to 4). An adversary who has seen several of the user’s passwords might be able to break the user’s passwords at other accounts. This raises an important question: Is it possible to design a human authentication protocol that allows a user to authenticate to multiple untrusted parties and will remain secure even after many breaches (e.g., 50 to 100)?

In this chapter the goal is to develop a secure human computable password management scheme in which security guarantees are maintained after many breaches. In a human computable password management scheme the user reconstructs each of his passwords by computing the response to a public challenge. The computation may only involve a few very simple operations (e.g., addition modulo 10) over secret values (digits) that the user has memorized. More specifically, in our candidate human computable password schemes the user learns to compute a simple function $f : \mathbb{Z}_d^k \rightarrow \mathbb{Z}_d$ (in our candidate schemes we adopt the base $d = 10$ that is natural for most humans), and memorizes a secret mapping $\sigma : [n] \rightarrow \mathbb{Z}_d$. The user authenticates by responding to a sequence of single digit challenges — a challenge-response pair $(C, f(\sigma(C)))$ is a challenge $C \in X_k \subseteq [n]^k$ and the corresponding response.

Our first candidate human computable password scheme uses the function

$$f_1(x_0, x_1, x_2, x_3, x_4, x_5, \ldots, x_{13}) = x_{13} + x_{12} + x_{(x_{10} + x_{11}) \mod 10} \mod 10.$$  

To evaluate this function a human would only need to perform three addition operations modulo 10. While this function is quite simple we show that the attacker
would need to see $\Omega(n^{1.5})$ challenge-response pairs before he can forge the user’s passwords (accurately predict the responses to randomly selected challenges). In particular, if we ask the user to memorize a secret mapping of length $n = 100$ and the password for each account is ten digits then the adversary would need to breach about one-hundred of the user’s accounts before he could obtain enough challenge-response pairs $(100^{1.5} = 10(100))$ to forge the user’s passwords.

As in Chapter 2 we consider a setting where a user has two types of memory: persistent memory (e.g., a sticky note or a text file on his computer) and associative memory (e.g., his own human memory). We assume that persistent memory is reliable and convenient but not private (i.e., accessible to an adversary). In contrast, a user’s associative memory is private but lossy—if the user does not rehearse a memory it may be forgotten. Thus, the user can store a password challenge $C \in X_k$ in persistent memory, but the mapping $\sigma$ must be stored in associative memory (e.g., memorized and rehearsed). We allow the user to receive assistance from a semi-trusted computer. A semi-trusted computer will perform computations accurately (e.g., it can be trusted to show the user the correct challenge), but it will not ensure privacy of its inputs or outputs. This means that a human computable password management scheme should be based on a function $f$ that the user can compute entirely in his head.

**Contributions.** We develop a general framework for analyzing the security of a human computable password management scheme and we propose two candidate human computable password management schemes. We give evidence that our schemes remain secure until the adversary has seen at least $\Omega(n^{s(f)})$ challenge-response pairs $(C, f(\sigma(C)))$. Here, $s(f) = \min\{r(f)/2, g(f) + 1\}$ is a composite security parameter which captures $g(f)$ (how many inputs to $f$ need to be fixed to make $f$ linear?) and $r(f)$ (what is the largest value of $r$ such that the distribution over challenge-response pairs are $(r-1)$-wise independent?). We show that $s(f) = 1.5$ for our first scheme and $s(f) = 2$ for our second scheme. In particular we prove that any statistical adversary needs to see at least $\Omega(n^{r(f)/2})$ challenge-response pairs $(C, f(\sigma(C)))$ before he can even approximately recover the secret mapping $\sigma$. Our lower bound is based on the statistical dimension of the distribution over challenge-response pairs induced by $f$ and $\sigma$. We stress that our analysis of the statistical dimension applies to arbitrary functions $f : \mathbb{Z}_d^k \rightarrow \mathbb{Z}_d$, not just functions that are easy for humans to compute. Our analysis of the statistical dimension generalizes recent results of Feldman et al. [73], which only applied to binary predicates (e.g., $d = 2$), and may be of independent interest. Because our function $f$ is not a
binary predicate we cannot use the Walsh basis functions to express the Fourier decomposition of $f$ and analyze the statistical dimension of our distribution over challenge-response pairs as Feldman et al. [73] do. Instead, we use a generalized set of Fourier basis functions to take the Fourier basis decomposition of $f$, and we apply the general hypercontractivity theorem [116] to obtain our bounds on the statistical dimension. Furthermore, we show that forging passwords and approximately recovering the secret mapping are equivalent for any ‘reasonable’ candidate human computable password scheme. This means that any adversary who can predict the response $f(C)$ to a random challenge $C$ with better accuracy than random guessing can be used as a blackbox to approximately recover the secret mapping. These results imply that any statistical adversary needs to see at least $\tilde{\Omega}(n^{r(f)/2})$ challenge-response pairs before he can accurately forge passwords. This is significant because almost all known algorithmic techniques have statistical analogues. In particular techniques like Expectation Maximization [62], local search, MCMC optimization [83], first and second order methods for convex optimization, PCA, ICA, k-means can be modeled as statistical algorithms — see [37] and [55] for proofs. While Gaussian Elimination is a notable exception our composite security parameter accounts for attacks based on Gaussian Elimination — we show that an adversary needs to see $m = \tilde{\Omega}(n^{1+g(f)})$ challenge-response pairs to recover $\sigma$ using Gaussian Elimination. To analyze the usability of our candidate human computable password schemes we use the usability model from Chapter 2 to quantify the effort that a user must expend to memorize and rehearse the secret mapping $\sigma$, and we use step counting to estimate the effort that a user must expend to compute each password. We also propose a mnemonic tool to help users memorize their secret mapping $\sigma$. Finally, we constructed public challenges for cryptographers to break our human computable password management schemes under various parameters (e.g., $n = 100$, $m = 1000$).

**Organization.** The rest of the paper is organized as follows: We first explore related work in Section 3.2. We then introduce preliminary notation and definitions in Section 3.3. We present our main technical results in Section 3.4 including an overview of our lower bound for statistical adversaries. We use these results to provide general security bounds for a human computable password scheme in Section 3.5. We introduce our candidate human computable password schemes in Section 3.6 and analyze the security and usability of these schemes. We conclude in Section 3.7 by presenting our human computable password challenge and discussing how a human computable password scheme could be used to defend
against an adversary who can always observe the user when he logs into any of his accounts (e.g., every time the user computes the response $f(\sigma(C))$ to a single-digit challenge the adversary observes the pair $(C, f(\sigma(C)))$).

3.2 Related Work

The literature on passwords has grown rapidly over the past decade. One line of prior work has focused on the effects of password composition rules (e.g., requiring a password to contain capital letters and numbers) on individual passwords [34, 101]. Another line of prior work has focused on empirical studies of user behavior in password management [39, 52, 75, 102] (e.g., How many different passwords do people have? How often do users reuse the same password? How strong are the passwords that people pick?). These studies consistently paint a grim picture. Many of the passwords that users select have low entropy and users frequently reuse their passwords. Shay et al. [140] empirically studied the usability of system assigned passwords and found that users often had difficulty remembering system assigned passwords. Some researchers have considered replacing text passwords with graphical passwords [27, 48] driven by evidence that humans have a large capacity for visual memories [145] and that cued-recall is easier than pure recall [23]. Fundamentally, both graphical passwords and text passwords rely solely on the user’s ability to remember something (e.g., a string, a face or a location on a picture). Many security metrics have been proposed to analyze the security of a dataset of passwords or to estimate the security of an individual password [39, 45, 107, 121]. While these metrics can provide useful feedback about individual passwords (e.g., they rule out some insecure passwords) they do not deal with the complexities of securing multiple accounts against an adversary (e.g., they don’t consider correlations between a user’s passwords).

In Chapter 2 we considered the problem of developing usable and secure password management schemes — strategies for creating and remembering multiple passwords. We use the same usability model in this chapter to quantify the effort that a user will need to expend to remember his secret mapping in our human computable password schemes. We emphasize two key differences between the work in the previous chapter and the work in the previous chapter. First, Shared Cues, the password management scheme from Chapter 2, only maintains security for a small (constant) number of plaintext password breaches, while our goal in this chapter is to design protocols that maintain security guarantees even after
many password breaches. There are scenarios in which it may not be reasonable to assume that the adversary can only compromise a small number of the user’s passwords (e.g., if the user’s computer is infected with malware for a few days). Second, the Shared Cues scheme only requires users to remember several cue-association pairs to reconstruct their passwords while the password management schemes we consider in this chapter require users to perform a few additional computations in their head to reconstruct their passwords.

Hopper and Blum [91] designed a Human Identification Protocol based on the noisy parity problem — a learning problem that is believed to be hard. Juels and Weis [93] modified the protocol of Hopper and Blum to design HB+ — a lightweight authentication protocol for pervasive devices like smartcards. Subsequent work has explored the security of the HB+ protocol under various threat models (e.g., man-in-the-middle attacks [47, 84], concurrent composition [95]). We emphasize a few fundamental differences between our work and the work of Hopper and Blum. First, they focus on the authentication setting where a human authenticates to a single trusted party with a shared secret. By contrast, we focus on the setting where a human user wishes to authenticate to multiple (possibly untrusted) parties without sharing his secret (e.g., by only sharing the cryptographic hashes of each password he computes). Second, computations in their protocol are randomized (e.g., the human occasionally flips his answer), while the computations in our protocol are deterministic. This is significant because humans are not good at consciously generating random numbers [74, 111, 154] (e.g., noisy parity could be easy to learn when humans are providing source of noise). It also means that their protocol would need to be modified in our setting so that the untrusted third party could validate a noisy response using only a cryptographic hash of the answer — invoking error correcting codes would increase the number of rounds needed to provide an acceptable level of security. Finally, we focus on computations of very simple functions over a constant number of variables so that a human can compute the response to each challenge quickly.

Naor and Pinkas[112] proposed using visual cryptography[113] to address a related problem: how can a human verify that a message he received from a trusted server has not been tampered with by an adversary? Their protocol requires the human to carry a visual transparency (a shared secret between the human and the trusted server in the visual cryptography scheme), which he will use to verify that messages from the trusted server have not been altered.

A related goal in cryptography, constructing pseudorandom generators in $NC^0$, was proposed by Goldreich [86] and by Cryan and Miltersen [58].
Goldreich’s construction we fix $C_1, \ldots, C_m \in [n]^k$ once and for all, and a binary predicate $P : \{0, 1\}^k \to \{0, 1\}$. The pseudorandom generator is a function $G : \{0, 1\}^n \to \{0, 1\}^m$, whose $i$’th bit $G(x)[i]$ is given by $P$ applied to the bits of $x$ specified by $C_i$. O’Donnel and Witmer gave evidence that the “Tri-Sum-And” predicate $(TSA(x_1, \ldots, x_5) = x_1 + x_2 + x_3 + x_4x_5 \mod 2)$ provides near-optimal stretch. In particular, they showed that for $m = n^{1.5-\epsilon}$ Goldreich’s construction with the TSA predicate is secure against subexponential-time attacks using SDP hierarchies. Our candidate human-computable password schemes use functions $f : \mathbb{Z}_n^k \to \mathbb{Z}_{10}$ instead of binary predicates. While our candidate functions are contained in $\mathcal{NC}^0$, we note that an arbitrary function in $\mathcal{NC}^0$ is not necessarily human computable.

Feldman et al. [73] considered the problem of finding a planted solution in a random binary satisfiability problem. They showed that any statistical algorithm — a class of algorithms that covers almost all known algorithmic techniques — needs to see at least $\tilde{\Omega}(n^{r/2})$ random clauses to efficiently identify the planted solution when the distribution over clauses are $(r-1)$-wise independent. Feldman et al. [73] also demonstrate that $\tilde{O}(n^{r/2})$ clauses are sufficient. We extend the analysis of Feldman et al. [73] to cover non-binary planted satisfiability problems, and argue that our candidate human computable password schemes are secure.

### 3.3 Definitions

#### 3.3.1 Notation

Given two strings $\alpha_1, \alpha_2 \in \mathbb{Z}_d^n$ we use $H(\alpha_1, \alpha_2) \doteq ||i \in [n] | \alpha_1[i] \neq \alpha_2[i]||$ to denote the Hamming distance between them. We will also use $H(\alpha_1) \doteq H(\alpha_1, \vec{0})$ to denote the Hamming weight of $\alpha_1$. We use $\sigma : [n] \to \mathbb{Z}_d$ to denote a secret random mapping that the user will memorize. We will sometimes abuse notation and think of $\sigma \in \mathbb{Z}_d^n$ as a string which encodes the mapping, and we will use $\sigma \sim \mathbb{Z}_d^n$ to denote a random mapping chosen from $\mathbb{Z}_d^n$ uniformly at random.

---

2 We note that after we have seen $O(n \log n)$ random clauses the planted solution is — with high probability — the only solution which satisfies all of the random clauses. The results of Feldman et al. [73] are evidence that we need $\tilde{\Omega}(n^{r/2})$ examples to find the planted solution efficiently. We also note that $r = 3$ for the uniform distribution over clauses that satisfy the TSA predicate, which provides further evidence that the Goldreich’s PRG is secure for $m = n^{1.5-\epsilon}$. 
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Definition 6. We say that two mappings $\sigma_1, \sigma_2 \in \mathbb{Z}_d^n$ are $\epsilon$-correlated if $$\frac{H(\sigma_1, \sigma_2)}{n} \leq \frac{d-1}{d} - \epsilon,$$
and we say that a mapping $\sigma \in \mathbb{Z}_d^n$ is $\delta$-balanced if

$$\max_{i \in \{0, \ldots, d-1\}} \left| \frac{H(\sigma, i)}{n} - \frac{d-1}{d} \right| \leq \delta.$$  

Note that for a random mapping $\sigma_2$ we expect $\sigma_1$ and $\sigma_2$ to differ at $E_{\sigma_2 \sim \mathbb{Z}_d^n}[H(\sigma_1, \sigma_2)] = n \left( \frac{d-1}{d} \right)$ locations, and for a random mapping $\sigma$ and $i \sim \{0, \ldots, d-1\}$ we expect $\sigma$ to differ from $i$ at $E_{i \sim \mathbb{Z}_d, \sigma \sim \mathbb{Z}_d^n}[H(\sigma, i)] = n \left( \frac{d-1}{d} \right)$ locations. Thus, for any constant $\epsilon > 0$ a random mapping $\sigma_2$ will not be $\epsilon$-correlated with $\sigma_1$ with probability $1 - o(1)$, but for any constant $\delta > 0$ a random mapping $\sigma$ will be $\delta$-balanced with probability $1 - o(1)$.

We let $X_k \subseteq [n]^k$ denote the space of ordered clauses of $k$ variables without repetition. We use $C \sim X_k$ to denote a clause $C$ chosen uniformly at random from $X_k$ and we use $\sigma(C) \in \mathbb{Z}_d^k$ to denote the values of the corresponding variables in $C$. For example, if $d = 10$, $C = (3, 10, 59)$ and $\sigma(i) = (i + 1 \mod 10)$ then $\sigma(C) = (4, 1, 0)$.

We view each clause $C \in X_k$ as a single-digit challenge. The user responds to a challenge $C$ by computing $f(\sigma(C))$, where $f : \mathbb{Z}_d^k \rightarrow \mathbb{Z}_d$ is a human computable function (see discussion below) and $\sigma : [n] \rightarrow \mathbb{Z}_d$ is the secret mapping that the user has memorized. For example, if $d = 10$, $C = (3, 10, 59)$, $\sigma(i) = (i + 1 \mod 10)$ and $f(x, y, z) = (x - y + z \mod 10)$ then $f(\sigma(C)) = (4 - 1 + 0 \mod 10) = 3$. A length-$t$ password challenge $\vec{c} = \langle C_1, \ldots, C_t \rangle \in \langle X_k \rangle^t$ is a sequence of $t$ single digit challenges, and $f(\sigma(\vec{c})) = \langle f(\sigma(C_1)), \ldots, f(\sigma(C_t)) \rangle \in \mathbb{Z}_d^t$ denotes the corresponding response (e.g., a password).

Let’s suppose that the user has $m$ accounts $A_1, \ldots, A_m$. In a human computable password management scheme we will generate $m$ length-$t$ password challenges $\vec{C}_1, \ldots, \vec{C}_m \in \langle X_k \rangle^t$. These challenges will be stored in persistent memory so they are always accessible to the user as well as the adversary. When our user needs to authenticate to account $A_i$ he will be shown the length-$t$ password challenge $\vec{C}_i = \langle C_{i1}, \ldots, C_{it} \rangle$. The user will respond by computing his password $p_i = \langle f(\sigma(C_{i1})), \ldots, f(\sigma(C_{it})) \rangle \in \mathbb{Z}_d^t$.
3.3.2 Requirements for a Human Computable Function

In our setting we require that the composite function $f \circ \sigma : X_k \rightarrow \mathbb{Z}_d$ is human computable. A human computable function might involve several memory lookups (e.g., we can ask the user to recall the value $\sigma(i)$) as well as several simple operations. However, if we want the function $f \circ \sigma$ to be human computable then we cannot ask the user to perform too many operations.

**Requirement 1.** A function $f$ is \(\hat{t}\)-human computable for a human user $H$ if $H$ can evaluate $f$ in his head in \(\hat{t}\) seconds.

**Example:** The function $f(x, y) = x + y \mod 10$ is 1-human computable for many humans.

**Discussion** Informally we say that a function $f$ is human-computable if a human user can evaluate $f$ quickly in his head. Intuitively, evaluation of a human computable function must only involve a few operations — otherwise a human will not be able to evaluate the function quickly. Furthermore, the operations must be extremely simple. A human computable function must only involve operations with a very low memory footprint as a typical person can only keep $7 \pm 2$ ‘chunks’ of information in short-term memory [108] at any given time. If the memory footprint of a function is high then the user will need to store intermediate values in long-term memory and recall them mid-computation. We take the view that no human computable function should require users to store intermediate values in long-term memory because the memorization process would necessarily slow down computation\(^3\). Therefore, we can rule out operations involving large numbers. For example, expressions like $98423 + 498874 \mod 2345$ or $5432^{2340189} \mod 8156243869$ would be very difficult — if not impossible — for most humans to evaluate in their heads. Most humans would be capable of evaluating a long expression like $7 + 1 + 6 + 0 + 8 + 3 + 4 + 7 + 2 + 7 + 8 + 9 + 5 + 3 \mod 10$ in their head — after receiving a few basic preliminary instructions (e.g., only worry about remembering the least significant digit). However, even this expression would take a while to evaluate because it involves many terms. Thus a human computable function involves 1) simple operations with a very small memory footprint 2) few terms, and 3) few operations.

\(^3\)However, we do consider functions that require users to retrieve values from long-term memory. For example, the user might need to remember the value $\sigma(i)$ or the user might need to remember basic arithmetic facts that he memorized in grade school (e.g., $9 + 5 = 14$).
3.3.3 Password Unforgeability

In the password forgeability game the adversary attempts to guess the user’s password for a randomly selected account after he has seen the user’s passwords at \( m \) other randomly selected accounts. We say that a scheme is UF-RCA (Unforgeability against Random Challenge Attacks) secure if any probabilistic polynomial time adversary fails to guess the user’s password with high probability. In the password forgeability game we select the secret mapping \( \sigma : \mathbb{Z} \rightarrow \mathbb{Z} \) uniformly at random along with challenges \( C_1, \ldots, C_{mt+t} \sim X_k \). The adversary is given the function \( f : \mathbb{Z}_k \rightarrow \mathbb{Z} \) and is shown the challenges \( C_1, \ldots, C_{t+1} \) as well as the values \( f(\sigma(C_i)) \) for \( i \in \{t+1, \ldots, mt+t\} \). The game ends when the adversary \( A \) outputs a guess \( \langle q_1, \ldots, q_t \rangle \in \mathbb{Z}_d^t \) for the value of \( \langle f(\sigma(C_1)), \ldots, f(\sigma(C_t)) \rangle \). We say that the adversary wins if he correctly guesses the responses to all of the challenges \( C_1, \ldots, C_t \). Formally, we use

\[
\text{Wins}(A, n, m, t) = \forall i \in \{1, \ldots, t\}, q_i = f(\sigma(C_i))
\]

to denote the event that the adversary wins the game. We are interested in understanding how many example single digit challenge-response pairs the adversary needs to see before he can start breaking the user’s passwords.

**Definition 7.** (Security) We say that a function \( f : \mathbb{Z}_d^k \rightarrow \mathbb{Z}_d \) is UF-RCA \((n, m, t, \delta)\)-secure if for every probabilistic polynomial time (in \( n, m \)) adversary \( A \)

\[
\Pr[\text{Wins}(A, n, m, t)] \leq \delta,
\]

where the randomness is taken over the selection of the secret mapping \( \sigma \sim \mathbb{Z}_d^m \), the challenges \( C_1, \ldots, C_{mt+t} \) as well as the adversary’s coins.

**Discussion**  Our security model in this chapter is different from the security model from Chapter 2 in which the adversary gets to adaptively select which accounts to compromise and which account to attack. While our security model may seem weaker at first glance because the adversary does not get to select which account to compromise/attack, we observe that the password management schemes of Chapter 2 are only secure against one to three adaptive breaches. By contrast, our goal is to design human computable password schemes that satisfy UF-RCA security for large values of \( m \) (e.g. 100), which means that it is reasonable to believe that the user has at most \( m \) password protected accounts. If the user has at most \( m \) accounts then even an adaptive adversary — who gets to compromise all but one account — will not be able to forge the password at any remaining account with probability greater than \( m\delta \) (typically, \( m \ll 1/\delta \)).
3.3.4 Security Parameters of $f$

Given a function $f : \mathbb{Z}_d^k \rightarrow \mathbb{Z}_d$ we define the function $Q^f : \mathbb{Z}_d^{k+1} \rightarrow \{\pm 1\}$ s.t. $Q^f(x, i) = 1$ if $f(x) = i$; otherwise $Q^f(x, i) = -1$. We use $Q^f_\sigma$ to define a distribution over $X_k \times \mathbb{Z}_d$ (challenge-response pairs) as follows

$$\Pr_{Q^f_\sigma} [C, i] = \frac{Q^f(\sigma(C), i) + 1}{2|X_k|}.$$

Intuitively, $Q^f_\sigma$ is the uniform distribution over challenge response pairs $(C, j)$ s.t. $f(\sigma(C)) = j$. We also use $Q^{f,j} : \mathbb{Z}_d^k \rightarrow \{\pm 1\}$ ($Q^{f,j}(x) = Q^f(x, j)$) to define a distribution over $X_k$. We write the Fourier decomposition of a function $Q : \mathbb{Z}_d^k \rightarrow \{\pm 1\}$ as follows

$$Q(x) = \sum_{\alpha \in \mathbb{Z}_d^k} \hat{Q}_\alpha \cdot \chi_\alpha(x),$$

where our basis functions are

$$\chi_\alpha(x) = \exp\left(\frac{-2\pi \sqrt{-1}(x \cdot \alpha)}{d}\right).$$

We say that a function $Q$ has degree $\ell$ if $\ell = \max \{H(\alpha) \mid \alpha \in \mathbb{Z}_d^k\}$ — equivalently if $Q(x) = \sum_{i} Q_i(x)$ can be expressed as a sum of functions where each function $Q_i : \mathbb{Z}_d^k \rightarrow \mathbb{R}$ depends on at most $\ell$ variables.

**Definition 8.** We use $r(Q) = \min \{H(\alpha) \mid \exists \alpha \in \mathbb{Z}_d^k, \hat{Q}_\alpha \neq 0 \land \alpha \neq \vec{0}\}$ to denote the distributional complexity of $Q$, and we use $r(f) = \min \{r(Q^{f,j}) \mid j \in \mathbb{Z}_d\}$ to denote the distributional complexity of $f$. We use

$$g(f) = \min \{\ell \in \mathbb{N} \cup \{0\} \mid \exists \alpha \in \mathbb{Z}_d^\ell, S \subseteq [k].s.t. |S| = \ell \land f_{|S,\alpha} \text{ is a linear function}\},$$

to denote the minimum number of variables that must be fixed to make $f$ a linear function. Here, $f_{|S,\alpha} : \mathbb{Z}_d^{k-\ell} \rightarrow \mathbb{Z}_d$ denotes the function $f$ after fixing the variables at the indices specified by $S$ to $\alpha$. Finally, we use $s(f) = \min \{r(f)/2, g(f) + 1\}$ as our composite security measure.

We argue that a human computable password scheme — given by a function $f$ — is secure against $m = \tilde{\Omega}(n^s(f))$ breaches. In particular, we argue that any
statistical algorithm needs to see at least \( m = \Omega\left(n^{r(f)/2}\right) \) challenge response pairs to (approximately) recover the secret mapping \( \sigma \). We also demonstrate that any adversary that can break the security of our password scheme after seeing \( m \) challenge response pairs can be used to approximately recover the secret mapping using only \( \tilde{O}(m) \) challenge response pairs.

### 3.4 Statistical Adversaries and Lower Bounds

Our main technical result (Theorem 6) is a lower bound on the number of single digit challenge-response pairs that a statistical algorithm needs to see to (approximately) recover the secret mapping \( \sigma \). Our results are quite general and may be of independent interest. Given any function \( f : \mathbb{Z}_d^k \rightarrow \mathbb{Z}_d \) we prove that any statistical algorithm needs \( \Omega\left(n^{r(f)/2}\right) \) examples before it can find a secret mapping \( \sigma' \in \mathbb{Z}_d^n \) such that \( \sigma' \) is \( \epsilon \)-correlated with \( \sigma \). We first introduce statistical algorithms in section 3.4.1 before stating our main lower bound for statistical algorithms in section 3.4.2. We also provide a high level overview of our proof in section 3.4.2.

#### 3.4.1 Statistical Algorithms

Let \( \mathcal{D} \) denote a set of distributions over a domain \( X \), let \( \mathcal{F} \) denote a set of solutions and \( \mathcal{Z} : \mathcal{D} \rightarrow 2^\mathcal{F} \). The distributional search problem [72] \( \mathcal{Z} \) over \( \mathcal{D} \) and \( \mathcal{F} \) is the following problem: Given access to \( m \) random samples from an unknown distribution \( D \in \mathcal{D} \) find a solution \( s \in \mathcal{Z}(D) \subseteq \mathcal{F} \). For a solution \( s \in \mathcal{F} \) we will use \( \mathcal{Z}^{-1}(s) \subseteq \mathcal{D} \) to denote the set of distributions for which \( s \) is a valid solution (e.g., \( D' \in \mathcal{D} \) s.t. \( s \in \mathcal{Z}(D') \)). We can think of our planted constrained satisfiability problem as a distributional search problem. For example, in our context \( X = X_k \times \mathbb{Z}_d \subseteq [n]^k \times \mathbb{Z}_d \) denotes the set of all possible single-digit challenge response pairs, and our solution space \( \mathcal{F} = \mathbb{Z}_d^n \) is the set of possible mappings. Each \( \sigma \in \mathcal{F} \) defines a unique distribution \( D_\sigma = Q_\sigma f \) over challenge response pairs and \( \mathcal{Z}(D_\sigma) \) would denote the set of all assignments \( \tau \in \mathbb{Z}_d^n \) that are \( \epsilon \)-correlated with \( \sigma \). Now the distributional search problem is to find an assignment \( \tau \in \mathbb{Z}_d^n \) that is \( \epsilon \)-correlated with our planted solution \( \sigma \) (the secret mapping) given \( m \) challenge-response pairs.

A statistical algorithm can access the input distribution by querying the 1-MSTAT oracle or by querying the VSTAT oracle.
Definition 9. [73][1-MSTAT(L) oracle and VSTAT oracle] Let $D$ be the input distribution over the domain $X$. Given any function $h : X \rightarrow \{0, 1, \ldots, L - 1\}$, 1-MSTAT(L) takes a random sample $x$ from $D$ and returns $h(x)$. For an integer parameter $T > 0$ and any query function $h : X \rightarrow \{0, 1\}$, VSTAT($T$) returns a value $v \in [p - \tau, p + \tau]$ where $p = \mathbb{E}_{x \sim D}[h(x)]$ and $\tau = \max\left\{\frac{1}{T}, \sqrt{\frac{p(1-p)}{T}}\right\}$.

The discrimination norm [73] of a set of distributions $\mathcal{D}'$ relative to a distribution $D$ is denoted by $\kappa_2(\mathcal{D}', D)$ and defined as follows:

$$\kappa_2(\mathcal{D}', D) = \max_{h, \|h\|_D = 1} \{\mathbb{E}_{D' \sim \mathcal{D}'}[\|\mathbb{E}_{D'}[h] - \mathbb{E}_D[h]\|]\}$$

where $\|h\|_D = \sqrt{\mathbb{E}_{x \sim D}[h^2(x)]}$. In our setting $\mathcal{D}' \subseteq \{Q_{\sigma}^j : \sigma \in Z_d^d\}$ and our reference distribution $D$ is the uniform distribution over $X_k \times Z_d$ so we can write

$$\kappa_2(\mathcal{D}', D) = \max_{h, \|h\|_D = 1} \left\{\mathbb{E}_{\sigma \sim Z_d^d} \left[\mathbb{E}_{Q_{\sigma}^j \in \mathcal{D}'}[\|\Delta(\sigma, h)\|]\right]\right\},$$

where

$$\Delta(\sigma, h) = \mathbb{E}_{(c, j) \sim Q_{\sigma}^j} \left[h(C, j)\right] - \mathbb{E}_{(c, j) \sim X_k \times Z_d} \left[h(C, j)\right].$$

Definition 10. [73] For $\kappa > 0, \eta > 0$, domain $X$ and a search problem $\mathcal{Z}$ over a set of solutions $\mathcal{F}$ and a class of distributions $\mathcal{D}$ over $X$, let $d'$ be the largest integer such that there exists a reference distribution $D$ over $X$ and a finite set of distributions $\mathcal{D}_s \subseteq \mathcal{D}$ with the following property: for any solution $a \in \mathcal{F}$ the set $\mathcal{D}_s = \mathcal{D} \setminus Z_d^{-1}(a)$ has size at least $(1 - \eta) \cdot |\mathcal{D}_s|$ and for any subset $\mathcal{D}' \subseteq \mathcal{D}_s$, where $|\mathcal{D}'| \geq |\mathcal{D}_s|/d'$, $\kappa_2(\mathcal{D}', D) \leq \kappa$. The statistical dimension with discrimination norm $\kappa$ and error parameter $\eta$ of $\mathcal{Z}$ is $d'$ and denoted by $\text{SDN}(\mathcal{Z}, \kappa, \eta)$.

Feldman et al. [73] proved the following lower bound on the number of 1-MSTAT(L) queries needed to solve a distributional search problem. Intuitively, Theorem 5 implies that many queries are needed to solve a distributional search problem with high statistical dimension. In Section 3.4.2 we argue that the statistical dimension our distributional search problem (finding $\sigma'$ that is $c$-correlated with the secret mapping $\sigma$ given $m$ samples from the distribution $Q_{\sigma}^j$) is high.

Theorem 5. [73, Theorems 10 and 12] Let $X$ be a domain and $\mathcal{Z}$ be a search problem over a set of solutions $\mathcal{F}$ and a class of distributions $\mathcal{D}$ over $X$. For $\kappa > 0$ and $\eta \in (0, 1)$, let $d' = \text{SDN}(\mathcal{Z}, \kappa, \eta)$. Let $D$ be the reference distribution and $\mathcal{D}_s$ be a set of distributions
for which the value $d'$ is achieved. Any randomized statistical algorithm that, given access to a $VSTAT\left(\frac{1}{3\varepsilon}\right)$ (resp. $1-MSTAT\left(L\right)$) for a distribution chosen randomly and uniformly from $\mathcal{D}_D$, succeeds with probability $\Lambda > \eta$ over the choice of distribution and internal randomness requires at least $\frac{\Lambda - \eta}{1 - \eta}d'$ (resp. $\Omega\left(\frac{d'(\Lambda - \eta)}{1 - \eta}, \frac{(\Lambda - \eta)^2}{\varepsilon^2}\right)$) calls to the oracle.

As Feldman et al. [73] observe, almost all known algorithmic techniques can be modeled within the statistical query framework. In particular, techniques like Expectation Maximization[62], local search, MCMC optimization[83], first and second order methods for convex optimization, PCA, ICA, k-means can be modeled as a statistical algorithm even with $L = 2$ — see [37] and [55] for proofs. One issue is that a statistical simulation might need polynomially more samples. However, for $L > 2$ we can think of our queries to $1-MSTAT(L)$ as evaluating $L$ disjoint functions on a random sample. Indeed, Feldman et al. [73] demonstrate that there is a statistical algorithm for binary planted satisfiability problems using $\tilde{O}\left(n^{r(f)/2}\right)$ calls to $1-MSTAT\left(n^{\lceil r(f)\rceil/2}\right)$.

**Remark 1.** We can also use the statistical dimension to lower bound the number of queries that an algorithm would need to make to other types of statistical oracles to solve a distributional search problem. For example, we could also consider an oracle $MVSTAT(L,T)$ that takes a query $h : X \rightarrow \{0, \ldots, L - 1\}$ and a set $S$ of subsets of $\{0, \ldots, L - 1\}$ and returns a vector $v \in \mathbb{R}^L$ s.t for every $Z \in S$

$$\left|\sum_{i \in Z} v[i] - p_Z\right| \leq \max\left\{\frac{1}{T}, \sqrt{\frac{p_Z (1 - p_Z)}{T}}\right\},$$

where $p_Z = \Pr_{x \sim D}[h(x) \in Z]$ and the cost of the query is $|S|$. Feldman et al. [73, Theorem 7] proved lower bounds similar to Theorem 5 for the $MVSTAT$ oracle. In this paper we focus on the $1-MSTAT$ and $VSTAT$ oracles for simplicity of presentation.

### 3.4.2 Statistical Dimension Lower Bounds

We are now ready to state our main technical result.

**Theorem 6.** Let $\sigma \in \mathbb{Z}_d^n$ denote a secret mapping chosen uniformly at random and let $\mathcal{Z}_{Q,f}$ be a planted constrained satisfiability problem with distribution $Q_{\sigma}^f$ over $X_k \times \mathbb{Z}_d$, where $f$ has distributional complexity $r = r(f)$. Any randomized statistical algorithm that finds
an assignment $\tau$ such that $\tau$ is $\left(\sqrt{-2\ln(\eta/2)/n}\right)$-correlated with $\sigma$ with probability at least $\Lambda > \eta$ over the choice of $\sigma$ and the internal randomness of the algorithm needs at least $m$ calls to the 1-MSTAT(L) oracle (resp. VSTAT$\left(\frac{n'}{2(\log n)^r}\right)$) with $m \cdot L \geq c_1 \left(\frac{n}{\log n}\right)^T$ (resp. $m \geq n^{c_1 \log n}$) for a constant $c_1 = \Omega_k(1/\Lambda - \eta)$ (1). In particular if we set $L = \left(\frac{n}{\log n}\right)^{r/2}$ then our algorithms needs at least $m \geq c_1 \left(\frac{n}{\log n}\right)^{r/2}$ calls to 1-MSTAT(L).

The proof of Theorem 6 follows from Theorems 7 and 5. Theorems 6 and 7 generalize results of Feldman et al. The results of Feldman et al. [73] only apply for functions $f : \{0, 1\}^k \rightarrow \{0, 1\}$. An interested reader can find our proofs in Appendix 8.2. At a high level our proof proceeds as follows: Given any function $h : X_k \rightarrow \mathbb{R}$ we show that $\Delta(\sigma, h)$ can be expressed in the following form:

$$\Delta(\sigma, h) = \sum_{\ell = r(f)}^k \frac{1}{|X_\ell|} b_\ell(\sigma),$$

where $|X_\ell| = \Theta(n^\ell)$ and each function $b_\ell$ has degree $\ell$ (Lemma 5). We then use the general hypercontractivity theorem [116, Theorem 10.23] to obtain the following concentration bound.

**Lemma 3.** Let $b : \mathbb{Z}_d^n \rightarrow \mathbb{R}$ be any function with degree at most $\ell$, and let $S \subseteq \mathbb{Z}_d^n$ be a set of assignments for which $d' = d^n/|S| \geq e^\ell$. Then $E_{\sigma \sim S}[|b(\sigma)|] \leq 2(\ln d'/c_0)^{\ell/2}||b||_2$, where $c_0 = \ell \left(\frac{1}{2d}\right)$ and $||b||_2 = \sqrt{E_{x \sim \mathbb{Z}_d^n}[b(x)^2]}$.

We then use Lemma 3 to bound $E_{\sigma \sim S}[\Delta(\sigma, h)]$ for any set $S \subseteq \mathbb{Z}_d^n$ such that $|S| = \left|\mathbb{Z}_d^k\right|/d'$ (Lemma 8). This leads to the following bound on $\kappa_2(D', U_k) = O_k\left(\left(\ln d' / n\right)^{r(f)/2}\right)$.

**Theorem 7.** Let $\mathcal{Z}_{Q, e}$ denote the problem of finding for every $\sigma \in \mathbb{Z}_d^n$, an assignment $\tau \in \mathbb{Z}_d^k$ that is $e$-correlated with $\sigma$ given access to distribution $Q_f$ over $X_k \times \mathbb{Z}_d$. Then there exists a constant $c_Q > 0$ such that for any $e > 1/\sqrt{n}$ and $q \geq n$,

$$\text{SDN} \left(\mathcal{Z}_{Q, e}, \frac{c_Q (\log q)^{r/2}}{n^{r/2}}, 2e^{-n/2}\right) \geq q,$$

where $r = r(f)$ is the distributional complexity of $f$. 67
3.5 Security Analysis

In this section we analyze the security of a human computable password scheme using our statistical query lower bounds as a building block. In section 3.5.1 we show that any adversary that breaks UF-RCA security can also (approximately) recover the secret mapping \( \sigma \). As we showed in Section 3.4 statistical algorithms need at least
\[
m = \tilde{\Omega} \left( n r \left( r(f) / 2 \right) \right)
\]
challenge-response pairs to recover the secret mapping. This implies that no statistical adversary can break UF-RCA security. This is significant because most known algorithmic techniques can be modeled within the statistical query framework. While Gaussian Elimination is a notable exception, we show that an adversary needs
\[
m = \tilde{\Omega} \left( n r \left( r(f) / 2 \right) \right)
\]
challenge-response pairs to recover \( \sigma \) using Gaussian Elimination in Section 3.5.2.

3.5.1 Breaking UF-RCA is Equivalent to Secret Recovery

Theorem 6 only establishes that it is hard for a statistical adversary to properly learn the secret mapping \( \sigma \). Could an adversary win our password security game without properly learning the secret mapping? In learning theory it is NP-hard to find a 2-term DNF that is consistent with a given dataset. However, just because 2-DNF is hard to learn in the proper learning model does not mean that learning 2-DNF is hard. Indeed, if we allow our learning algorithm to output a linear classifier instead of a 2-term DNF then 2-DNF is easy to learn [96]. Of course, for some functions it is very easy to predict challenge-response pairs without learning \( \sigma \). For example, if \( f \) is the constant function — or any function highly correlated with the constant function — then it is easy to predict the value of \( f ( \sigma (C)) \). However, any function that is highly correlated with a constant function is a poor choice for a human computable passwords scheme. We argue that any adversary that can win the password game can be converted into an adversary that properly learns \( \sigma \) provided that our function \( f \) has certain reasonable properties.

**Definition 11.** We say that a function \( f \) is \((\delta_1, \delta_2)\)—hard to predict if \( \forall \sigma, \sigma' \in \mathbb{Z}_d^n \) s.t. \( \sigma \) is \( \delta_1 \)-balanced and \( \sigma' \) is not \( \delta_1 \)-correlated with \( \sigma \) we have
\[
\Pr_{C \sim \mathcal{X}_d} [ f ( \sigma (C)) = f (\sigma' (C))] \leq \frac{1}{d} + \delta_2.
\]

Intuitively, Definition 11 says that if \( \sigma \) is approximately balanced (e.g., for each \( i \in \mathbb{Z}_d \) the string \( \sigma \) contains \( \approx n / d \) i's) and \( \sigma' \) is not \( \delta_1 \)-correlated with \( \sigma \) then \( f (\sigma' (C)) \)
is not a good predictor of \( f(\sigma(C)) \). We note that if \( f \) is highly correlated with a constant function then \( f(\sigma'(C)) \) will always be a good predictor of \( f(\sigma(C)) \).

Corollary 1 says that any statistical adversary needs to see at least \( \tilde{\Omega}\left(\frac{n^{(f)/2}}{r^2}\right) \) example challenge response pairs before it can accurately guess the value of \( f(\sigma(C)) \) for a randomly chosen challenge \( C \in X_k \). Corollary 1 follows easily from Theorems 8 and 6.

**Theorem 8.** Let \( f \) be \((\delta_1, \delta_2)-hard\) to predict, let \( \sigma \sim \mathbb{Z}_d^n \) denote the secret mapping, let \( \epsilon > 0 \) be any constant and suppose that we are given labels \( \ell_C \in \mathbb{Z}_d \) for every \( C \in X_k \) s.t

\[
\Pr_{C \sim X_k} \left[ f(\sigma(C)) = \ell_C \right] \geq \frac{1}{d} + \delta_2 + \epsilon.
\]

There is a polynomial time algorithm (in \( n, 1/\epsilon, 1/\delta_2 \)) that with high probability finds a mapping \( \sigma' \in \mathbb{Z}_d^n \) such that \( \sigma' \) is \( \delta_1 \)-correlated with \( \sigma \) provided that \( \sigma \) is \( \delta_1 \)-balanced.

**Corollary 1.** Let \( \epsilon > 0 \) be any constant and let \( \mathcal{A} \) be any statistical adversary that outputs labels \( \ell_C \) for each clause \( C \in X_k \) after making at most \( m = o\left(\frac{n^{(f)/2}}{\log^{(f)} n}\right) \) queries to 1-MSTAT \( \left(\frac{n^{(f)/2}}{r^2}\right) \). If \( f \) is \((\delta_1, \delta_2)-hard\) to predict then with probability \( 1 - o(1) \) we have

\[
\Pr_{\sigma \sim \mathbb{Z}_d^n} \left[ f(\sigma(C)) = \ell_C \right] \leq \frac{1}{d} + \delta_2 + \epsilon.
\]

We will briefly overview the proof of Theorem 8 here — see Appendix 8.4 for more details. We first randomly partition \([n]\) into \( n/\tau \) parts \( S_1, ..., S_{n/\tau} \) where \( \tau = \tilde{\Theta}(\log n) \). For each set \( S_i \), we can check all of the mappings \( \sigma'_i(S_i) \in \mathbb{Z}_d^{\tau} \) to find the one that is consistent with the most noisy labels \( \ell_C \) for each \( C \in S_i \). With high probability for each set \( S_i \) we have

\[
\Pr_{C \sim X_k} [\ell_C = f(\sigma(C)) | C \subset S_i] \approx \Pr_{C \sim X_k} [\ell_C = f(\sigma(C))].
\]

Because \( f \) is \((\delta_1, \delta_2)-hard\) to guess this means that for each \( i \) the strings \( \sigma'_i(S_i) \in \mathbb{Z}_d^{\tau} \) and \( \sigma(S_i) \in \mathbb{Z}_d^n \) are \( \delta_2 \)-correlated. We combine each of the \( \sigma'_i \) mappings to construct a mapping \( \sigma' \in \mathbb{Z}_d^n \) that is \( \delta_2 \)-correlated with \( \sigma \).

Theorem 9 further extends our argument. Any adversary \( \mathcal{A} \) that can win our security game could be used in a blackbox manner to recover a mapping \( \sigma' \) that is highly correlated with the secret mapping \( \sigma \). Theorem 9 implies that no statistical adversary can break the security of our human computable password schemes with \( o\left(n^{(f)}\right) \) examples.
Claim 1. Let $\mathcal{A}$ be an adversary s.t \( \Pr[\text{Wins}(\mathcal{A}, n, m, t)] > \left(\frac{1}{d} + \delta + \epsilon\right)^t \) and let $b = \mathcal{A}_{C_1, \ldots, C_m}$ then

$$\Pr_{i \sim [t], C \sim X_k, C_1, \ldots, C_m \sim X_k, C'_1, \ldots, C'_m} \left[ P_{b, C_1, \ldots, C_m} (C, i) = f (\sigma (C)) \mid P_{b, C'_1, \ldots, C'_m} (C, i) \neq \bot \right] \geq \left(\frac{1}{d} + \delta + \epsilon\right).$$
Now we can select a random index $i_C \sim [t]$ for each clause $C \in X_k$, and set $\ell_C = \mathcal{P}_{b, C_1, ..., C_t}(C, i_C)$ whenever $\mathcal{P}_{b, C_1, ..., C_t}(C, i_C) \neq \bot$. The remaining challenge is that we need to label for all of the clauses $C \in X_k$ before we can apply Theorem 8. To ensure that all clauses are labeled we construct multiple independent predictors. Notice that for each clause $C \in X_k$ the probability that $\mathcal{P}_{b, C_1, ..., C_t}(C, i_C), \bot$ is at least $1/t$ (the probability that $i_C = 1$).

### 3.5.2 Gaussian Elimination

Most known algorithmic techniques can be modeled within the statistical query framework. Gaussian Elimination is a notable exception. As an example consider the function $f(x_1, \ldots, x_7) = x_1 + \ldots + x_7 \mod 10$ (in this example $r(f) = 7$ and $g(f) = 0$). Our previous results imply that any statistical algorithm would need to see at least $m = \tilde{\Omega}(n^7/2)$ challenge response pairs $(C, f(\sigma(C)))$ to recover $\sigma$. However, it is trivial to recover $\sigma$ from $O(n)$ random challenge response pairs using Gaussian Elimination. In general, consider the following attacker shown in algorithm 3.1, which uses Gaussian Elimination. Algorithm 3.1 relies on the subroutine $\text{TryExtract}(C, f(\sigma(C)), S, \alpha)$, which attempts to extract a linear constraint from $(C, f(\sigma(C)))$ under the assumption that $\sigma(S) = \alpha$. We assume $\text{TryExtract}(C, f(\sigma(C)), S, \alpha)$ returns $\emptyset$ if it cannot extract a linear constraint.

#### Algorithm 3.1 GaussianAttack

**Input:** Clauses $C_1, \ldots, C_m \sim X_k$, and labels $f(\sigma(C_1)), \ldots, f(\sigma(C_m))$.

```plaintext
for all $S \in X_{g(f)}$, $\alpha \in \mathbb{Z}_d^{g(f)}$ do
    $\text{LC} \leftarrow \emptyset$  
    for all $C \in \{C_1, \ldots, C_m\}$ do
        $\text{LC} \leftarrow \text{LC} \cup \text{TryExtract}(C, f(\sigma(C)), S, \alpha)$
        if $|\text{LC}| \geq n$ then
            $\sigma' \leftarrow \text{LinearSolve}(\text{LC})$
            if $\forall i \in [m]. f(\sigma'(C_i)) = f(\sigma(C_i)) \in C$ then return $\sigma'$
```

Fact 1 says that an attacker needs at least $m = \tilde{\Omega}(n^{1+g(f)})$ challenge-response pairs to recover $\sigma$ using Gaussian Elimination. This is because the probability that $\text{TryExtract}(C, f(\sigma(C)), S, \alpha)$ extracts a linear constraint is at most $O\left(\left(\frac{|S|}{n}\right)^{-g(f)}\right)$, which is $O\left(n^{-g(f)}\right)$ for $|S|$ constant. The adversary needs $O(n)$ linearly independent
constraints to run Gaussian Elimination. If the adversary can see at most $O(n^{s(f)})$ examples neither approach (Statistical Algorithms or Gaussian Elimination) can be used to recover $\sigma$.

**Fact 1.** Algorithm 3.1 needs to see at least $m = \tilde{\Omega}(n^{1+g(f)})$ challenge-response pairs to recover $\sigma$.

Remark 2 explores the tradeoff between the adversary’s running time and the number of challenge-response pairs that an adversary would need to see to recover $\sigma$ using Gaussian elimination. In particular the adversary can recover $\sigma$ from $\tilde{O}(n^{1+g(f)/2})$ challenge-response pairs if he is willing to increase his running time by a factor of $d^{\sqrt{n}}$. In practice, this attack may be reasonable for $n \leq 100$ and $d = 10$, which means that it may be beneficial to look for candidate human computable functions $f$ that maximize $\min\{r(f)/2, 1+g(f)/2\}$ instead of $s(f)$ whenever $n \leq 100$.

**Remark 2.** If the adversary correctly guesses value of $\sigma(S)$ for $|S| = n^\epsilon$ then he may be able to extract a linear constraint from a random example with probability $\Omega(1/n^{1-\epsilon}g(f))$. The adversary would only need $\tilde{O}(n^{1+(1-\epsilon)g(f)})$ examples to solve for $\sigma$, but his running time would be proportional to $d^{\epsilon n}$ — the expected number of guesses before he is correct.

### 3.6 Candidate Secure Human Computable Functions

For all of our candidate human computable functions $f : \mathbb{Z}_d^k \rightarrow \mathbb{Z}_d$ we fix $d = 10$ because most humans are used to performing arithmetic operations on digits. A good human computable function should balance security and usability. A secure human computable function should have $r(f)$ and $g(f)$ large. This makes it challenging to simultaneously achieve usability because usable human computable function should only require the user to perform a few simple operations to evaluate $f$. We present two candidate human computable functions and analyze their security parameters. We consider the usability of our human computable password schemes by (1) discussing ways that the secret mapping could be memorized easily, (2) analyzing the extra effort that a user needs to spend rehearsing to remember the secret mapping $\sigma$, and (3) estimating the time it would take a human user to compute a password. Algorithms 3.2 and 3.3 illustrate the authentication process. To protect users from offline attacks in the event of a server breach, passwords should be stored using a slow cryptographic hash function $H$ like BCRYPT [122]. Servers could also use GOTCHAs (Chapter 6) or HOSPs [51] for additional protection.
Mnemonics to help memorize $\sigma$ In practice, we envision that the user memorizes a mapping from $n$ objects (e.g., images) to digits. For example, if $n = 26$ and $d = 10$ then the user might memorize a mapping from characters to digits. To memorize the mapping $\sigma(D) = 2$ we might show a visually inclined user an animation of the letter D transforming into a 2 (see Figure 3.1a). If instead $\sigma(D) = 9$ then we would show the user a different animation (see Figure 3.1b). One nice feature of this approach is that we only need to generate $nd$ illustrations to help our users memorize any mapping (e.g., to help users memorize any mapping from characters to digits we would need just 260 such illustrations — 10 for each character).

Algorithm 3.2 CreateChallenges

Input: $n, m, \text{base } d, \text{random bits } b$, images $I_1, \ldots, I_n$, and mnemonic helpers $M_{i,j}$ for $i \in [n], j \in \{0, \ldots, d - 1\}$.

- Generate and Memorize Secret Mapping

  for $i = 1 \rightarrow n$ do
  $\sigma(i) \sim \{0, \ldots, d - 1\}$ %Using random bits $b$
  $M_i \leftarrow M_{i,\sigma(i)}$ (User) Using $M_i$ memorizes the association $(I_i, \sigma(i))$ for $i \in [n]$.

- Generate Challenges

  for $i = 1 \rightarrow m$ do
  for $j = 1 \rightarrow t$ do
  $C_i^j \sim X_k$
  $\tilde{C}_i \leftarrow \langle C_i^1, \ldots, C_i^t \rangle$ \hspace{1cm} $\triangleright\ H$ is a strong cryptographic hash function
  (User) Computes $\langle q_1, \ldots, q_t \rangle = f(\sigma(\tilde{C}_i))$
  (Server $i$) Stores $h_i = H(\tilde{C}_i, \langle q_1, \ldots, q_t \rangle)$

  return $\tilde{C}_1, \ldots, \tilde{C}_m$
Algorithm 3.3 Authenticate

Input: Security parameter $t$. Account $i \in [m]$. Challenges $\tilde{C}_1, \ldots, \tilde{C}_m$.

\[
\langle C_1, \ldots, C_t \rangle \leftarrow \tilde{C}_i
\]

$\triangleright$ Display Single Digit Challenges

for $j = 1 \rightarrow t$

(Semi-Trusted Computer) Displays $C_j$ to the user.

(User) Computes $q_j \leftarrow f(\sigma(C_j))$.

(Semi-Trusted Computer) Sends $\langle q_1, \ldots, q_t \rangle$ to the server for account $i$.

(Server) Verifies that $H(\tilde{C}_i, \langle q_1, \ldots, q_t \rangle) = h_i$

3.6.1 Candidate Scheme 1

Our first candidate human computable password scheme uses the function

\[
f_1(x_0, x_1, x_2, x_3, x_4, \ldots, x_{13}) = x_{13} + x_{12} + x_{(x_{11} + x_{10}) \mod 10} \mod 10.
\]

Claim 2 and Theorems 6 and 9 provide strong evidence that an adversary will need to see $\tilde{\Omega}(n^{1.5})$ example challenge-response pairs before he can recover the secret mapping $\sigma$ or begin to forge the user’s passwords. A formal proof of Claim 2 can be found in the appendix. We first observe that to influence the value of $f_1(x_0, \ldots, x_{13})$ we must fix the values of $x_{12}, x_{13}$ and at least one $x_i$ for $i \in \mathbb{Z}_{10}$. Similarly, we must fix the values of $x_{10}$ and $x_{11}$ to make the resulting function linear. Therefore, $r(f_1) = 3$ and $g(f_1) = 2$.

Claim 2. $r(f_1) = 3$, $g(f_1) = 2$ and $s(f_1) = 3/2$.

The proof of fact 2 can be found in the appendix.

Fact 2. $f_1$ is $(0.01, 0.045)$—hard to predict.

Remark 3. Claim 2 and Theorem 6 imply that any statistical adversary needs to see $\tilde{\Omega}(n^{3/2})$ example challenge-response pairs to recover $\sigma$ in the human computable password scheme given by $f_1$. Fact 2 and Corollary 1 demonstrate that a statistical adversary needs at least $\tilde{\Omega}(n^{3/2})$ example challenge response pairs before it can guess the response to a random challenge with probability $> 0.145$. Theorem 9 provides strong evidence that $f_1$ is UF – RCA ($n, m, t, \delta$) – secure for $m = \tilde{\Omega}(n^{3/2})$ and $\delta > 0.145^t$.
3.6.2 Candidate Scheme 2

Our second candidate human computable password scheme uses the function

\[ f_2(x_0, x_1, x_2, x_3, x_4, \ldots, x_{13}) = x_{13} + x_{12} + x_{11} + x_{(x_{10} \mod 10)} \mod 10. \]

Claim 3 and Theorem 6 provide strong evidence that an adversary will need to see \( \Omega(n^{1.5}) \) example challenge-response pairs before he can recover the secret mapping \( \sigma \) or begin to forge the user’s passwords. The proof of Claim 3 is very similar to the proof of Claim 2. To influence the value of \( f_1(x_0, \ldots, x_{13}) \) we must fix the values of \( x_{11}, x_{12}, x_{13} \) and at least one \( x_i \) for \( i \in \mathbb{Z}_{10} \). Similarly, we must fix the value of \( x_{10} \) to make the resulting function linear. Therefore, \( g(f_2) = 1 \) and \( r(f_2) = 3 \).

Claim 3. \( r(f_2) = 4 \), \( g(f_2) = 1 \) and \( s(f_2) = 2 \).

Fact 3. \( f_2 \) is \((0.01, 0.01)\) — hard to predict.

Remark 4. Claim 2 and Theorem 6 imply that any statistical adversary needs to see \( \Omega(n^2) \) example challenge response pairs to recover \( \sigma \) in the human computable password scheme given by \( f_2 \). Fact 2 and Corollary 1 demonstrate that a statistical adversary needs at least \( \Omega(n^2) \) example challenge response pairs before it can guess the response to a random challenge with probability \( > 0.11 \). Theorem 9 provides strong evidence that \( f_1 \) is \((n, m, t, \delta) \) for \( m = \Omega(n^2) \) and \( \delta > 0.11^t \).

3.6.3 Usability:

We analyze usability along two dimensions: (1) the extra effort required for the user to memorize and rehearse the secret mapping \( \sigma \), and (2) the time that it takes the user to compute his password when he wants to login.

Memorizing and Rehearsing \( \sigma \)

We adopt the usability model from Chapter 2.4 to quantify the extra effort that a user would need to spend rehearsing the mapping \( \sigma \) (the results are summarized in Table 3.1). We quantify usability by calculating \( E[XR_{365}] \), the expected number of extra rehearsals that the user will be required to do to remember the secret mapping \( \sigma \) during the first year.
**Review.** Suppose that the user has \( m \) accounts \( A_1, \ldots, A_m \). Recall that a visitation schedule for an account \( A_i \) is a sequence of real numbers \( \tau^i_0 < \tau^i_1 < \ldots \), which represent the times when the account \( A_i \) is visited by the user. Recall that a rehearsal requirement \( \left[ t^c_i, t^c_{i+1} \right] \) for a cue-association pair \((\hat{c}, \hat{a})\) can be satisfied naturally if the user visits a site \( A_j \) that uses the cue \( \hat{c} \) \((\hat{c} \in c_j)\) during the given time window. Here, \( c_j \) denote the set of cue-association pairs that the user must remember when logging into account \( A_j \). In our case the user must remember the cue-association pairs \((i, \sigma(i))\) for each \( i \in [n] \).

**Example:** Consider the human computable function \( f_1 \) from Section 3.6, and suppose that the user has to compute \( f_1(\sigma(C)) \) to authenticate at account \( A_j \), where \( C_i = (x_0, \ldots, x_{13}) \). When the user computes \( f_1 \) he must rehearse the associations \((x_{10}, \sigma(x_{10}))\), \((x_{11}, \sigma(x_{11}))\), \((x_{12}, \sigma(x_{12}))\), \((x_{13}, \sigma(x_{13}))\) and \((x_{i}, \sigma(x_{i}))\) where \( i = (\sigma(x_{10}) + \sigma(x_{11}) \mod 10) \). Thus \( c_j \supset \{x_i, x_{10}, x_{11}, x_{12}, x_{13}\} \). When user authenticates he naturally rehearses each of these associations in \( c_j \).

**Evaluating Usability** Given a sufficient rehearsal schedule and a visitation schedule, Theorem 1 predicts the value of \( XR_t \), the total number of extra rehearsals that a user will need to do to remember all of the cue-association pairs required to reconstruct all of his passwords for \( t \) days. We use the formula from Theorem 1 to obtain the usability results in Table 2.3. To evaluate this formula we need to be given the rehearsal requirements, a visitation schedule \((\lambda_i)\) for each account \( A_i \) and a set of public challenges \( \vec{C}_i \in (X_{14})^{10} \) for each account \( A_i \). The rehearsal requirements are given by the Expanding Rehearsal Assumption from Chapter 2.4 (we use the same association strength parameter \( \sigma = 1 \)), and the visitation schedules for each user are given in Table 2.1. We assume that each password is 10 digits long and that the challenges \( \vec{C}_i \in (X_{14})^{10} \) are chosen at random by algorithm 2.2. Notice that each time the user responds to a single digit challenge he rehearse the secret mapping at five locations (see section 3.6.3). Because the value of \( \mathbb{E}[XR_{365}] \) depends on the particular password challenges that we generated for each account, we ran Algorithm 3.2 and computed the resulting value \( \mathbb{E}[XR_{365}] \) one-hundred times. The values in Table 2.3 represent the mean value of \( \mathbb{E}[XR_{365}] \).

**Discussion** One of the advantages of our human computable passwords schemes is that memorization is essentially a one time cost for our Very Active, Typical and Occasional users. That is once the user has memorized the mapping.
Our Scheme \( (\sigma \in \mathbb{Z}_{10}^n) \) | \( Shared \ Cues \)  
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>User</td>
<td>( n = 100 )</td>
<td>( n = 50 )</td>
<td>( n = 30 )</td>
<td>SC-0</td>
<td>SC-1</td>
</tr>
<tr>
<td>Very Active</td>
<td>0.396</td>
<td>0.001</td>
<td>( \approx 0 )</td>
<td>( \approx 0 )</td>
<td>3.93</td>
</tr>
<tr>
<td>Typical</td>
<td>2.14</td>
<td>0.039</td>
<td>( \approx 0 )</td>
<td>( \approx 0 )</td>
<td>10.89</td>
</tr>
<tr>
<td>Occasional</td>
<td>2.50</td>
<td>0.053</td>
<td>( \approx 0 )</td>
<td>( \approx 0 )</td>
<td>22.07</td>
</tr>
<tr>
<td>Infrequent</td>
<td>70.7</td>
<td>22.3</td>
<td>6.1</td>
<td>( \approx 2.44 )</td>
<td>119.77</td>
</tr>
</tbody>
</table>

Table 3.1: \( E[XR_{365}] \): Extra Rehearsals over the first year to remember \( \sigma \) in our scheme. Compared with \( Shared \ Cues \) schemes SC-0, SC-1 and SC-2[33].

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>E</td>
<td>5</td>
<td>J</td>
</tr>
<tr>
<td>1</td>
<td>F</td>
<td>6</td>
<td>K</td>
</tr>
<tr>
<td>2</td>
<td>G</td>
<td>7</td>
<td>L</td>
</tr>
<tr>
<td>3</td>
<td>H</td>
<td>8</td>
<td>M</td>
</tr>
<tr>
<td>4</td>
<td>I</td>
<td>9</td>
<td>N</td>
</tr>
</tbody>
</table>

Table 3.2: Single-Digit Challenge Layout in Scheme 1  

\( \sigma : \{1, \ldots, n\} \rightarrow \mathbb{Z}_d \) he will get sufficient natural rehearsal to maintain this memory. With the exception of SC-0 (the least secure \( Shared \ Cues \) scheme), our schemes require the user to expend less extra effort rehearsing his secret mapping. Intuitively, this is because human computable password schemes give the user more opportunities to naturally rehearse \( \sigma \) during the authentication process. To compute \( f_1 (\sigma ([1, \ldots, 14])) \) the user would need to recall the values of \( \sigma(11), \sigma(12), \sigma(13), \sigma(14) \) and \( \sigma (1 + (\sigma(11) + \sigma(12) \mod 10)) \). If the user has 10 digit passwords then he will naturally rehearse the value of \( \sigma \) at up to fifty different locations each time he computes one of his passwords. The disadvantage is that the user needs to spend extra time computing his password each time he authenticates.

**Computation Time**

To help the user compute the response to a single digit challenge \( C \) more quickly a semi-trusted computer could display the challenge in a more helpful manner. For example, the challenge \( C = (E, F, G, H, I, J, K, L, M, N, A, B, C, D) \in X_{14} \) might be displayed to the user as in Table 3.2. Now to compute \( f (\sigma (C)) \) in scheme 1 the user would execute the following steps (1) Recall \( \sigma(A) \) — the number associated
with the letter A, (2) Recall $\sigma(B)$, (3) Compute $i = \sigma(A) + \sigma(B) \mod 10$ — without loss of generality suppose that $i = 8$, (4) Find the letter at index $i$ — if $i = 8$, (5) Recall $\sigma(M)$ (6) Recall $\sigma(C)$ (8) Compute $j = \sigma(M) + \sigma(C) \mod 10$ (9) Recall $\sigma(D)$ (10) Return $j + \sigma(D) \mod 10$.

Notice that the computation at each step only relies on values from the last two steps so we do not require the user to keep more than 7 chunks of information in active memory [108]. Thus, in scheme 1 the user can compute his response to a single-digit challenge in 10 mental steps, and it would take $10\ell$ steps to respond to a length-$\ell$ password challenge.

We timed ourselves to determine how long each scheme took one of the authors to evaluate. After the first author had memorized the secret mapping it took him $\hat{t} = 7.5$ seconds on average to respond to compute the response $f(\sigma(C))$ to a random challenge $C \in X_k$ in both schemes. Thus, our schemes are 7.5-human computable for at least some human users so it would take 75 seconds to compute a 10 digit password using this scheme.

### 3.6.4 Statistical Algorithms: Security Upper Bound

Theorem 10 demonstrates that our lower bound for statistical algorithms are asymptotically tight for both of our human computable password schemes. In particular, we demonstrate that $m = \tilde{O}(n^{r(f)/2})$ queries to 1-MSTAT are sufficient for a statistical algorithm to recover $\sigma$.

**Theorem 10.** For $f_i \in \{f_1, f_2\}$ there is a randomized algorithm that makes $O(n^{\max\{1,r(f)/2\}} \log^2 n)$ calls to the 1-MSTAT $(n^{r(f)/2})$ oracle and returns $\sigma$ with probability $1 - o(1)$.

For binary functions $f' : \{0, 1\}^k \rightarrow \{0, 1\}$, Feldman et al. [73] gave a randomized statistical algorithm to find $\sigma' \in \{0, 1\}^n$ using just $O(n^{r(f)/2} \log^2 n)$ calls to the 1-MSTAT $(n^{r(f)/2})$ oracle. Their main technique is a discrete spectral iteration procedure to find the eigenvector (singular vector) with the largest eigenvalue (singular value) of a matrix $M$ sampled from a distribution $M_{\sigma', \mu}$ over $[X_{r(f)/2}] \times [X_{r(f)/2}]$ matrices. With probability $1 - o(1)$ this eigenvector will encode the value $\sigma'(C)$ for each clause $C \in X_{r(f)/2}$. We show that the discrete spectral iteration algorithm of

---

4 Admittedly, we may not be a representative sample for an average human user, but we would argue that this is at least a reasonable approximation of the average member of the computer science community.
Feldman et al. [73] can be extended to recover \( \sigma \in \mathbb{Z}_{10} \) when \( f \in \{ f_1, f_2 \} \) is one of our candidate human computable functions. See Appendix 8.4.1 for more details.

**Discussion** We note that Theorem 10 cannot be extended to arbitrary functions \( f : \mathbb{Z}_d^k \rightarrow \mathbb{Z}_d \). Consider for example the unique function \( f : \mathbb{Z}_6^{10} \rightarrow \mathbb{Z}_{10} \) s.t. \( f(x_1, \ldots, x_6) \equiv f'(x_1 \mod 2, \ldots, x_6 \mod 2) \mod 2 \) and \( f(x_1, \ldots, x_6) \equiv f''(x_1 \mod 5, \ldots, x_6 \mod 5) \mod 5 \), where \( f' : \mathbb{Z}_2^6 \rightarrow \mathbb{Z}_2 \) and \( f'' : \mathbb{Z}_5^6 \rightarrow \mathbb{Z}_5 \). By the Chinese Remainder Theorem instead of picking a secret mapping \( \sigma \in \mathbb{Z}_{10}^n \) we could equivalently pick the unique secret mappings \( \sigma_1 \in \mathbb{Z}_2^n \) and \( \sigma_2 \in \mathbb{Z}_5^n \) s.t \( \sigma \equiv \sigma_1 \mod 2 \) and \( \sigma \equiv \sigma_2 \mod 5 \). Now drawing challenge response pairs from the distributions \( Q'_f \) is equivalent to drawing challenge-response pairs from the distributions \( Q_{\sigma_1}^{f'} \) and \( Q_{\sigma_2}^{f''} \). Suppose that \( f'(x_1, \ldots, x_6) = x_1x_2 + x_3 + x_4 + x_5 + x_6 \mod 2 \), and \( f''(x_1, \ldots, x_6) = x_1 \). Then we have \( r(f) = \min(r(f'), r(f'')) = r(f'') = 1 \), but \( r(f') = 4 \). We can find \( \sigma_2 \) using \( O \left( n \log^2 n \right) \) calls to 1-MSTAT\((n)\), but to find \( \sigma \) we must first recover \( \sigma_1 \), which requires \( \tilde{\Omega} \left( n^{r(f')/2} \right) = \tilde{\Omega} \left( n^2 \right) \) calls to 1-MSTAT\((n^2)\).

### 3.7 Discussion

#### 3.7.1 Human Computable Passwords Challenge

Our security lower bounds are asymptotic (e.g., an adversary needs to see \( m = \tilde{\Omega} \left( n^{r(f)} \right) \) challenge-response pairs to forge passwords), but in our context the constants are very important. To better understand the exact security bounds in our scheme we created several public challenges to break our candidate human computable password schemes under different parameters (see Table 8.1). The challenges can be found at http://www.cs.cmu.edu/~jblocki/HumanComputablePasswordsChallenge/challenge.htm. For each challenge we selected a random secret mapping \( \sigma \in \mathbb{Z}_{10}^n \) and published (1) \( m \) single digit challenge-response pairs \( (C_1, f(\sigma(C_1))), \ldots, (C_m, f(\sigma(C_m))) \), where each clause \( C_i \) is chosen uniformly at random from \( X_k \), and (2) 20 length—10 password challenges \( \vec{C}_1, \ldots, \vec{C}_{20} \in (X_k)^{10} \). The goal of each challenge is to correctly guess one of the secret passwords \( p_i = f(\sigma(\vec{C}_i)) \) for some \( i \in [20] \). More details can be found in Appendix 8.1.
3.7.2 Security Under Continuous Leakage

Consider the following scenario: the adversary infects the user’s computer with malware which is never detected. Every time the user computes a password in response to a challenge the adversary observes the password in plaintext. One way to protect the user in this extreme scenario would be to generate multiple (e.g., $10^6$) one-time passwords for each of the user’s accounts. While usability concerns make this approach infeasible in a traditional password scheme (it would be far too difficult for the user to memorize a million one-time passwords for each of his accounts), it may be feasible to do this using a human computable password scheme. When we initially generate the secret mapping $\sigma \sim Z_{100}^d$ we could also generate cryptographic hashes for multiple one-time passwords $H(\vec{C}, f_3(\sigma(\vec{C})))$.

We conjecture that the following candidate human computable password scheme $f_3$ could be used to provide security even in this extreme scenario

$$f_3(x_0, x_1, x_2, x_3, x_4, \ldots, x_{31}) = \left( \sum_{i=21}^{31} x_i \right) + x_{\left( \sum_{i=10}^{20} x_i \mod 10 \right)} \mod 10.$$  

The drawback is that $f_3$ will take longer for a user to execute in his head. It requires the user to perform 23 additions modulo 10 compared with three in the previous schemes $f_1$ and $f_2$. The advantage is that the security parameters are quite strong (e.g., $g(f_3) = 11$, $r(f_3) = 12$ and $s(f_3) = 6$), which implies that a polynomial time adversary needs $m = \tilde{\Omega}(n^6)$ challenge response pairs to recover the secret mapping. If $n = 100$ then the adversary would need around $10^{12}$ challenge response pairs before he could break UF-RCA security. Even if the adversary runs in time proportional to $n^{\sqrt{n}}$ and uses the attack from remark 2 he would still need $\tilde{\Omega}(n^{1+5.5})$ examples. If we make the reasonable assumption that a single user has at most $10^5$ accounts and never authenticates to any single account more than $10^6$ times over the course of his life then the adversary will never see enough examples to recover $\sigma$.

3.7.3 Open Questions

Can we precisely characterize the functions $f : Z_d^k \to Z_d$ for which we can efficiently recover $\sigma$ after seeing $\tilde{O}(n^{(k)/2})$ challenge-response pairs? Feldman et al. [73] gave a statistical algorithm that recovers the secret mapping whenever
\[ d = 2 \text{ after making } \tilde{O}\left(n^{r(f)/2}\right) \text{ queries to } 1\text{-MSTAT}\left(n^{r(f)/2}\right). \]

While we show that the same algorithm can be used to recover \( \sigma \) after making \( \tilde{O}\left(n^{r(f)/2}\right) \) queries to 1-MSTAT\( (n^{r(f)/2}) \) in our candidate human computable password schemes with \( d = 10 \), we also showed that these results do not extend to all functions \( f : \mathbb{Z}_d^k \rightarrow \mathbb{Z}_d \).

**Improving Usability**

Is it possible to improve usability by designing a human computable function \( f : \mathbb{Z}_{10}^k \rightarrow \mathbb{Z}_{100} \)? This could potentially allow the user to generate a secure length \( t \) password after responding to only \( t/2 \) challenges. Our statistical dimension lower bounds also hold for functions \( f : \mathbb{Z}_d^k \rightarrow \mathbb{Z}_{d^2} \). As before the challenge would be designing a function that is human computable and has strong security properties (e.g., \( s(f) \) is large and \( f \) is \( (\delta_1, \delta_2) \)-hard to guess).
Chapter 4

Empirical Validation of User Model

4.1 Introduction

In this chapter we discuss our ongoing user study to quantify the effects of rehearsal and the use of mnemonic techniques on long term memory retention. We are conducting this study online using Amazon’s Mechanical Turk framework. Our goal is to empirically evaluate the usability model presented in Chapter 2 as well as the Shared Cues password management scheme.

Specific Rehearsal Schedules: Recall that the usability model of Chapter 2 was based on a sufficient rehearsal assumption. The expanding rehearsal assumption from Chapter 2 said that a user can maintain a memory by rehearsing once during each of the time intervals $[2^i, 2^{(i+1)}]$, where $i \in \mathbb{N}$ is number of previous rehearsals and $\sigma$ is a constant that measures association strength. This assumption implies that after the $i$'th rehearsal a user will be able to recall a memory for $2^i\sigma$ more days without any additional rehearsals. Wozniak and Gorzelanczyk [160] conducted an empirical study of undergraduate students who were learning vocabulary words for a foreign language. Their results indicated that $\sigma_w$ varied slightly with each vocabulary word $w$ ($\sigma_w$ was smaller for difficult vocabulary words). This raises an important question. What specific rehearsal schedules work in our password context?

Advantages of Mnemonic Techniques: In Chapter 2 we simply used $\sigma = 1$ to measure the usability of a password management scheme, whether or not the password management scheme used mnemonic techniques to help users remember their passwords. This raises an important question. Does the use of mnemonic
techniques (e.g., method of loci, person-action-object stories) allow us to safely adopt a rehearsal schedule with longer intervals in between rehearsals? More formally, is $\sigma_{\text{mnemonic}} > \sigma_{\text{non-mnemonic}}$?

**Interference:** Suppose that our user is able to remember a person-action-object story by following the rehearsal schedule given by the expanding rehearsal assumption with association strength $\sigma$. Can our user memorize $n$ person-action-object stories by following the same rehearsal schedule or does the user need to follow a more conservative schedule (smaller value of $\sigma$) when he is memorizing multiple person-action-object stories?

**Study Overview** Each participant in the study was asked to memorize several randomly selected actions (e.g., ‘swallowing,’ ‘kicking’) and several randomly selected objects (e.g., ‘bike,’ ‘car’). Participants assigned to the mnemonic group were given specific instructions about how to memorize the actions following the Shared Cues password management scheme in Chapter 2.6. To help participants in the mnemonic group memorize one of their action(s) and object(s) each participant was shown two additional photos of a person and a scene and was asked to imagine the corresponding person-action-object story taking place inside the scene (e.g., the user might be shown a photos of Bill Gates and a beach and asked to imagine “Bill Gates swallowing a bike on the beach.”). Other participants were assigned to the standard group and were simply instructed to memorize their actions and objects (e.g., by typing in their words several times). Participants were paid $0.50 for completing the memorization phase. After participants memorized their words we periodically asked them to return to rehearse their words. During each rehearsal participants in the mnemonic group were shown the photos of the person and the scene as a cue to help them remember the associated action and object. Participants in the standard group were simply asked to recall their actions and objects. Each participant was assigned a specific rehearsal schedule (e.g., participants in the aggressive rehearsal group were reminded to rehearse on the following days: 1, 2, 4, 8, 16, 32, 64). During each rehearsal participants were given three chances to remember all of their actions and objects (e.g., their password). To encourage participants to return we paid $0.75 for each complete rehearsal. To incentivize participants to remember their words we required who forgot their words to re-complete the memorization phase before paying they were paid $0.75. Participants who did not remember their words during a rehearsal were not asked
Preliminary Results. While the user study is still ongoing, we present the results from completed rehearsals in Section 4.4. Our results provide strong empirical evidence that user can remember person-action-object stories by following a rehearsal schedule that satisfies the expanding rehearsal assumption. **Specific Rehearsal Schedules:** Our results demonstrate the benefit of having several early rehearsals. Participants who followed the heavierstart rehearsal schedule (a schedule with several rehearsals on day one) have been very successful at remembering their action-object pairs during rehearsals. Participants following the aggressive rehearsal schedule (the same schedule as heavierstart, but without the extra rehearsal on day 1) struggled to remember all of their action-object pairs during the first rehearsal on day one (25% of participants forgot at least one of their stories), but participants who survived this first rehearsal had much higher success rates during all of the ensuing rehearsals. **Mnemonic Advantage:** Our results strongly support the hypothesis that recall is significantly improved by asking users to follow specific mnemonic techniques to memorize their actions and objects. Participants in the mnemonic group consistently outperformed participants in standard text group during each rehearsal. **Interference:** While participants in other groups did well, no other group did as well as participants who only had to memorize one or two action-object pairs – even participants in groups with more frequent rehearsals. Participants who were asked to memorize only one or two action-object pairs at a time have perfectly remembered their stories during each rehearsal phase.

Organization. In Section 4.2 we discuss related work. We then overview the design of our user study in Section 4.3. While the study is still ongoing we do have some preliminary results from the study. We present these results in Section 4.4.

4.2 Related Work

Pimsleur[120] proposed a rehearsal schedule to help people memorize unfamiliar vocabulary words. His proposed schedule is precisely the schedule given by expanding rehearsal assumption with the association strength constant set to $\sigma = \log_2 5 \approx 2.3$ and the initial delay before the first rehearsal set to 5 seconds (e.g., he suggested rehearsing after 5 seconds, 25 seconds, 2 minutes, 10 minutes, 5
hours, 1 day, 5 days, 20 days). Pimsleur based his recommendations on previous empirical studies[159, pp. 726 ff]. The application SuperMemo[161] uses a similar rehearsal schedule to help users remember flashcards. Wozniak and Gorzelanczyk conducted an empirical study to test these rehearsal schedules[160]. In their study undergraduate students were asked to memorize and rehearse vocabulary words for a foreign language by following a rehearsal schedule very similar to the expanding rehearsal schedule\(^1\). While these prior studies provide strong empirical evidence for the expanding rehearsal assumption from Chapter 2 we stress that there are two key differences in our study: First, because we are asking the user to memorize secrets that will be used to form passwords our rehearsal schedule needs to be conservative enough that our user will consistently be able to remember his secrets during each rehearsal. In other studies the information participants were asked to memorize (e.g., vocabulary words for a foreign language) was not secret so if the participant forgot this information during a rehearsal they could simply look up the correct answer. However, in the password setting the secrets that the user memorizes should not be written down because they are sensitive so we will not always be able to refresh the user’s memory if he forgets his secret. Second, in our password management scheme we are asking users to memorize secret person-action-object stories by following particular mnemonic techniques. Because these stories may be easier or harder to memorize than other information the ideal rehearsal schedule should be tailored to particular mnemonic techniques. Previous studies have demonstrated that cued recall is easier than pure recall (see for example [23]) and that we have a large capacity for visual memories[145]. However, we are not aware of any prior studies which compare cued recall and pure recall when participants are following a rehearsal schedule similar to the one suggested by the expanding rehearsal assumption.

Bonneau and Schechter conducted a user study in which participants were encouraged to slowly memorize a stronger password using spaced repetition[42]. Each time a participant returned to complete a distractor task he was asked to login by entering his password. During the first login the participant was shown four additional random characters and asked to type them in after his password. To encourage participants to memorize these four characters they would intentionally

\(^1\)Wozniak and Gorzelanczyk tracked each student’s performance with each particular vocabulary word and used that information to estimate how difficult each word was. If a word was deemed ‘difficult’ then the length of the time interval before the next rehearsal would only increase by a small multiplicative constant (e.g., 1.5) and if the word was judged to be ‘easy’ then this time interval would increase by a larger multiplicative constant (e.g., 4).
wait a few seconds before displaying them to the user the next time he was asked to login to complete a distractor task. Once a participant was able to login several times in a row (without waiting for the characters to be displayed) they would encourage that participant to memorize four additional random characters in the same way. They found that 88% of participants were able to recall their entire password without any prompting three days after the study was completed. There are several key differences between their study and ours: First, in our study participants were asked to memorize their entire password at the start of the study. By contrast, Bonneau and Schechter encouraged participants to slowly memorize their passwords. Second, Bonneau and Schechter did not tell participants that their goal was to slowly memorize a strong 56 bit password. By contrast, in our study we explicitly told participants that their goal was to remember their words (without writing them down). Finally, participants in our study were given fewer chances to rehearse their passwords and were asked to remember their passwords over a longer duration of time (3 months vs 2 weeks). Bonneau and Schechter asked participants to login 90 times over a two week period. In our study participants were asked to rehearse at most 11 times over a period of up to 85 days.

4.3 Study Design

Our user study is being conducted online using Amazon’s Mechanical Turk framework. It was approved by the Institutional Review Board (IRB) at Carnegie Mellon University under IRB protocol HS14-294: Sufficient Rehearsal Schedules and Mnemonic Techniques. After participants consented to participate in the research study we randomly assigned each participant to a particular study condition. Members in a particular condition were asked to memorize a particular number of action-object pairs (either 1, 2 or 4) by using a particular memorization technique (e.g., mnemonic or standard) and following a particular rehearsal schedule (e.g., aggressive, conservative, heaviestart). After we assigned participants to a study condition we asked each participant to complete the memorization phase. During the memorization phase each participant was given several randomly generated actions (e.g., swallowing) and several randomly generated objects (e.g., bike), and asked to memorize each word. Participants in mnemonic conditions were given specific instructions about how to memorize their words. We paid participants $0.50 for completing the memorization phase. After each participant completed the memorization phase we asked them to return periodically to rehearse their words. To encourage participants to return we paid participants $0.75 for each
rehearsal — whether or not they were able to remember the words. If a participant forgot the action and the object then we reminded the participant of the actions and objects that he had memorized and asked that user to complete the memorization phase again.

Below we provide examples of the instructions given to each participant during the memorization and rehearsal phases.

### 4.3.1 Recruitment Text

On the Mechanical Turk website, participants were recruited with the following text:

> Participate in a Carnegie Mellon University research study on memory. You will be asked to memorize and rehearse random words for a 50 cent payment. After you complete the memorization phase, we will periodically ask you to return to check if you still remember the words. If you forget the words then we will remind you of the words and ask you to complete the memorization phase again. You will be paid 75 cents upon the completion of each rehearsal.

> Because this is a memory study we ask that you do not write down the words that we ask you to memorize. You will be paid for each completed rehearsal phase — even if you forgot the words.

After each participant consented to participate in the research study they were assigned to the mnemonic group or to the standard group. We then asked each participant to complete the memorization phase of the study.

### 4.3.2 Memorization Phase

**Mnemonic Group**

We first describe the memorization phase for participants assigned to the mnemonic group. Participants in the mnemonic group were first given the following instructions.
Instructions

This study is being conducted as part of a Carnegie Mellon University research project. It is important that you answer questions honestly and completely. Please take a minute to read the following instructions.

The goal of this study is to quantify the effects of rehearsal and the use of mnemonic techniques on long term memory retention. In this study you will be asked to memorize and rehearse eight random words (four actions and four objects). During the first phase we will ask you to memorize the eight random words - you will be paid $0.50 upon completion of the memorization phase. After you complete the memorization phase we will periodically ask you to return via email to check if you still remember the words. If you forget the words, we will remind you of the words and ask you to complete the memorization phase again. You will be paid $0.75 upon the completion of each rehearsal.

Important: Because this is a memory study we ask that you do not write down the words we ask you to memorize. You will be paid for each completed rehearsal phase - even if you forgot the words. You have been assigned to the mnemonic group, which means that we give you specific instructions about how to memorize the words. One of the purposes of this study is to determine how effective certain mnemonic techniques are during the memorization task. We ask that you follow the directions exactly - even if you would prefer to memorize the words in a different way.

After participants finished reading the instructions the memorization phase proceeded as follows:

Memorization Steps. Step 0) Initially, participants were shown a photo of a scene (e.g., Figure 4.1a). Participants were then asked to select a famous person or character (e.g., Darth Vader) and were shown a photograph of the famous person that they selected — see Figure 4.1b. We then generated a random action (e.g., bribing) and a random object (e.g., roach). See Section 4.3.6 for the lists of people, actions and objects used in the study.

Figures 4.1a and 4.1b illustrates Step 0. After we generated the random action and the random object we asked the participant to memorize their action and their
object by completing Steps 1–3. Figure 4.2a illustrates these steps. Step 1) We asked participants to imagine the person they selected performing the action in the given scene (e.g., imagine Darth Vader bribing the roach on the lily pad). Step 2) We asked each participant to make up a story involving their person, action and object and enter it (e.g., “Darth Vader is bribing a roach”)\(^2\). Step 3) Select a photograph of the action and a photograph of the object, and type in the action and the object two more times. Step 4) We asked most participants to repeat Steps 0 through 3 four times using a new scene (e.g., a baseball field or a hotel room underneath the sea), a new famous person/character and a new — randomly selected — action-object pair during each repetition. Thus, most participants memorized a total of eight words (four actions and four objects). Step 5) Finally, we asked each participant to complete a rehearsal phase (See Figure 4.2b).

**Standard Group**

We next describe the memorization phase for participants assigned to the standard group. Participants in the standard group were first given the following instructions.

\(^2\)We required participants to type in a story that contained all of their words in the correct order (Person-Action-Object)
(a) Memorization Steps 1–3. Darth Vader bribing a roach on the lily pad.

(b) Rehearsal Phase. Darth Vader and the photo of the lily pads on the Amazon River are a cue to aid memory recall.
Instructions

This study is being conducted as part of a Carnegie Mellon University research project. It is important that you answer questions honestly and completely. Please take a minute to read the following instructions.

The goal of this study is to quantify the effects of rehearsal and the use of mnemonic techniques on long term memory retention. In this study you will be asked to memorize and rehearse eight random words (four actions and four objects). During the first phase we will ask you to memorize the eight random words, you will be paid $0.50 upon completion of the memorization phase. After you complete the memorization phase we will periodically ask you to return via email to check if you still remember the words. If you forget the words, we will remind you of the words and ask you to complete the memorization phase again. You will be paid $0.75 upon the completion of each rehearsal.

Important: Because this is a memory study we ask that you do not write down the words we ask you to memorize. You will be paid for each completed rehearsal phase even if you forgot the words.

After participants finished reading the instructions the memorization phase proceeded as follows:

Memorization Steps. Step 0) We generated a random action and a random object, and displayed these words to the user. Step 1) We asked each participant to spend one minute memorizing his words. We suggested that participants imagine a person performing the action with the object. Step 2) We asked each participant to type in a story which includes the action and the object in the correct order. Step 3) We asked each participant to type in the both words two times — paying attention to the order. See Figure 4.2 for an example of Steps 0–3. Step 4) Most participants were asked to complete Steps 0 through 3 four times to memorize a total of eight words (four actions and four objects). Step 5) Finally, we asked each participant to complete a rehearsal phase.
4.3.3 Rehearsal Phase

Each participant was assigned a particular rehearsal schedule. The particular times that we ask the participant to return were given by the rehearsal schedule that participant was assigned to use (see Table 4.1). We e-mailed participants to remind them to return for each rehearsal:

Dear Carnegie Mellon study participant: Please return to (url) to participate in the next part of the memory study. If you do not return promptly upon receiving this email, you might not be considered for future phases of the study. You will receive a $0.75 bonus payment for completing this task and it should take less than five minutes.

Remember that you should not write down the words that were assigned to you. You will be paid for each completed rehearsal phase – even if you forgot the words.

There is no need to return to Mechanical Turk and find the HIT to receive the bonus, this bonus and any future bonuses will be applied to this MTurk account automatically as you complete each phase. Please do not attempt to take the HIT again on MTurk as this will result in a rejection.

If, for any reason, you do not want to complete the study, please reply to this email and let us know why, so we can improve our protocol.
for future studies.

Thank you! The Carnegie Mellon University Study Team

We describe the rehearsal phase below:

**Mnemonic Group**

Each participant from the mnemonic group was shown the picture of a scene and the picture of the person that he chose while memorizing his first story during the memorization phase (see Figure 4.2b). We then asked each participant to recall the person action object story he made up and enter the associated action and the object. If the participant was correct then we moved on to the next story. If the participant was incorrect then we asked the participant to try again. After three incorrect guesses we asked the participant to repeat the memorization phase with the same actions and objects, and try again. Once the participant correctly entered all four action-object pairs the rehearsal is finished.

**Standard Group**

Each participant from the standard group was simply asked to recall the random actions and the random objects that he was given during the memorization phase. If the participant was incorrect then we asked the participant to try again. After three incorrect guesses we asked the participant to repeat the memorization phase, and try again. The rehearsal was finished when the participant enters in all of the actions and objects correctly.

**4.3.4 Follow Up Survey**

Some participants did not return to rehearse their stories during the rehearsal phase. We cannot tell whether or not these participants would have remembered their passwords if they had returned. Instead we can only report the fraction of participants who remembered their passwords among those who returned for each rehearsal during the study. There are several reasons why a participant may not have returned (e.g., too busy, did not get the follow up message in time, convinced s/he would not remember the password). If participants do not return because they are convinced that they would not remember the password then this could
be a source of bias (e.g., we would be selecting participants who are confident that they remember the story). Our hypothesis is that the primary reason that participants do not return is because they were too busy, because they did not get our follow up message in time or because they do not interested in interacting with us outside of the initial Mechanical Turk Hit, and not because they were convinced that they would not remember the story. In order to test our hypothesis we sent a follow up survey to all participants who did not return to complete a rehearsal phase. The purpose of this survey was to allow us to check for sources of biases. Participants were paid 25 cents for completing this survey. The survey is described below:

You are receiving this message because you recently participated in a CUPS Memory Study at CMU. A while ago you received an e-mail to participate in a follow up test. We would like to ask you to complete a quick survey to help us determine why participants were not able to return to complete this follow up study. The survey should take less than a minute to complete, and you will be paid 25 cents for completing the survey. The survey consists of one question. Which of the following reasons best describes why you were unable to return to take the follow up test?

A I no longer wished to participate in the study.
B I was too busy when I got the e-mail for the follow up test.
C I did not see the e-mail for the follow up test until it was too late.
D I was convinced that I would not be able to remember the words/stories that I memorized when I received the e-mail for the follow up test.
E I generally do not participate in follow up studies on mechanical turk.

**Discussion** It is possible that some participants will choose not to participate in the follow up survey. However, in our case their decision not to participate is valuable information which supports our hypothesis.

### 4.3.5 Rehearsal Schedules

Each user was assigned one of the rehearsal schedules from Table 4.1. If the participant was assigned to the Aggressive rehearsal schedule then we would send
that participant a reminder to rehearse 1 day after the memorization phase. If that participant successfully completes the first rehearsal phase then we will send that participant another reminder to rehearse 2 days after the memorization phase, and the next reminder would come on day four, etc... The final rehearsal would take place on day 64.

We use the following syntactic pattern to denote a group of participants (Memorization Technique).(Rehearsal Schedule).(Number of action-object pairs memorized). For example, a participant in the group mnemonic_aggressive4 refers to a user who was asked to memorize four actions and four objects using the mnemonic techniques we suggested and to rehearse his person-action-object stories following the Aggressive rehearsal schedule from Table 4.1. Because most participants were asked to memorize four actions and four objects we will sometimes drop the number at the end unless the participants was only asked to memorize one or two action-object pairs.

**Remark 5.** We use the label “Aggressive” to refer to a rehearsal schedule that we believe will be more challenging for each participant (e.g., the length of time between consecutive rehearsals grows at a faster rate). Similarly, we use the label “Conservative” to refer to a rehearsal schedule that we believe will be less challenging for each participant.

<table>
<thead>
<tr>
<th>Schedule</th>
<th>Multiplier</th>
<th>Base</th>
<th>Rehearsal Times</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aggressive</td>
<td>×2</td>
<td>1 Day</td>
<td>1, 2, 4, 8, 16, 32, 64</td>
</tr>
<tr>
<td>Conservative</td>
<td>×1.5</td>
<td>1 Day</td>
<td>1, 2.5, 5, 8, 13, 21,32,49,74</td>
</tr>
<tr>
<td>Very Conservative</td>
<td>×1.5</td>
<td>0.5 days</td>
<td>0.5, 1.25, 2.4, 4, 6.5, 10,16,24,37,56,85</td>
</tr>
<tr>
<td>Heavy Start</td>
<td>×2</td>
<td>1 Day</td>
<td>0.1, 0.5, 1, 2, 4, 8, 16, 32, 64</td>
</tr>
<tr>
<td>Heavier Start</td>
<td>×2</td>
<td>30 min</td>
<td>1 hr, 2 hr, 4 hr, 8 hr, 1 day, 2 , 4 , 8 , 16 , 32 , 64</td>
</tr>
</tbody>
</table>

Table 4.1: Rehearsal Schedules

### 4.3.6 List of People, Actions and Objects from the User Study

Here are a list of the people, actions and objects we used in the study.

Actions:  gnawing, mowing, rowing, oiling, egging, waving, bowing, seizing, stewing, signing, searing, bribing, swallowing, sucking, saving, sipping, tazing, tattooing, drying, dueling, dodging, tugging, tapping, nosing, hunting, numbing, inhaling, knitting, nipping, muddying, miming, marrying, mauling, mashing, mugging, moving, mopping, racing, riding, reeling, reaching, raking, lasoing, welding, aligning, leashing, elbowing, juicing, shinging, sheerling, judging, choking, chipping, coating, concealing, destroying, kissing, aiming, kicking, punching, canning, combing, gluing, cooking, giving, copying, vising, voting, fanning, fuming, firing, fishing, high fiving, batting, burying, plowing, puking, popping, tasting, pulling, climbing, weeping, swimming, stretching, following, paddling, howling, smelling, rolling, wakening, jumping

Objects:  saw, teacup, hen, ammo, arrow, owl, shoe, cow, hoof, boa, sauce, suit, snow, piranha, chainsaw, shark, tiger, snake, razor-blade, sumo, seal, sock, safe, soap, daisy, toad, dime, tire, dish, duck, dove, ant, onion, wiener, nail, navy, menu, mummy, hammer, mail, microphone, horse, rat, iron, ram, pin, roach, rib, lion, lime, leach, lock, leaf, cheese, jet, chain, chime, gyro, chili, jeep, goose, cat, wagon, igloo, couch, cake, coffee, cab, vase, foot, phone, waffle, fish, bus, patty, bunny, bomb, pill, bush, bike, beehive, puppy, kite, canoe, boar, apple, moon, moose, tepee, ditch, key, shoe, home, toe, nose, cheetah

4.4 Preliminary Results

We say that a participant survived through rehearsal $i$ if that participant correctly remembered all of his stories in $\leq 3$ attempts during rehearsals $j = 1, \ldots, i$, and we used Survived ($i$) to denote the number of participants who survived through rehearsal $i$ (Survived (0)) denotes the number of initial participants). Table 4.2 shows how many participants survived each round. We stress that there are two reasons that a participant might not survive through rehearsal $i$: (1) the
participant failed to return to rehearse in a timely manner when we asked, or (2) the participant failed to remember all of his stories in \( \leq 3 \) attempts. Because we used the mnemonic_heavystart and the text_heavystart conditions for our pilot study we have the results from more rehearsals under those conditions. Observe that for the first rehearsal we have the largest drop-off under the heavystart and heavierstart conditions. This may seem paradoxical because we would expect participants in these conditions to have a better chance of remembering their words because they had less time to forget them. Indeed, this is true for participants who returned to complete the first rehearsal. However, many participants in these conditions were not able to return in a timely manner because less time had elapsed.

**Total Survival Rate Among Participants who Always Returned** Figures 4.3a and 4.3b shows the total survival rate for each completed rehearsal under each study condition for participants who always returned when we asked. More specifically, Figures 4.3a and 4.3b plot the value of

\[
\frac{\text{Survived}(i)}{\left( \text{Survived}(t) + \sum_{j=1}^{t} \text{Failed}(j) \right)},
\]

where \( t \) denotes the total number of rehearsals and \( \text{Failed}(j) \) denotes the number of participants who survived through rehearsals 1, \ldots, \( j-1 \) and did not remember all of their words on rehearsal \( j \) in \( \leq 3 \) attempts. We use \( \text{Time}(i) \) to denote the time of the \( i \)'th rehearsal. Observe that each of the curves in these figures is monotonically decreasing. This is because a participant who did not survive round \( i \) will also be counted as a participant who did not survive round \( j \) for each

<table>
<thead>
<tr>
<th>Condition / ( i )</th>
<th>Initial ((i = 0))</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>9</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>mnemonic_heavystart</td>
<td>73</td>
<td>38</td>
<td>27</td>
<td>26</td>
<td>24</td>
<td>22</td>
<td>22</td>
<td>22</td>
<td>9</td>
<td>9</td>
<td>20</td>
<td>18</td>
</tr>
<tr>
<td>mnemonic_heavystart</td>
<td>80</td>
<td>48</td>
<td>41</td>
<td>38</td>
<td>36</td>
<td>36</td>
<td>35</td>
<td>33</td>
<td>27</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>text_heavystart</td>
<td>100</td>
<td>63</td>
<td>52</td>
<td>51</td>
<td>51</td>
<td>48</td>
<td>46</td>
<td>39</td>
<td>31</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mnemonic_aggressive_real</td>
<td>75</td>
<td>50</td>
<td>42</td>
<td>40</td>
<td>38</td>
<td>36</td>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mnemonic_aggressive_2</td>
<td>81</td>
<td>50</td>
<td>42</td>
<td>42</td>
<td>41</td>
<td>38</td>
<td>37</td>
<td>36</td>
<td>33</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mnemonic_aggressive_1</td>
<td>86</td>
<td>64</td>
<td>52</td>
<td>49</td>
<td>49</td>
<td>47</td>
<td>46</td>
<td>45</td>
<td>41</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mnemonic_veryconservative</td>
<td>83</td>
<td>62</td>
<td>52</td>
<td>51</td>
<td>51</td>
<td>49</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: Survived
Figure 4.3: Total Survival with Failures Carried Forward \( \frac{\text{Survived}(i)}{\text{Survived}(i) + \sum_{j=1}^{i-1} \text{Failed}(j)} \) vs Time \((i)\).

While we include this data for completeness we emphasize that this view is overly pessimistic. For example, consider a participant who correctly remembered his stories during the first three rehearsals, but was not able to return for the fourth rehearsal (e.g., because he went on vacation). The results of this participant would be dropped. However, if the same participant had failed during round three then his results would be included because we would not have asked him to return for the fourth rehearsal while he was on vacation. Suppose that participants who return for rehearsal one succeed with probability 0.99 and that participants who return for rehearsal \( i > 1 \) succeed with probability 1. If participants always returned to rehearse when we asked them to then the survival rate after rehearsal \( i \) would be 99% for all \( i > 0 \). However, if participants are not able to return to complete each rehearsal phase independently with probability \( p > 0 \) then the total survival rate among participants who always returned will always tend to 0.

**Conditional Survival Probability** Figures 4.4a and 4.4b show the conditional probability of survival (e.g., % of those who participants who correctly remembered all of their stories in \( \leq 3 \) attempts on the \( i \)'th rehearsal conditioned on the event that the participant survived rounds \( j = 1, \ldots, i-1 \) and returned for rehearsal \( i \)). More formally, these Figures plot the value of \( \frac{\text{Survived}(i)}{\text{Survived}(i) + \sum_{j=1}^{i-1} \text{Failed}(j)} \), where \( \text{Returned}(i) \) counts the number of participants who survived rounds \( j = 1, \ldots, i-1 \) and returned for rehearsal \( i \). Figures 4.4c and 4.4d show the same data with a
different x-axis (e.g., mean time since last visit instead of mean time since first visit). Notice that these curves are not necessarily monotonic. For example, in the mnemonic_aggressive condition 25% of users failed to remember all four of their stories during the first rehearsal. However, every participant who survived to rehearsal three also survived to rehearsal four in the mnemonic_aggressive condition. This illustrates the advantage of having several immediate rehearsals. In the heavystart conditions the last rehearsal on day 64 was the most difficult for participants.
Estimated True Total Survival Rate  We can use our conditional success probabilities to estimate what the true survival rate would have been under ideal circumstances (e.g., all participants are always available to return to rehearse when we asked them). Our results are shown in Figures 4.5a and 4.5b. We use the estimate

\[
\text{EstimatedSurvival}(i) = \prod_{j=1}^{i} \frac{\text{Survived}(j)}{\text{Returned}(j)},
\]

where \(\text{Survived}(j)/\text{Returned}(j)\) denotes our empirical estimate of the conditional probability that a participant will survive round \(j\) given that the participant survived all previous rounds and returned for rehearsal \(j\).

Survey Results  We surveyed 61 participants who did not return to complete their first rehearsal to ask them why they were not able to return. The results from our survey are presented in Figures 4.6a and 4.6b. The results from our survey strongly supports our hypothesis that the primary reason that participants do not return is because they were too busy, because they did not get our follow up message in time or because they do not interested in interacting with us outside of the initial Mechanical Turk Hit, and not because they were convinced that they would not remember the story.
Figure 4.6: Survey: Which of the following reasons best describes why you were unable to return to take the follow up test?

A: I no longer wished to participate in the study.
B: I was too busy when I got the e-mail for the follow up test.
C: I did not see the e-mail for the follow up test until it was too late.
D: I was convinced that I would not be able to remember the words/stories that I memorized when I received the e-mail for the follow up test.
E: I generally do not participate in follow up studies on Mechanical Turk.
F: Participant did not respond to survey.
**Fun** We had several participants e-mail us to tell us how much fun they were having memorizing person-action-object stories. The results from our survey are also consistent with the hypothesis that memorizing person-action-object stories is fun (e.g., no participants said that they no longer wished to participate in the study).

### 4.4.1 Discussion

**Mnemonic Advantage.** Our results strongly support the hypothesis that $\sigma_{\text{mnemonic}} > \sigma_{\text{non-mnemonic}}$. Participants consistently did better in the mnemonic_heavystart condition than in the text_heavystart condition. For example, compare the estimated survival rates for mnemonic_heavystart and text_heavystart in Figure 4.5a or compare the conditional survival rates for mnemonic mnemonic_heavystart and text_heavystart in Figure 4.4a. Even the pessimistic total survival rates shown in Figure 4.3a support this hypothesis.

**Benefit of Several Early Rehearsals.** Participants did very well in conditions which involve several early rehearsals like the mnemonic_heavystart and the mnemonic_heavierstart conditions. In the mnemonic_veryconservative condition a few participants struggled during the first rehearsal, but have been perfect after that. In the mnemonic_aggressive condition participants also struggled most during the first rehearsal.

**Interference.** While a few participants struggled under the mnemonic_heavystart condition this was not the case when we only asked participants to memorize one or two person-action object stories. This is likely because participants had less energy to devote to memorizing the third and fourth story in the mnemonic_heavystart condition. Our results do not mean that users are incapable of remembering multiple stories. In fact, most participants in the mnemonic_heavystart were able to remember all four of their stories. However, our results do indicate that it may be prudent to either adopt a rehearsal schedule with many early rehearsals whenever the user is memorizing multiple stories at once, or space out the memorization process so that users are not memorizing multiple stories at once.
Chapter 5

Password Composition Policies: A Defense Against Online Attacks

5.1 Introduction

Imagine a web surfer, an online shopper, or a reviewer in a prominent CS and Economics conference who logs on for the first time to a server; so that she can sign up for some service, place a shopping order, or view a list of assigned papers. Such a user registers on the server by choosing a username and picking a password. Naturally, our user’s first attempt at picking a password is her favorite combination ‘123456’, which the server declines. She then has to pick a password that follows certain guidelines: of suitable length, involving lower- and upper-case letters, with numbers or special characters, etc. Such password composition policies defend against the “first line” of attack – guessing attacks by uninformed attackers (attackers with no previous knowledge of the user whose account they are trying to break into).

Password composition policies are a necessity because — without them — user-selected passwords are predictable. Indeed, many unrestricted users would select simple passwords like ‘123456’, ‘password’ and ‘letmein’ [66]. Furthermore, this issue is of great importance to today’s economy. Passwords are commonly used in electronic commerce to protect financial assets. In fact, the passwords themselves have financial value. Symantec reported that compromised passwords are sold for between $4 and $30 on the black market [79], and a 2004 Gartner case study [158] estimated that it cost a large firm over $17 per password-reset call. Nevertheless, existing password composition policies are typically not principled, and do not
necessarily result in less common passwords. For example, studies show that users respond to restrictions in predictable ways [97], or pick weaker passwords due to user-fatigue [56, 102].

In this chapter, we initiate the algorithmic study of password composition policies. Such policies restrict the space of passwords to a subset of allowed passwords, and force each user to pick a password in this subset. Thus, $n$ users induce a distribution over passwords where for a password $w$, $\Pr[w] = \frac{1}{n} |\{i : i \text{ picks } w\}|$. By declaring different subsets of allowed passwords, different password composition policies induce different distributions. Our work formalizes and addresses the algorithmic problem a server administrator faces when designing a password composition policy; we ask:

*In what settings can the information about the users’ preferences over passwords allow us to design a password composition policy that is guaranteed to induce a password distribution as close to uniform as possible?*

We wish to stress at this point that in this chapter we do not take a cryptographic approach to the problem: we do not design a protocol aimed at amplifying a password’s strength, nor do we rely on standard cryptographic assumptions or techniques in designing our password composition policies. Single-factor authentication does not defend against an attacker who learns about the most probable password from an external source. Furthermore, because password systems often allow users multiple attempts in entering their password, an attacker can make a small number of guesses with impunity. Therefore, we instead focus on the design and analysis of algorithms for optimizing the password composition policy’s induced distribution over passwords, and in our theoretical results compare the performance of our algorithm to the optimal policy among exponentially many potential policies in the worst case.

### 5.1.1 Our Model

We study the algorithmic problem of optimizing password composition policies along multiple dimensions: the goal, the user model, and the policy structure.

**Goal.** We focus on designing a policy that maximizes the minimum-entropy of the resulting password distribution. Specifically, we assume the server deals with $n$ users, each picking a password from some space of passwords $\mathcal{P}$ that respects the
server’s password composition policy. These $n$ passwords form a distribution over the domain of all allowed passwords and our goal is to minimize the probability of the most likely password. This is a natural goal (see Section 5.7), as opposed to maximizing the Shannon-entropy of the distribution, which for example is still high even if half the people choose the same password and the other half choose a password uniformly at random from $P$. From a security standpoint, the minimum entropy represents the fraction of accounts that could be compromised in one guess. For example, an adversary would be able to crack 0.9% of RockYou passwords [92] with only one guess. Alternatively, should the attacker attempt to break into only one account, the minimum entropy represents the likelihood that the account is compromised on the first guess. We also consider a slightly stronger goal of minimizing the fraction of accounts that could be compromised using $k$ guesses, that is, the overall probability of the $k$ most likely passwords [45].

**User model.** We consider two models for how users select passwords when presented with a password composition policy.

In the *ranking model*, each user has an implicit ranking over passwords, from the most preferred to the least preferred. Given a password policy, each user selects the highest-ranking password among those allowed by the policy. There is a distribution over the space of rankings that determines the fraction of users with each possible ranking. Note that for any password composition policy, such a distribution over rankings induces a distribution over the most preferred *allowed* passwords.

In the *normalization model*, there is a distribution $\mathcal{D}$ over the space of all passwords. This distribution tells us the likelihood that an unrestricted user would select a given password. Given a password composition policy, $\mathcal{D}$ induces a new distribution over the allowed passwords (which can be obtained by normalizing the probabilities under $\mathcal{D}$ of the allowed passwords). When we ban a password the fraction of users that prefer each allowed password grows; the natural interpretation is that users who preferred an allowed password still use that password, but users who preferred a banned password are redistributed among the allowed passwords according to the induced distribution.

As we show, the normalization model is strictly more restrictive than the ranking model: any distribution in the normalization model can be simulated in the ranking model, but there exist hardness results for the ranking model that do not hold for the normalization model.

**Policy structure.** We consider the best policy that is restricted to manipulation of a
given set of rules — each rule is simply a predefined subset of potential passwords. These rules are given to us as part of the problem (see Section 5.7 for a discussion of this point). If we interpret a rule as a subset of banned passwords (e.g., passwords shorter than seven characters), its complement (e.g., passwords of at least seven characters) can be interpreted as a subset of allowed passwords. As such, when we take the union of rules we get either a set of banned passwords (negative rules) or allowed passwords (positive rules); this is our password composition policy. While the distinction between the two cases may at first seem a mere technicality, it is in fact quite significant due to the following observation. If we ban the union of rules then in order to ban a password that was picked by too many users, we may ban any rule that contains this password. In contrast, if we allow a union of rules then in order to ban this password we must not allow any rule that contains it. In other words, when our goal is to discard a password in the negative rules setting, we have multiple ways to do so. When our goal is to discard a password in the positive rules setting, we have only one way to do so — excluding all rules that allow this password. As we shall see, this seemingly small difference leads to a clear separation between the two scenarios in terms of the complexity of designing optimal policies.

We pay special attention to the case where each password has its own singleton rule. In this setting, a policy can be interpreted as a “blacklist” of banned passwords that do not necessarily share common characteristics. Note that when each password has its own singleton rule, it does not matter whether these rules are positive or negative.

5.1.2 Our Results

As we noted above, a password composition policy induces a distribution over most preferred passwords (in both user models). We study algorithms that sample these distributions — algorithms that repeatedly query random users and ask them to choose a password constrained by some policy, and then output the a good policy for the empirical sample of users. Our goal is therefore twofold: (i) to show that having sufficiently many samples (i.e., sufficiently many users queried) guarantees that w.h.p the best policy for the empirical sample is good for all users; and (ii) exhibit algorithms that find an optimal (or close-to-optimal) policy for a given sample. Clearly, we want our sample size to be “small”. In particular, since the size of the space of all passwords \( \mathcal{P} \) — which we denote by \( N \) — is typically very large (e.g., \( \mathcal{P} \) can include all passwords that are no longer than 32 ASCII
Table 5.1: Summary of Complexity Results.

<table>
<thead>
<tr>
<th></th>
<th>Ranking Model</th>
<th>Normalization Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Constant $k$</td>
<td>Constant $k$</td>
</tr>
<tr>
<td>Singleton rules</td>
<td>P (Thm 12)</td>
<td>P (Thm 16)</td>
</tr>
<tr>
<td></td>
<td>NP-Hard (Thm 13)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>APX-Hard w. UGC</td>
<td></td>
</tr>
<tr>
<td>Positive rules</td>
<td>P (Thm 12)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NP-Hard</td>
<td></td>
</tr>
<tr>
<td>Negative rules</td>
<td>$n^{1/3}$-approx is NP-hard (Thm 15)</td>
<td>NP-Hard (Thm 17)</td>
</tr>
<tr>
<td></td>
<td>NP-Hard</td>
<td>NP-Hard</td>
</tr>
</tbody>
</table>

characters), we wish to get a bound on the sample size that is independent of $N$.

For the ease of exposition, we discuss goal (ii) before goal (i). I.e., we first (Sections 5.3 and 5.4) study the problem in a simpler setting where the preferences of all users are given to us as input; and only then (Section 5.5) we introduce an algorithm that samples users’ preferences. Also for the ease of exposition, we first discuss algorithms where $P$ is a part of the input, so they are allowed to run in time polynomial in $N$. This is motivated by the fact that computational complexity of problems in this setting informs their study in the sampling setting — it is hopeless to design efficient sampling algorithms for problems that are computationally hard. (Efficient sampling algorithms are applicable only to computationally tractable problems.)

Table 5.1 summarizes our complexity results. The parameter $k$ refers to our optimization target: minimizing the likelihood of the $k$ most likely passwords. Some results are direct corollaries of others — using the fact that singleton rules are a special case of positive rules and the fact that the normalization model is a special case of the ranking model (see Section 5.2). Looking at the table one immediately notices a clear separation between negative rules and positive rules: optimization using the latter is much easier.

We therefore focus on positive rules in our attempt to design an efficient sampling algorithm. Our main result is the best one could hope for in this setting. We
design an algorithm that works in the more general ranking model, and finds a policy whose entropy is $\epsilon$-close to optimal with probability $1 - \delta$, for any given $\epsilon, \delta > 0$. The required number of samples is polynomial in $1/\epsilon$, $\log(1/\delta)$, and the number of positive rules $m$. We can assume that $m$ is small, because each rule corresponds to a subset of passwords that can be concisely described to users.

These results can be applied in a practical setting, and we show this through simulated sampling experiments using natural rules and a large dataset of real passwords. The experimental results provide evidence for the difficulty of the negative rules setting: we search all combinations of rules to find the optimal policy and then attempt to discover this policy by making decisions both randomly and with a heuristic. In the negative rules setting, neither approach succeeded at finding the optimal policy after hundreds of iterations at various sample sizes, and average-case performance did not improve with sample size. In the positive rules setting, the average-case performance of our efficient algorithm improved with sample size and, with a moderate sample size, found policies that were either optimal or very close to optimal.

5.1.3 Related Work

It has been repeatedly demonstrated that users tend to select easily guessable passwords [39, 66, 92] and NIST recommends that organizations “should also ensure that other trivial passwords cannot be set,” to thwart potential attackers [133]. Unfortunately, this task is more difficult than it might appear at first. Policies were initially developed without empirical data to support them, since such data was not available to policy designers [50]. When hackers leaked the RockYou dataset to the Internet, both researchers (and attackers) suddenly had access to password data, leading to many insights into true passwords [156]. However, recent research analyzing leaked datasets from non-English speakers, notably Hebrew and Chinese-language websites, shows that trivial password choices can vary between contexts, making a simple blacklist approach ineffective [40]. This means that, depending on the context, a policy based on leaked password data might provide no security guarantee, and it has ethical issues as well.

To combat this issue, researchers have turned to a sampling approach. Bonneau 2012 added a system for sampling to the Yahoo! password infrastructure. This system allows one to gain empirical data about the frequency distribution of passwords without revealing the passwords themselves. Such approaches provide a way of gathering empirical data about passwords while maintaining the
anonymity of users. Our algorithms could be used in conjunction with such an infrastructure to optimize policies.

Komanduri et al. 2012 studied the effectiveness of several basic password composition policies by using Amazon’s Mechanical Turk to conduct a large scale user study. They found that people often respond to restrictions in predictable ways (e.g., if the password needs to contain a capital letter users might tend to capitalize the first letter of a password) and provide very general recommendations for password composition policies. However, no theoretical model has been proposed for studying the password composition problem.

Schechter et al. 2010 suggest using a popularity oracle to prevent individual passwords that have been used too frequently from being selected by new users. They also proposed using the count-min sketch data structure [57] to build such a popularity oracle. Malone and Maher 2012 suggest a similar system using a Metropolis-Hastings scheme to force an approximately uniform distribution on passwords. Usability results on the effectiveness of dictionary checks [97] suggest that such policies would be very frustrating since the policy is hidden from users behind an oracle. In contrast, we seek to construct optimal policies from combinations of rules that are visible to the user and can be described in natural language.

This consideration of users is important to electronic commerce, even where security is concerned. Florencio and Herley 2010 studied the economic factors that drive institutions to adopt strict password composition policies and find that they often value the user experience over security. An e-mail provider like Yahoo! might adopt simple composition policies because a frustrated user could easily switch to Gmail, while universities are free to adopt strict policies because users cannot switch easily.

5.2 A Model of Password Composition Policies

We use $\mathcal{P}$ to denote the space of all possible passwords. $N = |\mathcal{P}|$ is used to denote the total number of passwords. We denote the number of users by $n$.

A password composition policy may be specified in terms of rules. A rule is a subset of passwords $R \subseteq \mathcal{P}$ (e.g., the set of all passwords with more than seven characters). We use $R_1, \ldots, R_m$ to denote a list of rules that may be active or inactive. We consider two schemes.
• **Positive Rules:** A password \( w \) is allowed if and only if it is allowed by some active positive rule. Formally, a password composition policy \( \mathcal{A}_S = \bigcup_{i \in S} R_i \) is specified by a set \( S \subseteq [m] = \{1, \ldots, m\} \) of active rules. In this setting rules should consist of sets of passwords which we expect to be strong (e.g., \( R_i \) might be the set of all passwords longer than 10 characters, or the set of all passwords that use both upper and lowercase letters, or the set of all passwords that do not include a dictionary word).

• **Negative Rules:** A password \( w \) is allowed if and only if it is not contained in any active negative rule. Formally, a solution \( \mathcal{A}_S = \{ w \in \mathcal{P} | w \notin \bigcup_{i \in S} R_i \} \) is given by a subset \( S \subseteq [m] \) of active rules. A negative rule should consist of passwords that we expect to be weak (e.g., \( R_i \) might be the set of all passwords without an uppercase letter, or the set of all passwords shorter than 6 characters, or the set of all passwords that include a dictionary word).

We also consider the special case of **singleton rules**, where our rules are \( \{w_1\}, \ldots, \{w_N\} \). Equivalently, we are allowed to ban or allow any individual password.

We use \( \Pr[w | \mathcal{A}] \) to denote the probability of a password \( w \) given composition policy \( \mathcal{A} \). For \( w \notin \mathcal{A} \) we have \( \Pr[w | \mathcal{A}] = 0 \). Given a set \( W \subseteq \mathcal{A} \) we will also use \( \Pr[W | \mathcal{A}] = \sum_{w \in W} \Pr[w | \mathcal{A}] \). We use \( p(k, \mathcal{A}) = \max_{W \subseteq \mathcal{A}} |W| = k \Pr[W | \mathcal{A}] \) to denote the probability of the \( k \) most popular passwords. Intuitively, \( p(k, \mathcal{A}) \) represents the probability that an adversary can successfully guess a password using \( k \) attempts. To avoid cumbersome notation we sometimes use \( p_1 = p(1, \mathcal{A}) \) to denote the probability of the most popular password. Similarly, we use \( p_2 \) (resp., \( p_k \)) to denote the probability of the second (resp., \( k \)'th) most popular password.

We consider two user models that determine how users choose passwords under a given password composition policy.

• **The ranking model:** A ranking is simply a permutation of \( \mathcal{P} \), which represents a user’s password preferences. It can be represented using an ordered list \( \ell_i = w_{1,i}, \ldots, w_{N,i} \); user \( i \) prefers password \( w_{j,i} \) to \( w_{j+1,i} \) for all \( j \). The ranking \( \ell_i \) naturally tells us which password \( i \) will pick under any composition policy \( \mathcal{A} \). Specifically, \( i \) will use password \( w_{\mathcal{A}_i} = w_{j,i} \) where \( j = \arg \min \{ t : w_{t,i} \in \mathcal{A} \} \). Given a distribution \( \mathcal{D} \) over rankings, we have

\[
\Pr[w | \mathcal{A}] = \Pr_{\ell_i \sim \mathcal{D}}[w_{\mathcal{A}_i} = w].
\]
• **The normalization model:** Let \( D \) be an initial distribution over \( \mathcal{P} \), and let \( \Pr [w] = \Pr_{x \sim D} [w = x] \). If we select the composition policy \( \mathcal{A} \) then the probabilities of all \( w \in \mathcal{A} \) are simply re-normalized so that

\[
\forall w \in \mathcal{P}, \mathcal{A} \subseteq \mathcal{P}, \Pr [w | \mathcal{A}] = \frac{\Pr [w]}{\Pr [\mathcal{A}]} .
\]

Clearly it holds for both models that the probability of an allowed password monotonically increases as one bans more passwords. Formally, for all \( w \in \mathcal{A} \) and \( B \subseteq \mathcal{P} \) such that \( w \not\in B \) we have

\[
\Pr [w | \mathcal{A}] \leq \Pr [w | \mathcal{A} \setminus B] . \tag{5.1}
\]

Another important observation is that for our purposes the ranking model is more general than the normalization model. Indeed, we argue that a distribution \( D \) over passwords in the normalization model induces an equivalent distribution over rankings. To generate the most highly ranked password, draw a password \( w_1 \) from \( D \). Next, let \( \mathcal{A}_1 = \mathcal{P} \setminus \{w_1\} \), and draw the next most preferred password \( w_2 \), where \( w_2 = w \) with probability \( \Pr [w | \mathcal{A}_1] \). In the following round we ban \( w_2 \) to obtain a policy \( \mathcal{A}_2 \), and so on, until all passwords have been banned.

Given \( k \in \mathbb{N} \), our goal is to find \( S \subseteq [m] \) such that \( p(k, \mathcal{A}_S) \leq p(k, \mathcal{A}_{S'}) \) for all \( S' \subseteq [m] \). When \( k = 1 \) this goal is equivalent to maximizing the minimum entropy. If \( p(k, \mathcal{A}_S) \leq c \cdot p(k, \mathcal{A}_{S'}) + \epsilon \) for all \( S' \subseteq [m] \) then we say that \( S \) is a \((c, \epsilon)\)-approximation. To simplify notation we sometimes use \( c \)-approximation instead of \((c, 0)\)-approximation.

### 5.3 Ranking Model: Complexity Results

In this section we consider the complexity of finding the optimal password composition policy in the more general ranking model when the organization is given complete information about users’ preferences. Specifically, the organization is given the rankings \( \ell_1, \ldots, \ell_n \) of every user.

Our first result is for the positive rules setting. Given positive rules \( R_1, \ldots, R_m \) we show that \( p(k, \mathcal{A}_S) \) can be computed efficiently for constant values of \( k \) (see Theorem 12). In fact, for the special case \( k = 1 \) we present a very simple algorithm that suffices. Both algorithms can be easily extended to the less general normalization model. Our algorithms are based on three simple ideas: (1) Reduced Preference
Lists — each preference list \( \ell_i \) can be efficiently reduced to a short (length \( \leq m \)) preference list \( \hat{\ell}_i \). (2) Guess and Check — start by guessing the ‘structure’ of the optimal solution and find the resulting solution. (3) Iterative Elimination — find the most popular password \( w \) and eliminate all positive rules that contain \( w \). Our sampling algorithms are based on the same core ideas.

Unfortunately, the picture is different in the negative rules even when \( k \) is a constant. Given negative rules \( R_1, \ldots, R_m \) we show that it is hard to even \( n^{1/3} \)-approximate \( p(k, \mathcal{A}_S) \). Also, for non-constant values of \( k \) we show that it is hard to compute \( p(k, \mathcal{A}_S) \) in the singleton rules setting, which immediately implies hardness in both the positive rules setting and in the negative rules setting. Given a stronger complexity assumption known as the Unique Games Conjecture [98] it is also hard to \( c_0 \)-approximate \( p(k, \mathcal{A}_S) \) in the singleton rules setting for some constant \( c_0 \). However, our hardness results do not rule out the possibility of a \( c \)-approximation for a larger constant \( c \).

### 5.3.1 Positive Rules: Efficient Algorithm for Constant \( k \)

We first show that \( p(k, \mathcal{A}_S) \) can be computed efficiently for constant values of \( k \) in the positive rules setting. In this section the organization is given positive rules \( R_1, \ldots, R_m \) as well as preference lists \( \ell_1, \ldots, \ell_n \). We assume that the organization can efficiently query the preference lists (e.g., given \( S \subseteq [m] \) the organization can efficiently find \( \ell_i(S) \) — user \( i \)'s preferred password given policy \( \mathcal{A}_S \)).

We elaborate on the key algorithmic ideas listed above. First, we can efficiently reduce each preference list \( \ell_i \) to a list \( \hat{\ell}_i \) of at most \( m \) passwords (Claim 4). While the reduced list \( \hat{\ell}_i \) is much shorter than \( \ell_i \) it is still sufficient to determine user \( i \)'s preferred password given policy \( \mathcal{A}_S \) for any \( S \subseteq [m] \). We use \( \hat{P} \) to denote the reduced space of potential passwords.

**Claim 4.** Algorithm 5.1 makes at most \( m \) queries to \( \ell \) and \( m^2 \) membership queries and outputs a reduced preference list \( \hat{\ell} \) over at most \( m \) passwords such that for every \( S \subseteq [m] \) it holds that \( \hat{\ell}(\mathcal{A}_S) = \ell(\mathcal{A}_S) \).

**Proof.** Clearly, the algorithm’s main loop iterates at most \( m \) times because for each \( i \) we eliminate at least one rule (e.g., \( |S_{i+1}| < |S_i| \)), so the bound on queries and the length of \( \hat{\ell} \) are immediate. (Because we assume that we can query \( \ell \) efficiently Algorithm 5.1 is also efficient.) By construction we have \( \hat{\ell}(S_i) = \ell(S_i) \) for each \( S_i \). Fix any \( S \subseteq [m] \). Let \( S_i \) be such that \( S \subseteq S_i \) yet \( S \not\subseteq S_{i+1} \) and let \( w_i \) be the most
Algorithm 5.1 Reduce

**Input:**
- Preference List: $\ell$
- Positive Rules: $R_1, ..., R_m$

**Initialize:** $i \leftarrow 0$, $S_0 \leftarrow [m]$, $\hat{\ell} \leftarrow$ empty ranking.

while $S_i \neq \emptyset$ do
  Let $w$ be $\ell(A_{S_i})$.
  $\hat{\ell} \leftarrow \langle \hat{\ell}, w \rangle$ $\triangleright$ ‘Append’ the current most preferred password to $\hat{\ell}$
  $S_{i+1} \leftarrow S_i \setminus \{ j \mid w \in R_j \}$ $\triangleright$ Deactivate all rules that contain $w$
  $i \leftarrow i + 1$
return $\hat{\ell}$

preferred word in $\ell$ out of all words in $\bigcup_{j \in S_i} R_j$. If it is the case that $w_i \in \bigcup_{j \in S_i} R_j$, then $w_i$ is the most preferred word in $S$ too and we’re done. Otherwise, $w_i \in \bigcup_{j \in S_{i} \setminus S_i} R_j$ which means that removing the set $\{ j \in S_i : w_i \in R_j \}$ creates a set $S_{i+1}$ s.t. $S \subseteq S_{i+1}$, contradiction.

5.3.2 Special Case $k = 1$

For the special case $k = 1$ the simple algorithm IterativeElimination (Algorithm 5.2) suffices. The basic idea is very simple: iteratively eliminate the most popular password $w$ by deactivating all positive rules that contain $w$. We repeat this process until no passwords remain. We claim that one of the solutions along the way was the optimal solution.

Algorithm 5.2 IterativeElimination

**Input:**
- Preference Lists: $\ell_1, ..., \ell_n$
- Positive Rules: $R_1, ..., R_m \subseteq P$

**Initialize:** $S_0 \leftarrow [m]$, $i \leftarrow 0$

while $S_i \neq \emptyset$ do
  $w(S_i) \leftarrow \arg \max \{ \Pr[w \mid A_{S_i}] \mid w \in A_{S_i} \}$ $\triangleright w(S_i)$ is most popular allowed pwd
  $S_{i+1} \leftarrow S_i \setminus \{ j \mid w(S_i) \in R_j \}$ $\triangleright$ Deactivate all rules that contain $w(S_i)$
  $i \leftarrow i + 1$
return $S_i^*$ where $i^* \leftarrow \arg \min_i p(1, A_{S_i})$
Theorem 11. Algorithm 5.2 outputs a set of positive rules $S \subseteq [m]$ such that

$$\forall S' \subseteq [m], \quad p(1, \mathcal{A}_S) \leq p(1, \mathcal{A}_{S'}) .$$

Proof. Let $T$ denote the optimal policy. Clearly if $T = [m]$ then our algorithm returns $S^* = T$ because that is the first set we try. Otherwise, $T \subset [m]$. Let $S$ be the last set our algorithm considers that has the property that $T \subseteq S$. Again, if $T = S$, our algorithm returns $S$. Let $w(T)$ be the most popular word in $\mathcal{A}_T$, and because of optimality $\Pr[w(T) | \mathcal{A}_T] \leq \Pr[w(S) | \mathcal{A}_S]$.

Now, because we modify $S$ to not contain $T$ in the next iteration, then the most popular word in $S$, $w(S)$ has to belong to some rule $R_j$ where $j \in T$. Therefore $w(S) \in \bigcup_{j \in T} R_j$, and by the definition, the most popular word in $\mathcal{A}_T$ satisfies $\Pr[w(T) | \mathcal{A}_T] \geq \Pr[w(S) | \mathcal{A}_T]$.

But observe, because $w(S) \in \bigcup_{j \in T} R_j$, we must have that $w(S)$ is at least as popular in $T$. Indeed, if $\ell$ is a preference list where we disallowed $\mathcal{P} \setminus \bigcup_{j \in S} R_j$ and the most preferred word is $w(S)$, then as long as we disallow more words but keep allowing $w(S)$ the word $w(S)$ remains at the top of the list. Therefore, $\Pr[w(S) | \mathcal{A}_T] \geq \Pr[w(S) | \mathcal{A}_S]$. Combining together all inequalities we get $\Pr[w(T) | \mathcal{A}_T] = \Pr[w(S) | \mathcal{A}_S]$, which means our algorithm returns $S^* = S$. \qed

5.3.3 The General Case

We now present an algorithm “Guess and Check” to find the optimal password composition policy for any constant value of $k$. Our algorithm starts by guessing what the optimal solution looks like (e.g., what the $k$ most popular passwords will be in the optimal solution and what the probability of the $k$’th most popular password is). There are at most $(mn)^{O(k)}$ potential solutions to brute-force try. As we show, for each candidate solution, it is easy to figure out which sets must be eliminated using the iterative elimination idea behind Algorithm 5.2.

Theorem 12. Algorithm 5.3 runs in time polynomial in $n^k$, $m^k$ and outputs a set of positive rules $S \subseteq [m]$ of positive rules such that

$$p(k, \mathcal{A}_S) \leq p(k, \mathcal{A}_{S'})$$

for every other set $S' \subseteq [m]$.  
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**Algorithm 5.3 GuessAndCheck**

**Input:**
Preference Lists: $\ell_1, ..., \ell_n$
Positive Rules: $R_1, ..., R_m \subseteq \mathcal{P}$
Integer $k$

**Initialize:**
$\text{Candidates} \leftarrow \emptyset$ \hspace{1cm} \text{Candidate Solutions}

for $i = 1 \rightarrow n$

$\hat{\ell}_i \leftarrow \text{Reduce}(\ell_i, R_1, ..., R_m)$

$\hat{\mathcal{P}} \leftarrow \bigcup_{i=1}^n \hat{\ell}_i.$ \hspace{1cm} \text{Reduced Password Space}

for all $(G, p)$ with $G \subseteq \hat{\mathcal{P}}$ s.t. $|G| = k$ and $p \in \{1/n, 2/n, ..., 1\}$

$S_{G,p} \leftarrow [m]$

while $S_{G,p} \neq \emptyset$ and $\exists w \in (\hat{\mathcal{P}} \setminus G) \cap \mathcal{A}_{S_{G,p}}$ s.t $\Pr[w | \mathcal{A}_{S_{G,p}}] > p$

$S_{G,p} \leftarrow S_{G,p} \setminus \{j \mid w \in R_j\}$ \hspace{1cm} \text{Ban} $w$ because it is inconsistent with guess

if $\Pr[w | \mathcal{A}_{S_{G,p}}] \leq p$ for all $w \in (\mathcal{A}_{S_{G,p}} \setminus G)$

$\text{Candidates} \leftarrow \text{Candidates} \cup \{S_{G,p}\}$

return $\arg\min_{(G,p) \in \text{Candidates}} p \left(k, \mathcal{A}_{S_{G,p}}\right)$

**Proof.** It is evident that the running time of the algorithm is $\text{poly}(n^k, m^k)$ since we only have $O((nm)^k)$ potential solutions to try.

Let $\mathcal{A}_S^*$ denote an optimal solution and let $G^*$ denote the $k$ most popular passwords in this solution. Suppose we start with the correct guess ($G = G^*$ and $p$ is the probability of the $k$th most popular password), then we claim that our algorithm must produce the optimal solution. In particular, we maintain the invariant that $\mathcal{A}_S \subseteq \mathcal{A}_{S_{G,p}}$ until we converge to the optimal solution. Clearly, this is true initially — before we have eliminated any passwords.

Suppose that the invariant holds and that our algorithm bans a password $w \in \mathcal{P} \setminus G$ by deactivating all rules in $S_{G,p}$ that contain $w$. Then by the definition of our algorithm we must have $\Pr[w | \mathcal{A}_{S_{G,p}}] \geq \Pr[w | \mathcal{A}_{S_{G,p}}] > p$. If $w \in \mathcal{A}_S^*$ then by Equation (5.1) we have

$$\Pr[w | \mathcal{A}_S^*] \geq \Pr[w | \mathcal{A}_{S_{G,p}}] > p,$$

which contradicts the choice of $G$. Therefore $w \notin \mathcal{A}_S^*$, so all rules that contain it are deactivated in $\mathcal{A}_S$ and the invariant still holds. By definition Algorithm 5.3 terminates when every password $w \in \mathcal{A}_{S_{G,p}} \setminus G$ has probability at most $p$. Because
our invariant still holds we can apply Equation (5.1) again to get
\[ \Pr \left[ G \mid \mathcal{A}_{S,G} \right] \leq \Pr \left[ G \mid \mathcal{A}_S \right] = p(k, \mathcal{A}_S) . \]

Hence, \( \mathcal{A}_{S,G} \) is an optimal solution. □

5.3.4 Singleton Rules: Hardness for Large \( k \)

Now we turn our attention to the problem of optimizing \( p(k, \mathcal{A}_S) \) for large values of \( k \). Theorem 13 says that unless \( P = NP \) no polynomial time algorithm can compute \( p(k, \mathcal{A}_S) \) even with singleton rules. If we are willing to make the Unique Games Conjecture (UGC) [98] then it is hard to even \( c_0 \)-approximate \( p(k, \mathcal{A}_S) \) for some constant \( c_0 \). These results immediately imply hardness in both the positive and negative rules setting because these settings are a generalization of the singleton rules setting.

**Theorem 13.** Unless \( P = NP \) there is no \( \text{poly}(k, n, N) \)-algorithm that gets as input an arbitrary set of \( n \) preference-lists \( \ell_1, \ldots, \ell_n \) over \( \mathcal{P} \) and an integer \( k \), and outputs the optimal \( p(k, \mathcal{A}) \) in the singleton rules setting.

**Proof.** We prove the theorem using a reduction from the Vertex-Cover problem. Given a graph \( G \) over \( g \) vertices and \( e \) edges and an integer \( t \), we first define
\[ \mathcal{P} = \{ w_u : u \in V(G) \} \cup \{ w_{u,v} : (u, v) \in E(G) \} \]
and observe that \( |\mathcal{P}| = g + e \). We also construct the following \( n = 2e \) preference-lists, where for every edge \( (u, v) \in E(G) \) we have the two lists:
\[ \ell_{u,v} = w_u, w_{u,v}, \ldots \]
\[ \ell_{v,u} = w_v, w_{u,v}, \ldots \]
where the choice of passwords below position 2 is arbitrary, but both rankings must be identical from position 2 onwards. Finally, we set \( k = g + e - t - 1 \).

Given a policy \( \mathcal{A} \subseteq \mathcal{P} \), we denote all banned words as \( \mathcal{B} = \mathcal{P} \setminus \mathcal{A} \). We denote by \( L_{\mathcal{B}} \) as the set of words that at least one user ranks first after banning all words in \( \mathcal{B} \). Observe, \( L_{\emptyset} = \{ w_u : u \in V(G) \} \). Using this notation, we show this reduction indeed proves \( NP \)-hardness.

First, suppose \( G \) has a vertex cover \( C \) of size \( \leq t \). Then by banning all passwords \( \mathcal{B} = \{ w_v : v \in C \} \) we now have \( L_{\mathcal{B}} = \mathcal{P} \setminus \mathcal{B} \), because for every \( (u, v) \in E(G) \) either \( w_u \)
or \( w_v \) are banned, so the word \( w_{u,v} \) appears at the top of at least one of the two lists \( \{ \ell_{u,v}, \ell_{v,u} \} \). Therefore, the \( n \) preference-lists induce a distribution whose support contains \( g + e - |B| \geq g + e - t \) words, thus \( p(g + e - t - 1, \mathcal{A}) < 1 \).

Conversely, suppose all vertex covers of \( G \) are of size at least \( t + 1 \). Let \( \mathcal{A} \) be any set of banned words. Clearly, if \( |B| \geq t + 1 \) then the distribution induced by the \( n \) preferences-lists has support of size at most \( g + e - t - 1 \), which means that \( p(g + e - t - 1, \mathcal{A}) = 1 \). Otherwise, \( |B| \leq t \), and we denote the set of vertices \( C = \{ v : w_v \in \mathcal{B} \} \). Observe, since any vertex cover of \( G \) must contain \( \geq t + 1 \) vertices, then there has to be at least \( t + 1 - |C| \) edges that \( C \) does not cover (since we can always complete \( C \) to a vertex cover by adding one vertex from each uncovered edge). Therefore, there have to be at least \( t + 1 - |C| \) words that do not appear at the top of any preference list. We conclude that the distribution induced by the \( n \) preference-lists has a support of size at most

\[
|L_B| = g - |C| + e - (t + 1 - |C|) \leq g + e - t - 1
\]

thus \( p(g + e - t - 1, \mathcal{A}) = 1 \). \( \square \)

From the same reduction described in Theorem 13 we get UGC-hardness of approximation. While there are sub-exponential time algorithms to solve the Unique Games problem [20], there are no known polynomial time algorithms. Many famous approximation hardness results are based on the Unique Games Conjecture (e.g., \( 2 - \epsilon \) hardness for vertex cover [99]). Our reduction relies on a result in [22], which says that vertex cover is hard to approximate up to a (say) 1.5-factor even on bounded degree graphs. Because we start with a bounded degree graph we can argue that each password in our reduction appears at the top of at most \( d \) preference-lists for some constant \( d \).

**Theorem 14.** There exists a constant \( c > 1 \) such that it is UGC-hard for a \( \text{poly}(n, N, k) \)-time algorithm to \( c \)-approximate the optimal \( p(k, \mathcal{A}) \) in the singleton rules setting and the rankings model.

**Proof of Theorem 14.** We begin with a construction of a bounded degree graph which is hard approximate up to a (say) 1.5-factor. As shown in [22], for every constant \( d \) there exists a family of \( d \)-regular graphs for which it is UGC-hard to determine whether there exists a vertex cover of size \( t \), or all vertex-covers have size at least \( (2 - O(\log \log(d)/\log(d)) - \epsilon) \ t \). Fixing \( d \) to be a large enough constant such that this factor is \( > 1.5 \), we now reduce this family of instances to a password
problem using the exact same construction as in the proof of Theorem 13, with the exception that we set $k = g + e - (1.5 - \epsilon)t$.

Observe, for this family of instances, $e = O(g)$ so $|\mathcal{P}| = O(g)$, but also the size of the optimal vertex-cover has to be $\Theta(g)$ (at most $g$ and at least $g/d$). Furthermore, each password appears at the top of at most $d$ preference-lists. Therefore, by allowing $\mathcal{A}$ and banning $\mathcal{B} = \mathcal{P} \setminus \mathcal{A}$, we not only have a distribution whose support is of size $|L_{\mathcal{B}}|$, but it also holds that the probability of each word in $L_{\mathcal{B}}$ is $\Omega(1/|L_{\mathcal{B}}|)$.

Therefore, if the graph has a vertex-cover $C$ of size $t$, then by banning all words $\mathcal{B} = \{w_u : u \in C\}$ we have that the $n$ preference-lists induce a distribution over $|L_{\mathcal{B}}| \geq g + e - t$. Since we set $k = g + e - (1.5 - \epsilon)t$ we have that the set of most uncommon passwords contain at least $(0.5 - \epsilon)t = \Omega(|L_{\mathcal{B}}|)$ words, each with $\Omega(1/|L_{\mathcal{B}}|)$ probability, thus $p(k, \mathcal{A}) = 1 - \Omega(1)$. (And, in particular, for the optimal policy $\mathcal{A}'$ we have $p(k, \mathcal{A}') = 1 - \Omega(1)$.)

In contrast, applying the same argument from the proof of Theorem 13, we have that if $G$ has all vertex-covers of size $> (1.5 - \epsilon)t$ then $p(k, \mathcal{A}) = 1$. The $O(1)$-hardness of approximation follows.

\[\Box\]

### 5.3.5 Negative Rules: Hardness of Approximation for $k = 1$

We next turn to negative rules, where we show that the problem is extremely difficult even for $k = 1$.

**Theorem 15.** Let $\epsilon > 0$. Unless $P = NP$ there is no polynomial time algorithm (in $N, n, m$) that approximates $\min_{S \subseteq [m]} p(1, \mathcal{A}_S)$ to a factor of $n^{1/3 - \epsilon}$ in the negative rules setting and the rankings model.

**Proof of Theorem 15.** Fix $\epsilon > 0$. Our reduction is from the Max-Independent-Set problem, which is known to be hard to approximate up to a factor of $n^{1-\epsilon}$ [90]. We are given a graph $G$ with $g$ vertices and $e$ edges, and we must determine whether the size of $G$’s largest independent set is $g^{1-\epsilon}$ or $g^\epsilon$.

Given a Max-Independent-Set instance, we denote $K = g^\epsilon$ and create the following password policy instance, which is composed out of the following set of
possible words:

$$P = \{A_1, ..., A_K\} \cup \{B_1, ..., B_g\}
\cup \left( \bigcup_{(u,v) \in E(G)} \left( \{C_{u,1}^v, ..., C_{u,g}^v\} \cup \{C_{v,1}^u, ..., C_{v,g}^u\} \right) \right)
\cup \left( \bigcup_{v \in V(G), 1 \leq i \leq K} \left( \{D_{v,i,j,1}, ..., D_{v,i,j,g}\} \cup \{D_{v,j,i,1}, ..., D_{v,j,i,g}\} \right) \right) \cup \{X\}$$

We now describe the $n = g + ge + g^2(K/2) \leq g^3 + g^{2+2e}$ users’ preference-lists. We start with the $g$ rankings specified in Table 5.2a. We continue with $ge$ more rankings, where for each edge $(u, v) \in E(G)$ we add $g$ more rankings, as detailed in Table 5.2b. Lastly, we add $g^2(K/2)$ more rankings, where for each triple $(v, i, j)$ where $v$ is a vertex of $G$ and $i \neq j \in [K]$ we add $g$ rankings, as detailed in Table 5.2c. (Observe, the tables detail the first few words in each list, then end with “…” mark, which indicates that from that point on the remaining words may appear in any order.)

Finally, we detail our rules. For every $i \in [K]$ and $u \in V(G)$ we have a rule which roughly corresponds to deciding that $u$ is a member of the independent set:

$$R_{u,i} = \{A_i\} \cup \bigcup_{v: (u,v) \in E(G)} \{C_{u,1}^v, ..., C_{u,g}^v\} \cup \bigcup_{j \in [K], j \neq i} \{D_{u,i,j,1}, ..., D_{u,i,j,g}\}.$$  

Our analysis now follows from a series of observations.

Observation 1: If we do not ban all of the passwords $A_1, ..., A_K$ then $p_1 \geq g/n$. Therefore, for every $i$, we must choose at least one of the rules $\{R_{u,i}\}$ to activate, or else we have that $p_1 \geq g/n$.

Observation 2: If we ban $C_{u,1}^v, ..., C_{u,g}^v$ and $C_{v,1}^u, ..., C_{v,g}^u$ then we must have $p_1 \geq g/n$. Therefore, for any $i \neq j$ it must not be the case that we ban $R_{u,i}$ and $R_{v,j}$ where $(u,v) \in E(G)$, or else we have that $p_1 \geq g/n$.

Observation 3: If we ban $D_{v,i,j,1}, ..., D_{v,i,j,g}$, and $D_{v,j,i,1}, ..., D_{v,j,i,g}$ then $p_1 \geq g/n$. Therefore, for any $i \neq j$ it must not be the case that we ban $R_{u,i}$ and $R_{u,j}$, or else we have that $p_1 \geq g/n$.

These observations lead us to the following conclusion. If $G$ contains an independent set $v_1, ..., v_K$ of size $K$, then activating the rules $\{R_{v_1,1}, R_{v_2,2}, ..., R_{v_K,K}\}$ leads
Table 5.2: Rankings used in the proof of Theorem 15.

(a) Type 1

<table>
<thead>
<tr>
<th>$\ell_1$</th>
<th>...</th>
<th>$\ell_g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>...</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$A_2$</td>
<td>...</td>
<td>$A_2$</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A_K$</td>
<td>...</td>
<td>$A_K$</td>
</tr>
<tr>
<td>$B_1$</td>
<td>...</td>
<td>$B_g$</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(b) Type 2

<table>
<thead>
<tr>
<th>$\ell_{u,v,1}$</th>
<th>...</th>
<th>$\ell_{u,v,g}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{u,1}$</td>
<td>...</td>
<td>$C_{u,g}$</td>
</tr>
<tr>
<td>$C_{v,1}$</td>
<td>...</td>
<td>$C_{v,g}$</td>
</tr>
<tr>
<td>$X$</td>
<td>...</td>
<td>$X$</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(c) Type 3

<table>
<thead>
<tr>
<th>$\ell_{v,i,j,1}$</th>
<th>...</th>
<th>$\ell_{v,i,j,g}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{v,i,j,1}$</td>
<td>...</td>
<td>$D_{v,i,j,g}$</td>
</tr>
<tr>
<td>$D_{v,i,j,1}$</td>
<td>...</td>
<td>$D_{v,i,j,g}$</td>
</tr>
<tr>
<td>$X$</td>
<td>...</td>
<td>$X$</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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to a setting where each truncated ranking begins with a unique word, so \( p_1 = 1/n \).

In contrast, if \( G \) does not have an independent set of size \( K \), then \( p_1 = g/n \). Since \( n = O(g^3) \) we have an \( \Omega(n^{1/3}) \)-hardness of approximation. Observe also that the number of total words is \( N = K + g + 2eg + g^2K(K - 1) + 1 = O(g^3) = O(n) \) so it is also hard to approximate the problem to a factor of \( \Omega(N^{1/3}) \).

\[ \square \]

5.4 Normalization Model: Complexity Results

In this section we focus on complexity results for the normalization model. Here the structure of the input to our problem is a bit different: For each password \( w \in \mathcal{P} \) we are given the probability \( \Pr[w] \) that \( w \) is selected by a random user when \( \mathcal{A} = \mathcal{P} \). Note that now we can give the distribution explicitly because it requires \( N \) numbers (whereas a distribution over rankings requires \( N! \) numbers). This distribution induces a distribution over \( \mathcal{P} \) for any password composition policy \( \mathcal{A} \) by normalizing probabilities, as explained in Section 5.2.

Because the normalization model is a special case of the ranking model our algorithms for the ranking model can also be applied in the normalization model. The question is whether or not the hardness results carry over.

We first consider the singleton rules setting with large \( k \), and show that that we can compute \( \arg \min_{\mathcal{A} \subseteq \mathcal{P}} p(k, \mathcal{A}) \) in polynomial time in \( N \) (Theorem 16). This result separates the normalization model from the ranking model (e.g., compare Theorems 16 and 13). However, it does not extend to the positive rules setting. In fact, we show that optimizing \( p(k, \mathcal{A}_S) \) is NP-Hard when \( k \) is a parameter (Theorem 18).

With negative rules \( R_1, \ldots, R_m \) we show that it is hard to \( c_0 \)-approximate \( \arg \max_{S \subseteq [m]} p(1, \mathcal{A}_S) \) (Theorem 17). However, we cannot rule out the possibility of an efficient \( c \)-approximation algorithm for some constant \( c \) in the normalization model (recall that Theorem 15 ruled out the possibility of a \( c \)-approximation algorithm in the ranking model for any \( c \)).

5.4.1 Singleton Rules: Efficient Algorithm for large \( k \)

We present SortAndOptimize — an efficient algorithm to optimize \( p(k, \mathcal{A}) \) in the singleton rules setting for any value of \( k \). The key intuition behind our algorithm is that if \( w_1 \in \mathcal{P} \) is the most likely password then \( w_1 \) will remain the most likely
allowed password unless we ban it — a property that does not hold in the rankings model. A formal proof of Theorem 16 can be found in Appendix 9.1.

**Theorem 16.** For every $k$, Algorithm 5.4 computes $\arg\min_{\mathcal{A}} p(k, \mathcal{A})$ in the singleton rules setting of the normalized probabilities model, in time $O(N \log(N))$.

**Algorithm 5.4 SortAndOptimize**

- **Input:** Password space $\mathcal{P}$ and a probability distribution over $\mathcal{P}$.
- **Integer** $k$.
- Sort the words in $\mathcal{P}$ from highest to lowest probability, $w_1, w_2, \ldots, w_N$.
- **return** the set $\mathcal{A}_i = \{w_j : j \geq i\}$, where $i$ minimizes the ratio
  
  $$p(k, \mathcal{A}_i) = \frac{\sum_{i \leq j \leq i+k} \text{Pr}[w_j]}{\sum_{j \geq i} \text{Pr}[w_j]}$$

### 5.4.2 Negative Rules: Hardness for $k = 1$

We next prove an inapproximability result that is somewhat weaker than the one that we obtained for the more general ranking model.

**Theorem 17.** There exists some constant $c_0 > 1$ such that unless $\text{NP} = \text{BPP}$ no polynomial time algorithm (in $n, N, m$) can $c_0$-approximate $\min_{S \subseteq [m]} p(1, \mathcal{A}_S)$ in the negative rules setting and the normalization model.

We will require the following construction; the proof is given in Appendix 9.1.

**Lemma 4.** Fix $m$ and $s$ such that $m \geq s$. There exists a domain $D$ of size $\Theta(s^2 \log(m))$ and a family of $m$ sets, $F_1, F_2, \ldots, F_m \subseteq D$, such that each set in the family contains $\frac{|D|}{2s}$ elements, and for every $C \subseteq [m]$ of size $|C| \leq s$, we have that the size of the union $\left| \bigcup_{i \in C} F_i \right| \geq \frac{|D| |C|}{4}$. This domain can be constructed in randomized poly($s, m$) time.

That is, each set in this family contains exactly the same fraction of the domain, and furthermore — any union of $|C| \leq s$ sets has the property that its cardinality is proportional to $\Omega(|C||F_i|)$.  

124
Proof of Theorem 17. We reduce from Set-Cover — one of the classic NP-Complete problems [94]. We are given sets $S_1, ..., S_m \subseteq U$, universe $U = \{1, ..., g\}$, and an integer $t \leq m$, and we are asked whether there is a set $C \subseteq [m]$ of size $\leq t$ such that $U = \bigcup_{i \in C} S_i$.

It is a known fact that there exist Set-Cover instances, with $(g, m, t)$ all polynomially dependent of each other, that are hard to approximate to a factor of $c \ln n$ [17]. That is, on this particular family of instances, it is NP-hard to distinguish whether there exists a cover of size $t$ or all covers have size $(1 - \epsilon) c \cdot t \ln n$.

We now describe the reduction. Given a $(g, m, t)$-Set Cover instance, we set $s = c \cdot t \ln g = \Theta(t \ln t)$ and construct a domain $D$ and $m$ sets $F_1, F_2, \ldots, F_m \subseteq D$ as in Lemma 4. We then create the following password-banning instance. First $s = \exists$ a cover of size $t$. That is, on this particular family of instances, it is NP-hard to approximate to a factor of $c \ln n$ [17].

We now describe the reduction. Given a $(g, m, t)$-Set Cover instance, we set $s = c \cdot t \ln g = \Theta(t \ln t)$ and construct a domain $D$ and $m$ sets $F_1, F_2, \ldots, F_m \subseteq D$ as in Lemma 4. We then create the following password-banning instance. First $s = \exists$ a cover of size $t$. That is, on this particular family of instances, it is NP-hard to approximate to a factor of $c \ln n$ [17].

Without loss of generality we can assume that $|D| \geq 100g$ (because, for example, we can take 100g copies of the original $D$). Therefore, any policy that bans all of \{w_1, w_2, \ldots, w_g\} yet leaves a constant (say $> 1/10$) fraction of $D$ has $p_1 \leq 10/|D|$, whereas any policy that keeps even one of the words in \{w_1, w_2, \ldots, w_g\} has $p_1 \geq 1/(2g)$. Therefore, if the Set-Cover instance has a cover of size $\leq s = \Theta(t \ln g)$, then a $c_0$-approximation of the optimal banning-policy must find a cover for \{w_1, w_2, \ldots, w_g\}. We will assume from now on that our Set-Cover instance is such that it has a cover of size $\leq s$. (Indeed, if $s > t \log(t)$ then the instance is no longer NP-hard, since the greedy algorithm must return a cover of size $\geq t \log(t)$ which causes us to deduce that the optimal cover must have size $> t$.)

So now, suppose our Set-Cover instance has a cover of size $t$. Then the respective union of rules bans every password in \{w_1, w_2, \ldots, w_g\} and no more than $\frac{t}{25} |D|$ words of $D$ (we get an upper bound by multiplying the size of each set by the number of sets). This leaves a collection of $\left(1 - \frac{t}{25}\right) |D|$ equally likely words, so $p_1 = \left(1 - \frac{t}{25}\right)^{-1} |D|^{-1} = (1 - O(1/ \log(g)))^{-1} |D|^{-1} = (1 + o(1)) |D|^{-1}$. In contrast, if all covers of our Set-Cover instance have size $s' \geq c \cdot t \ln(g)$ (where, because we assume some cover has size $\leq s$, we have $s' \leq s$) then any collection of rules that bans all words in \{w_1, w_2, \ldots, w_g\} must also ban at least $\frac{s'}{8s} |D|$ words out of $D$. This leaves at most $\left(1 - \Omega(1)\right)^{-1} |D|$ words in $D$ and so $p_1 \geq (1 - \Omega(1))^{-1} |D|^{-1}$. Denoting the latter constant as $c_0^{-1}$, we have that any $c_0 - \epsilon$ approximation of the optimal banning-policy indicates the existence of a cover of cardinality $< c \cdot t \ln(g)$. □
5.4.3 Positive Rules: Hardness of Approximation for Large $k$

While we can show that it is possible to optimize $p(k, \mathcal{A})$ in the singleton rules setting our result does not extend to the more general positive rules setting. We are able to show that it is NP-Hard to compute $\arg \min_{S \subseteq [m]} p(k, \mathcal{A}_S)$. However, our reduction does not imply approximation hardness so we cannot rule out the existence of a PTAS.

**Theorem 18.** Unless $P = NP$ there is no polynomial time algorithm (in $N, m, n$) which outputs $\arg \min_{S \subseteq [m]} p(k, \mathcal{A}_S)$ in the positive rules setting and the normalization model.

The theorem’s proof is relegated to Appendix 9.1.

5.5 Efficient Sampling Algorithms

In a sense, our complexity results are not “realistic”, and in particular in the ranking model our positive algorithmic results assume access to each user’s full preferences. Moreover, some algorithms are allowed to run in polynomial time in the number of passwords $N$, which can be huge. In this section we use our complexity results as guidelines in the design of practical sampling algorithms.

In more detail, we are given oracle access to rules $R_1, ..., R_m$ (e.g., we can ask whether or not a password $w \in R_i$) and we are allowed to sample from the distribution induced by the password composition policy $\mathcal{A}_S$ for any $S \subseteq [m]$. Less formally, a sample is equivalent to asking a random user what her favorite password is given the current policy.

We will work in the more general ranking model, so there is essentially only one positive result we can build on: Theorem 12, a polynomial time algorithm for constant $k$ in the positive rules setting. When adapting this algorithm to the sampling setting, we cannot expect it to work perfectly due to the inherent uncertainty of this domain. Instead we expect the algorithm to find an $\epsilon$-optimal password composition policy with probability at least $1 - \delta$, for any given $\epsilon$ and $\delta$. Crucially, the number of samples must not depend on the number of passwords $N$, and must have a polynomial dependence on the other parameters.

Formally, we let $S^* \subseteq [m]$ denote the optimal collection of positive rules to activate (for all $S \subseteq [m], p(1, \mathcal{A}_{S^*}) \leq p(1, \mathcal{A}_S)$). Our goal is to find a $(1, \epsilon)$-approximation $S \subseteq [m]$ to $p(1, \mathcal{A}_{S^*})$, that is, $S$ such that $p(1, \mathcal{A}_S) \leq p(1, \mathcal{A}_{S^*}) + \epsilon$, with probability $1 - \delta$. 
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We first present Algorithm 5.5 that achieves our goal for \( k = 1 \); this algorithm is an adaptation of Algorithm 5.2.

**Algorithm 5.5 SampleAndEliminate**

**Positive Rules:** \( R_1, ..., R_m \)

**Input:** \( \epsilon, \delta \)

**Initialize:** \( S_0 \leftarrow [m], i \leftarrow 0 \)

\( s \leftarrow \frac{100}{\epsilon^2} \log \left( \frac{4m}{\epsilon \delta} \right) \)

while \( S_i \neq \emptyset \) do

**Sample:** Draw samples \( w_1, ..., w_s \) according to the distribution \( \Pr[w \mid A_S] \)

\( W \leftarrow \{w_1, ..., w_s\} \)

\( s_w \leftarrow \left| \{j \mid w_j = w\} \right| \) for each \( w \in W \).

\( w^* \leftarrow \arg \max \{s_w \mid w \in W\} \quad \triangleright w^* \) is the most frequently sampled password

\( \hat{p}_i \leftarrow \frac{s_{w^*}}{s} \quad \triangleright \hat{p}_i \) is our estimation of \( \Pr[w^* \mid A_S] \)

if \( \hat{p}_i \leq \epsilon/2 \) then return \( S_i \) \quad \triangleright \) The current solution is already sufficiently good

else

\( S_{i+1} \leftarrow S_i - \{j \mid w^* \in S_j\} \quad \triangleright \) Deactivate all rules that contain \( w^* \)

\( i \leftarrow i + 1 \)

return \( S_i \) where \( i^* = \arg \max \{\hat{p}_j \mid j \leq m\} \).

---

**Theorem 19.** Algorithm 5.5 runs in polynomial time in \( m, 1/\epsilon, 1/\delta \), requires \( O(m \log (m/\delta)/\epsilon^2) \) samples and returns a \((1, \epsilon)\)-approximation \( S \subseteq \{1, ..., m\} \) of \( p(1, A_S) \) with probability at least \( 1 - \delta \).

**Proof.** Let

\[\text{BAD}_i = \left\{ \exists w \in A_{S_i} \mid \left| \frac{s_w}{s} - \Pr[w \mid A_{S_i}] \right| \geq \epsilon/2 \right\},\]

denote the event that our probability estimates are off during iteration \( i \). Claim 5 bounds the probability of any bad event. The proof of Claim 5 can be found in the appendix. The proof involves bucketing the passwords based on their probability, applying Chernoff Bounds to upper bound the probability of a bad estimate for our passwords in each bucket, and repeatedly applying union bounds.

**Claim 5.** \( \Pr[\exists i, \text{BAD}_i] \leq \delta \).

For the rest of the analysis we assume that no bad event occurs. Let \( p^* = \min_{S \subseteq [m]} p(1, A_S) \) and suppose that \( A_{S_i} \subseteq A_{S_{i+1}} \). Clearly, this is true when \( i = 0 \). If \( \hat{p}_i \geq \epsilon/2 + p^* \) then \( \Pr[w^* \mid A_{S_i}] \geq \Pr[w^* \mid A_{S_{i+1}}] > p^* \) so that \( w^* \notin A_{S_i} \). Hence, \( A_{S_i} \subseteq A_{S_{i+1}} \).
and the property is maintained for at least one more iteration. If instead \( \hat{p}_i < \epsilon/2 + p^* \) then we have \( \hat{p}_i \leq \hat{p}_i \leq p^* + \epsilon/2 \) so for each \( w \in A_{S_i} \) we have \( \Pr[w | A_{S_i}] \leq p^* + \epsilon \). We conclude that the solution \( S_{S_i} \) is a \((1,\epsilon)\)-approximation.

We next explain how to extend Algorithm 5.3 to \((1,\epsilon)\)-approximate the optimal \( p(k, A_S) \) for any constant \( k \).

**Theorem 20.** There is an algorithm which runs in polynomial time (in \( m, 1/\epsilon, \delta \)), takes a polynomial number of samples, and returns a \((1,\epsilon)\)-approximation \( S \subseteq [m] \) of \( p(k, A_S) \) with probability at least \( 1 - \delta \).

**Sketch.** To extend Algorithm 5.3 to \((1,\epsilon)\)-approximate \( p(k, A_S) \) for constant \( k \) we need one more idea. We cannot simply obtain a reduced password space \( \hat{P} \) by reducing preference lists because we can only sample from our distribution. Notice that for any \( S \subseteq [m] \) such that \( i \in S \) we have \( \Pr[w | A_S] \leq \Pr[w | A_{\{i\}}] \) so to obtain a \((1,\epsilon)\)-approximation it is sufficient to limit our attention to passwords in the following set

\[
\hat{P} = \left\{ w \mid \exists i, \Pr[w | A_{\{i\}}] \geq \frac{\epsilon}{k} \right\}.
\]

We can obtain a superset of \( \hat{P} \) by sampling. For each positive rule \( R_i \) we draw \( s \) independent samples from the distribution \( A_{\{i\}} \) and set

\[
T_i = \left\{ w \mid \frac{s_w}{s} > \frac{\epsilon}{2k} \right\}.
\]

Intuitively, a password \( w \) is included in \( T_i \) if and only if our estimated probability is sufficiently large. Let \( T = \bigcup_i T_i \). For a sufficiently large sample size \( s = O(poly(m, k, 1/\epsilon, 1/\delta)) \) we can apply Chernoff Bounds to argue that with probability \( 1 - \delta \) (1) \(|T|\) is small, i.e., \( O(poly(m, k, 1/\epsilon, 1/\delta)) \), and (2) \( T \supset \hat{P} \). \( \Box \)

**5.6 Experiments**

To demonstrate how our ideas could apply in a real-world scenario, we simulated runs of Algorithm 5.5 by sampling with replacement from the RockYou leaked password set [92]. The set contains over 32 million passwords with a frequency distribution similar to that of many other password sets [39]. Note that all results presented here are limited by the dataset and assume the normalization model. Working in the normalization model is crucial because we cannot ask the RockYou...
users for their preferred password under a specific policy; an initial distribution over $\mathcal{P}$ — which is available to us — is sufficient though, because it induces a distribution for any policy $\mathcal{A}$.

We selected 21 positive rules that mirror commonly used password composition rules that are used in practice, and looked at sample sizes $s$ of 100, 500, 1000, 5000, and 10000. The rules included length requirements, character class requirements, combinations of requirements, a dictionary check, etc. (See Table 5.3 in Section 5.6.1 for a complete listing of the rules we selected.) For each run with a particular value of $s$, the algorithm returns a policy $\mathcal{A}_s$ for which we can measure $p(1, \mathcal{A}_s)$ in the original dataset and compare with the optimal $p(1, \mathcal{A}_s^*)$, determined from running Algorithm 5.2 on the original dataset. We performed 500 runs for each of the five values of $s$.

To gain an understanding of how policies based on negative rules perform, we took the complement of the 21 positive rules selected above to get 21 negative rules. We then determined the optimal negative rules policy by calculating $S^* = \arg\min_{S \subseteq [m]} p(1, \mathcal{A}_S)$ via brute-force. This was required because we have no equivalent to Algorithm 5.2 for negative rules. With this baseline in hand, we designed two naïve algorithms, similar in spirit to Algorithm 5.5. There are multiple ways to discard a password in the negative rules setting, and one algorithm makes this decision randomly while the other bans the smallest subset as determined from the current sample. Again, 500 runs were performed for each $s \in \{100, 500, 1000, 10000, 100000\}$.

### 5.6.1 Experiment Rules

We selected rules based on common types of rules used in constructing password composition policies, e.g., the policies recommended by NIST [50]. The rules we selected are shown in Table 5.3. Positive and negative forms of each rule are shown. In the positive rules setting, a password is allowed if it matches any positive rule. In the negative rules setting, a password is banned if it matches any negative rule.

The dictionary check used the cracking dictionary from openwall.com. This dictionary is used by one of the most well-known password crackers, John the Ripper [63]. Since this dictionary contains all alphabetic strings up to size 3, it was pruned to only include entries of 4 characters or more for the “contains a dictionary word” dictionary check.

Notice that for some groups of rules, e.g., length rules, digit rules, etc., the
subsets defined by these rules are subsets or supersets of each other. For example, if the positive rule “8 characters or more” is in a policy, adding the “10 characters or more” rule yields the same policy. We did this to prevent the selection of overly complex policies, e.g., “8 characters” OR “11 characters” OR “12 characters” OR “14 characters.” However, we also selected a couple of “combination rules” to make policies more interesting.

5.6.2 Baselines

We examined several baselines for comparison with our algorithm. Table 5.4 shows these baselines, the probability of the most frequent password in the resulting policy, and the optimal policy as a union or intersection of rules (for clarity, the complement of the union of negative rules is shown as the intersection of positive rules).

As shown in Table 5.4 from the means across policies, randomly selecting a policy from the power set of rules can be worse than having no policy. The “one rule maximum” baseline was selected because, if decided based on sampling, only $m$ distributions need be sampled. Our efficient algorithm requires the same amount of sampling, but can find the optimal policy over $S \subseteq \{m\}$ rather than $S \in \{1, \ldots, m\}$. Also of interest is the optimal policy with negative rules, which is over 3x better than the optimal policy with positive rules. However, as shown in the following section, the performance of our sampling algorithms with negative rules was far worse than in the positive rules setting.

5.6.3 Performance

In the positive rules setting (see Table 5.5), the algorithm performed extremely well even at moderate sample sizes. The average policy selected with $s = 500$ was almost 10x better than having no policy. At $s = 1000$, the optimal policy was found 10% of the time (50 out of 500 times).

In the negative rules setting (see Table 5.6), however, neither algorithm found the optimal policy. The “Ban Smallest” heuristic, when faced with a choice between multiple subsets that contain the most likely password, decides to ban the smallest available subset, disrupting the space the least. This might seem like an intuitively good choice but, in fact, it fails to find a better policy than the empty set at large sample sizes. The randomized algorithm does better (it cannot actually do
worse) but still has much worse average case performance than using our efficient algorithm with positive rules.

5.7 Discussion

We conclude this chapter by discussing some key points.

Usability. In this chapter our goal was to optimize the security of a password composition policy. However, many users find it difficult to comply with all of the requirements of a complicated password composition policy. Can we quantify the usability costs of a password composition policy? Can we characterize the trade-off between security and usability in password composition policies? Can we find the optimal password composition policy subject to usability constraints?

Where do the rules come from? Throughout the paper we have assumed that the rules (whether positive or negative) are given as part of the input; it is not up to us to find these rules. Our experiments indicate that a collection of intuitive and practical rules can already give very good results on real data. However, the question of deciding which rules should be added to our collection is outside the scope of this paper. Much like the problem of feature selection, it is an interesting problem with real-life implications, which we suspect will be very difficult in practice.

Alternate policy goals. Our goal [45] has been to minimize \( p(k, A_S) \). Intuitively, \( p(k, A_S) \) represents the probability that an adversary with no background knowledge can successfully guess the password of a randomly selected user in \( k \) tries. A small value of \( k \) optimizes security guarantees against an online guessing attack in which the adversary is locked out after \( k \) failed attempts to login. A much larger value of \( k \) (e.g., \( 2^{32} \)) is necessary to optimize security against an adversary who has obtained the cryptographic hash of a password and is able to mount a brute-force dictionary attack [136]. However, the optimal solutions for \( p(1, A_S) \) and \( p(2^{32}, A_S) \) might be completely different. One stronger goal that we might hope to achieve is to optimize both goals simultaneously. More formally, can we find a policy \( S \subseteq [m] \) such that for every \( S' \subseteq [m] \) and every \( k \leq N \) we have \( p(k, A_S) \leq c \cdot p(k, A_{S'}) \) for some constant \( c \)? Unfortunately, the answer is no. For any constant \( c \) this universal approximation goal is impossible to satisfy in the ranking model — see Theorem 32 in the appendix.

Other natural goals include \( \alpha \)-work factor [121] and a refinement called \( \alpha \)-
guesswork [39] (e.g., maximize the total number of guesses needed to compromise a fraction $\alpha$ of the accounts). While $\alpha$-guesswork is an useful metric to analyze the security of 70 million Yahoo passwords [39], it may not be a desirable optimization goal for the organization because it might allow the adversary to crack up to $(\alpha - \epsilon)$-fraction of the accounts with relatively few guesses.

Another interesting direction is to account for an adversary with basic background information about the user (e.g., e-mail address, username, birthday). It may not always be realistic to assume that the adversary has no background knowledge because the adversary can often easily obtain some background knowledge about a user by searching for publicly available information on the internet. One approach might be to design a rule $R$ to specify different passwords for different users (e.g., the set of passwords that contain the username or birthday of the user).

**Open Questions.** While we were able to prove several hardness results about finding the optimal password composition policy in the negative rules setting, it is possible that these hardness results could be circumvented by making mild (hopefully realistic) assumptions about the underlying password distribution or the rules $R_1, \ldots, R_m$. Are there efficient algorithms to optimize $p(k, A_S)$ in the negative rules setting given realistic assumptions? It is also possible that mild realistic assumptions could be used to circumvent the impossibility result of Theorem 32, and design a universal approximation algorithm.

There are also several interesting technical questions that remain open:

1. Normalization model with negative rules: Can we efficiently $c$-approximate $p(1, A_S)$ for any constant $c$? Is there a sub-exponential algorithm (in $m$) to compute $p(1, A_S)$?

2. Ranking model with positive rules: Can we efficiently $c$-approximate $p(k, A_S)$ for some constant $c$ when $k$ is a parameter?

**The future.** There is a real need for a principled approach to optimizing password composition policies. We have taken a first step in this direction by providing an intuitive theoretical model and showing that it leads to algorithms that perform well on real data. We can only hope that our work will spark a fundamentally new interaction between theory and practice in passwords research.
<table>
<thead>
<tr>
<th>Positive Rule</th>
<th>Negative Rule</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 characters or more</td>
<td>Less than 8 characters</td>
<td></td>
</tr>
<tr>
<td>9 characters or more</td>
<td>Less than 9 characters</td>
<td></td>
</tr>
<tr>
<td>10 characters or more</td>
<td>Less than 10 characters</td>
<td></td>
</tr>
<tr>
<td>11 characters or more</td>
<td>Less than 11 characters</td>
<td></td>
</tr>
<tr>
<td>12 characters or more</td>
<td>Less than 12 characters</td>
<td></td>
</tr>
<tr>
<td>13 characters or more</td>
<td>Less than 13 characters</td>
<td></td>
</tr>
<tr>
<td>14 characters or more</td>
<td>Less than 14 characters</td>
<td></td>
</tr>
<tr>
<td>15 characters or more</td>
<td>Less than 15 characters</td>
<td></td>
</tr>
<tr>
<td>16 characters or more</td>
<td>Less than 16 characters</td>
<td></td>
</tr>
<tr>
<td>1 digit or more</td>
<td>Less than 1 digit</td>
<td></td>
</tr>
<tr>
<td>1 symbol or more</td>
<td>Less than 1 symbol</td>
<td></td>
</tr>
<tr>
<td>1 lowercase or more</td>
<td>Less than 1 lowercase</td>
<td></td>
</tr>
<tr>
<td>1 uppercase or more</td>
<td>Less than 1 uppercase</td>
<td></td>
</tr>
<tr>
<td>2 digits or more</td>
<td>Less than 2 digits</td>
<td></td>
</tr>
<tr>
<td>2 symbols or more</td>
<td>Less than 2 symbols</td>
<td></td>
</tr>
<tr>
<td>2 lowercase or more</td>
<td>Less than 2 lowercase</td>
<td></td>
</tr>
<tr>
<td>2 uppercase or more</td>
<td>Less than 2 uppercase</td>
<td></td>
</tr>
<tr>
<td>In a dictionary</td>
<td>Not in a dictionary</td>
<td></td>
</tr>
<tr>
<td>Contains a dictionary word</td>
<td>Does not contain a dictionary word</td>
<td></td>
</tr>
<tr>
<td>8 characters or more AND 1 uppercase or more</td>
<td>Less than 8 characters OR less than 1 uppercase</td>
<td>Combination Rules</td>
</tr>
<tr>
<td>8 characters or more AND 1 uppercase or more AND 1 digit or more</td>
<td>Less than 8 characters OR less than 1 uppercase OR less than 1 digit</td>
<td>Combination Rules</td>
</tr>
</tbody>
</table>

Table 5.3: Rules Used in Sampling Experiments
Baseline | $p(1, \mathcal{A}_5)$ | $S$
---|---|---
Mean across negative rules policies | $1.3\times 10^{-2}$ | $
Mean across positive rules policies | $1.0\times 10^{-2}$ | $
All passwords allowed (no policy) | $9.2\times 10^{-3}$ | $
One positive rule ($S \in \{1, \ldots, m\}$) | $6.8\times 10^{-4}$ | 8 chars, 1 upper, 1 digit
Optimal policy with positive rules | $4.4\times 10^{-4}$ | 14 chars OR 2 symbols OR 8 chars, 1 upper, 1 digit
Optimal policy with negative rules | $1.4\times 10^{-4}$ | 10 chars AND 2 digits AND 1 symbol AND 1 lowercase AND not in dictionary

Table 5.4: Baseline probabilities for the RockYou dataset

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>mean $p(1, \mathcal{A}_5)$</th>
<th>min $p(1, \mathcal{A}_5)$</th>
<th>% Optimal</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>$6.8\times 10^{-3}$</td>
<td>$1.2\times 10^{-3}$</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>$9.7\times 10^{-4}$</td>
<td>$4.4 \times 10^{-4}$</td>
<td>2%</td>
</tr>
<tr>
<td>1000</td>
<td>$9.5\times 10^{-4}$</td>
<td>$4.4 \times 10^{-4}$</td>
<td>10%</td>
</tr>
<tr>
<td>5000</td>
<td>$6.0\times 10^{-4}$</td>
<td>$4.4 \times 10^{-4}$</td>
<td>14%</td>
</tr>
<tr>
<td>10000</td>
<td>$5.7\times 10^{-4}$</td>
<td>$4.4 \times 10^{-4}$</td>
<td>19%</td>
</tr>
</tbody>
</table>

Table 5.5: Performance of Sampling Algorithms with Positive Rules

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Random Decision</th>
<th>Ban Smallest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Size</td>
<td>mean $p(1, \mathcal{A}_5)$</td>
<td>min $p(1, \mathcal{A}_5)$</td>
</tr>
<tr>
<td>-------------</td>
<td>-----------------</td>
<td>--------------</td>
</tr>
<tr>
<td>100</td>
<td>$6.8\times 10^{-3}$</td>
<td>$1.2\times 10^{-3}$</td>
</tr>
<tr>
<td>500</td>
<td>$4.4\times 10^{-3}$</td>
<td>$6.3\times 10^{-4}$</td>
</tr>
<tr>
<td>1000</td>
<td>$4.3\times 10^{-3}$</td>
<td>$4.5\times 10^{-4}$</td>
</tr>
<tr>
<td>5000</td>
<td>$6.3\times 10^{-3}$</td>
<td>$4.5\times 10^{-4}$</td>
</tr>
<tr>
<td>10000</td>
<td>$7.2\times 10^{-3}$</td>
<td>$4.5\times 10^{-4}$</td>
</tr>
</tbody>
</table>

Table 5.6: Performance of Sampling Algorithms with Negative Rules
Chapter 6

GOTCHAs: A Defense Against Offline Attacks

6.1 Introduction

Any adversary who has obtained the cryptographic hash of a user’s password can mount an automated brute-force attack to crack the password by comparing the cryptographic hash of the user’s password with the cryptographic hashes of likely password guesses. This attack is called an offline dictionary attack, and there are many password crackers that an adversary could use [63]. Offline dictionary attacks against passwords are — unfortunately — powerful and commonplace [87]. Adversaries have been able to compromise servers at large companies (e.g., Zappos, LinkedIn, Sony, Gawker [5, 9, 10, 11, 13, 28]) resulting in the release of millions of cryptographic password hashes\(^1\). It has been repeatedly demonstrated that users tend to select easily guessable passwords [39, 66, 92], and password crackers are able to quickly break many of these passwords[136]. Offline attacks are becoming increasingly dangerous as computing hardware improves — a modern GPU can evaluate a cryptographic hash function like SHA2 about 250 million times per second [165] — and as more and more training data — leaked passwords from prior breaches — becomes available [87]. Symantec reported that compromised passwords have significant economic value to an adversary (e.g., compromised passwords are sold on black market for between $4 and $30) [79].

HOSPs (Human-Only Solvable Puzzles) were suggested by Canetti, Halevi

\(^1\)In a few of these cases [5, 10] the passwords were stored in the clear.
and Steiner as a way of defending against offline dictionary attacks [51]. The basic idea is to change the authentication protocol so that human interaction is required to verify a password guess. The authentication protocol begins with the user entering his password. In response the server randomly generates a challenge — using the password as a source of randomness — for the user to solve. Finally, the server appends the user’s response to the user’s password, and verifies that the hash matches the record on the server. To crack the user’s password offline the adversary must simultaneously guess the user’s password and the answer to the corresponding puzzle. The challenge should be easy for a human to solve consistently so that a legitimate user can authenticate. To mitigate the threat of an offline dictionary attack the HOSP should be difficult for a computer to solve — even if it has all of the random bits used to generate the challenge.

The basic HOSP construction proposed by Canetti et al. [51] was to fill a hard drive with regular CAPTCHAs (e.g., distorted text) by storing the puzzles without the answers. This solution only provides limited protection against an adversary because the number of unique puzzles that can be generated is bounded by the size of the hard drive (e.g., the adversary could pay people to solve all of the puzzles on the hard drive). See Appendix 10.2 for more discussion. Finding a usable HOSP construction which does not rely on a very large dataset of pregenerated CAPTCHAs is an open problem. Several candidate HOSPs were experimentally tested [59] (they are called POSHs in the second paper), but the usability results were underwhelming.

**Contributions** In this chapter we introduce a simple modification of HOSPs that we call GOTCHAs (Generating panOptic Turing Tests to Tell Computers and Humans Apart). We use the adjective Panoptic to refer to a world without privacy — there are no hidden random inputs to the puzzle generation protocol. The basic goal of GOTCHAs is similar to the goal of HOSPs — defending against offline dictionary attacks. GOTCHAs differ from HOSPs in two ways: (1) Unlike a HOSP a GOTCHA may require human interaction during the generation of the challenge. (2) We relax the requirement that a user needs to be able to answer all challenges easily and consistently. If the user can remember his password during the authentication protocol then he will only ever see one challenge. We only require that the user must be able to answer this challenge consistently. If the user enters the wrong password during authentication then he may see new challenges. We do not require that the user must be able to solve these challenges consistently because authentication will fail in either case. We do require that it is difficult
for a computer to distinguish between the “correct” challenge and an “incorrect” challenge. Our main theorem demonstrates that GOTCHAs like HOSPs can be used to defend against offline dictionary attacks. The goal of these relaxations is to enable the design of usable GOTCHAs.

We introduce a candidate GOTCHA construction based on Inkblot images. While the images are generated randomly by a computer, the human mind can easily imagine semantically meaningful objects in each image. To generate a challenge the computer first generates ten inkblot images (e.g., figure 6.1). The user then provides labels for each image (e.g., evil clown, big frog). During authentication the challenge is to match each inkblot image with the corresponding label. We empirically evaluate the usability of our inkblot matching GOTCHA construction by conducting a user study on Amazon’s Mechanical Turk. Finally, we challenge the AI community to break our GOTCHA construction.
Organization  The rest of this chapter is organized as follows: We next discuss related work in section 6.1.1. We formally define GOTCHAs in section 6.2 and formalize the properties that a GOTCHA should satisfy. We present our candidate GOTCHA construction in section 6.3, and in section 6.3.1 we demonstrate how our GOTCHA could be integrated into an authentication protocol. We present the results from our user study in section 6.3.2, and in section 6.3.3 we challenge the AI and security communities to break our GOTCHA construction. In section 6.4 we prove that GOTCHAs like HOSPs can also be used to design a password storage system which mitigates the threat of offline attacks. We conclude by discussing future directions and challenges in section 6.5.

6.1.1 Related Work

Inkblots [148] have been proposed as an alternative way to generate and remember passwords. Stubblefield and Simon proposed showing the user ten randomly generated inkblot images, and having the user make up a word or a phrase to describe each image. These phrases were then used to build a 20 character password (e.g., users were instructed to take the first and last letter of each phrase). Usability results were moderately good, but users sometimes had trouble remembering their association. Because the Inkblots are publicly available there is also a security concern that Inkblot passwords could be guessable if different users consistently picked similar phrases to describe the same Inkblot.

We stress that our use of Inkblot images is different in two ways: (1) Usability: We do not require users to recall the word or phrase associated with each Inkblot. Instead we require user’s to recognize the word or phrase associated with each Inkblot so that they can match each phrase with the appropriate Inkblot image. Recognition is widely accepted to be easier than the task of recall [23, 155]. (2) Security: We do not need to assume that it would be difficult for other humans to match the phrases with each Inkblot. We only assume that it is difficult for a computer to perform this matching automatically.

CAPTCHAs — formally introduced by Von Ahn et al. [152] — have gained widespread adoption on the internet to prevent bots from automatically registering for accounts. A CAPTCHA is a program that generates a puzzle — which should be easy for a human to solve and difficult for a computer to solve — as well as a solution. Many popular forms of CAPTCHAs (e.g., reCAPTCHA [153]) generate
garbled text, which is easy\textsuperscript{2} for a human to read, but difficult for a computer to decipher. Other versions of CAPTCHAs rely on the natural human capacity for audio [131] or image recognition [67].

CAPTCHAs have been used to defend against online password guessing attacks — users are sometimes required to solve a CAPTCHA before signing into their account. An alternative approach is to lock out a user after several incorrect guesses, but this can lead to denial of service attacks [60]. However, if the adversary has access to the cryptographic hash of the user’s password, then he can circumvent all of these requirements and execute an automatic dictionary attack to crack the password offline. By contrast HOSPs — proposed by Canetti et al.[51] — were proposed to defend against offline attacks. HOSPs are in some ways similar to CAPTCHAs (Completely Automated Turing Tests to Tell Computers and Humans Apart) [152]. CAPTCHAs are widely used on the internet to fight spam by preventing bots from automatically registering for accounts. In this setting a CAPTCHA is sent to the user as a challenge, while the secret solution is used to grade the user’s answer. The implicit assumption is that the answer and the random bits used to generate the puzzle remain hidden — otherwise a spam bot could simply regenerate the puzzle and the answer. While this assumption may be reasonable in the spam bot setting, it does not hold in our offline password attack setting in which the server has already been breached. A HOSP is different from a CAPTCHA in several key ways: (1) The challenge must remain difficult for a computer to solve even if the random bits used to generate the puzzle are made public. (2) There is no single correct answer to a HOSP. It is okay if different people give different responses to a challenge as long as people can respond to the challenges easily, and each user can consistently answer the challenges.

The only HOSP construction proposed in [51] involved stuffing a hard drive with unsolved CAPTCHAs. The problem of finding a HOSP construction that does not rely on a dataset of unsolved CAPTCHAs was left as an open problem [51]. Several other candidate HOSP constructions have been experimentally evaluated in subsequent work [59] (they are called POSHs in the second paper), but the usability results for every scheme that did not rely on a large dataset on unsolved CAPTCHAs were underwhelming.

GOTCHAs are very similar to HOSPs. The basic application — defending against offline dictionary attacks — is the same as are the key tools: exploiting the power of interaction during authentication, exploiting hard artificial intelligence problems. While the authentication with HOSPs is interactive, the initial

\textsuperscript{2}Admittedly some people would dispute the use of the label ‘easy.’
generation of the puzzle is not. By contrast, our GOTCHA construction requires human interaction during the initial generation of the puzzle. This simple relaxation allows for the construction of new solutions. In the HOSP paper humans are simply modeled as a puzzle solving oracle, and the adversary is assumed to have a limited number of queries to a human oracle. We introduce a more intricate model of the human agent with the goal of designing more usable constructions.

Password Storage  Password storage is an incredibly challenging problem. Adversaries have been able to compromise servers at many large companies (e.g., Zappos, LinkedIn, Sony, Gawker [5, 9, 10, 11, 13, 28]). For example, hackers were able to obtain 32 million plaintext passwords from RockYou using a simple SQL injection attack [5]. While it is considered an extremely poor security practice to store passwords in the clear [141], the practice is still fairly common [5, 10, 41]. Many other companies [13, 41] have used cryptographic hashes to store their passwords, but failed to adopt the practice of salting (e.g., instead of storing the cryptographic hash of the password $H(pw)$ the server stores $(H(pw, r), r)$ for a random string $r$ [16]) to defend against rainbow table attacks. Rainbow tables, which consist of precomputed hashes, are often used by an adversary to significantly speed up a password cracking attack because the same table can be reused to attack each user when the passwords are unsalted [117].

Cryptographic hash functions like SHA1, SHA2 and MD5 — designed for fast hardware computation — are popular choices for password hashing. Unfortunately, this allows an adversary to try up to 250 million guesses per second on a modern GPU [165]. The BCRYPT [122] hash function was designed specifically with passwords in mind — BCRYPT was intentionally designed to be slow to compute (e.g., to limit the power of an adversary’s offline attack). The BCRYPT hash function takes a parameter which allows the programmer to specify how costly the hash computation should be. The downside to this approach is that it also increases costs for the company that stores the passwords (e.g., if we want it to cost the adversary $1,000 for every million guesses then it will also cost the company at least $1,000 for every million login attempts).

Users are often advised (or required) to follow strict guidelines when selecting their password (e.g., use a mix of upper/lower case letters, include numbers and change the password frequently) [133]. However, empirical studies show that user’s are are often frustrated by restricting policies and commonly forget their
passwords [34, 75, 102]. Furthermore, the cost of these restrictive policies can be quite high. For example, a Gartner case study [158] estimated that it cost over $17 per password-reset call. Florencio and Herley [76] studied the economic factors that institutions consider before adopting password policies and found that they often value usability over security.

6.2 Definitions

In this section we seek to establish a theoretical basis for GOTCHAs. Several of the ideas behind our definitions are borrowed from theoretical definitions of CAPTCHAs [152] and HOSPs [51]. Like CAPTCHAs and HOSPs, GOTCHAs are based on the assumption that some AI problem is hard for a computer to solve, but easy for a person to solve. Ultimately, these assumptions are almost certainly false (e.g., because the human brain can solve a GOTCHA it is reasonable to believe that there exists a computer program to solve the problems). However, it may still be reasonable to assume that these problems cannot be solved by applying known ideas. By providing a formal definition of GOTCHAs we can determine whether or not a new idea can be used to break a candidate GOTCHA construction.

We use \( c \in C \) to denote the space of challenges that might be generated. We use \( H \) to denote the set of human users and \( H(c, \sigma_t) \) to denote the response that a human \( H \in H \) gives to the challenge \( c \in C \) at time \( t \). Here, \( \sigma_t \) denotes the state of the human’s brain at time \( t \). \( \sigma_t \) is supposed to encode our user’s existing knowledge (e.g., vocabulary, experiences) as well as the user’s mental state at time \( t \) (e.g., what is the user thinking about at time \( t \)). Because \( \sigma_t \) changes over time (e.g., new experiences) we use \( H(c) = \{H(c, \sigma_t) \mid t \in \mathbb{N}\} \) to denote the set of all answers a human might give to a challenge \( c \). We use \( \mathcal{A} \) to denote the range of possible responses (answers) that a human might give to the challenges.

Definition 12. Given a metric \( d: \mathcal{A} \times \mathcal{A} \rightarrow \mathbb{R} \), we say that a human \( H \) can consistently solve a challenge \( c \in C \) with accuracy \( \alpha \) if \( \forall t \in \mathbb{N} \)

\[
d(H(c, \sigma_0), H(c, \sigma_t)) \leq \alpha,
\]

where \( \sigma_0 \) denotes the state of the human’s brain when he initially answers the challenge. If \( |H(c)| = 1 \) then we simply say that the human can consistently solve the challenge.

\(^3\)In fact the resulting passwords are sometimes more vulnerable to an offline attack! [34, 102]
Notation: When we have a group of challenges \( \langle c_1, \ldots, c_k \rangle \) we will sometimes write \( H((c_1, \ldots, c_k), \sigma_i) = \langle H(c_1, \sigma_i), \ldots, H(c_k, \sigma_i) \rangle \) for notational convenience. We use \( y \sim \mathcal{D} \) to denote a random sample from the distribution \( \mathcal{D} \), and we use \( r \sim \{0, 1\}^n \) to denote an element drawn from the set \( \{0, 1\}^n \) uniformly at random.

We stress that while \( H \) denotes a human user in this chapter, \( H \) still denotes a cryptographic hash that would be evaluated by a computer as in the rest of this thesis.

One of the requirements of a HOSP puzzle system [51] is that the human \( H \) must be able to consistently answer any challenge that is generated (e.g., \( \forall c \in C, H \) consistently solve \( c \)). These requirements seem to rule out promising ideas for HOSP constructions like Inkblots[59]. In this construction the challenge is a randomly generated inkblot image \( I \), and the response \( H(I, \sigma_0) \) is word or phrase describing what the user initially sees in the inkblot image (e.g., evil clown, soldier, big lady with a ponytail). User studies have shown that \( H(I, \sigma_0) \) does not always match \( H(I, \sigma_t) \) — the phrase describing what the user sees at time \( t \) [59]. In a few cases the errors may be correctable (e.g., capitalization, plural/singular form of a word), but oftentimes the phrase was completely different — especially if a long time passed in between trials\(^4\). By contrast, our GOTCHA construction does not require the user to remember the phrases associated with each Inkblot. Instead we rely on a much weaker assumption — the user can consistently recognize his solutions. We say that a human can recognize his solutions to a set of challenges if he can consistently solve a matching challenge (definition 13) in which he is asked to match each of his solutions with the corresponding challenge.

**Definition 13.** Given an integer \( k \), and a permutation \( \pi : [k] \to [k] \), a matching challenge \( \hat{c}_\pi = (\hat{c}, \hat{a}) \in C \) of size \( k \) is given by a \( k \)-tuple of challenges \( \hat{c} = \langle c_{\pi(1)}, \ldots, c_{\pi(k)} \rangle \in C^k \) and solutions \( \hat{a} = H(\langle c_1, \ldots, c_k \rangle, \sigma_0) \). The response to a matching challenge is a permutation \( \pi' = H(\hat{c}_\pi, \sigma_t) \).

For permutations \( \pi : [k] \to [k] \) we use the distance metric

\[
d_k(\pi_1, \pi_2) = |\{i \mid \pi_1(i) \neq \pi_2(i) \land 1 \leq i \leq k\}|.
\]

\( d_k(\pi_1, \pi_2) \) simply counts the number of entries where the permutations don’t match. We say that a human can consistently recognize his solution to a matching challenge without spending time memorizing and rehearsing his response to the challenge. Otherwise we could just as easily force the user to remember a random string to append on to his password.

\(^4\)We would add the requirement that the human must be able to consistently answer the challenges without spending time memorizing and rehearsing his response to the challenge. Otherwise we could just as easily force the user to remember a random string to append on to his password.
challenge \( \hat{c} \) with accuracy \( \alpha \) if \( \forall t. d_k(H(\hat{c}, \sigma_0), \pi) \leq \alpha \). We use \( \{ \pi' | d_k(\pi, \pi') \leq \alpha \} \) to denote the set of permutations \( \pi' \) that are \( \alpha \)-close to \( \pi \).

The puzzle generation process for a GOTCHA involves interaction between the human and a computer: (1) The computer generates a set of \( k \) challenges. (2) The human solves these challenges. (3) The computer uses the solutions to produce a final challenge. Formally,

**Definition 14.** A puzzle-system is a pair \((G_1, G_2)\), where \( G_1 \) is a randomized challenge generator that takes as input \( 1^k \) (with \( k \) security parameter) and a pair of random bit strings \( r_1, r_2 \in \{0,1\}^* \) and outputs \( k \) challenges \( \langle c_1, \ldots, c_k \rangle \leftarrow G_1(1^k, r_1, r_2) \). \( G_2 \) is a randomized challenge generator that takes as input \( 1^k \) (security parameter), a random bit string \( r_1 \in \{0,1\}^* \), and proposed answers \( \vec{a} = \langle a_1, \ldots, a_k \rangle \) to the challenges \( G_1(1^k, r_1, r_2) \) and outputs a challenge \( \hat{c} \leftarrow G_2(1^k, r_1, \vec{a}) \). We say that the puzzle-system is \((\alpha, \beta)\)-usable if

\[
\Pr_{H \sim \mathcal{H}} [\text{Accurate}(H, \hat{c}, \alpha)] \geq \beta,
\]

whenever \( \vec{a} = H(G_1(1^k, r_1, r_2), \sigma_0) \), where \( \text{Accurate}(H, \hat{c}, \alpha) \) denotes the event that the human \( H \) can consistently solve \( \hat{c} \) with accuracy \( \alpha \).

In our authentication setting the random string \( r_1 \) is extracted from the user’s password using a strong pseudorandom function \( \text{Extract} \). To provide a concrete example of a puzzle-system, \( G_1 \) could be a program that generates a set of inkblot challenges \( \langle I_1, \ldots, I_k \rangle \) using random bits \( r_1 \), selects a random permutation \( \pi : [k] \rightarrow [k] \) using random bits \( r_2 \), and returns \( \langle I_{\pi(1)}, \ldots, I_{\pi(k)} \rangle \). The human’s response to an Inkblot — \( H(I_j, \sigma_0) \) — is whatever he/she imagines when he sees the inkblot \( I_j \) for the first time (e.g., some people might imagine an evil clown when they look at figure 6.1). Finally, \( G_2 \) might generate Inkblots \( \vec{c} = \langle I_1, \ldots, I_k \rangle \) using random bits \( r_1 \), and return the matching challenge \( \hat{c}_\pi = (\vec{c}, \vec{a}) \). In this case the matching challenge is for the user to match his labels with the appropriate Inkblot images to recover the permutation \( \pi \). Observe that the final challenge — \( \hat{c}_\pi \) — can only be generated after a round of interaction between the computer and a human. By contrast, the challenges in a HOSP must be generated automatically by a computer. Also notice that if \( G_2 \) is executed with a different random bit string \( r'_1 \) then we do not require the resulting challenge to be consistently recognizable (e.g., if the user enters in

\[\text{We note that a HOSP puzzle system (G) [51] can be modeled as a GOTCHA puzzle system (G}_1, G_2) \] where \( G_1 \) does nothing and \( G_2 \) simply runs G to generate the final challenge \( \hat{c} \) directly.\]
the wrong password then authentication will fail regardless of how he solves the resulting challenge. For example, if the user enters the wrong password the user might be asked to match his labels $\ell_{\pi(1)}, \ldots, \ell_{\pi(k)} = H \left( \langle I_{\pi(1)} \ldots, I_{\pi(k)} \rangle, \sigma_0 \right)$ with Inkblots $\langle I'_1, \ldots, I'_k \rangle$ that he has never seen.

An adversary could attack a puzzle system by either (1) attempting to distinguish between the correct puzzle, and puzzles that might be meaningless to the human, or (2) by solving the matching challenge directly.

We say that an algorithm $A$ can distinguish distributions $D_1$ and $D_2$ with advantage $\epsilon$ if

$$\left| \Pr_{x \sim D_1} [A(x) = 1] - \Pr_{y \sim D_2} [A(y) = 1] \right| \geq \epsilon.$$ 

Our formal definition of a GOTCHA is found in definition 15. Intuitively, definition 15 says that (1) The underlying puzzle-system should be usable — so that legitimate users can authenticate. (2) It should be difficult for the adversary to distinguish between the correct matching challenge (e.g., the one that the user will see when he types in the correct password), and an incorrect matching challenge (e.g., if the user enters the wrong password he will be asked to match his labels with different Inkblot images), and (3) It should be difficult for the adversary to distinguish between the user’s matching, and a random matching drawn from a distribution $R$ with sufficiently high minimum entropy.

**Definition 15.** A puzzle-system $(G_1, G_2)$ is an $(\alpha, \beta, \epsilon, \delta, \mu)$-GOTCHA if (1) $(G_1, G_2)$ is $(\alpha, \beta)$-usable (2) Given a human $H \in \mathcal{H}$ no probabilistic polynomial time algorithm can distinguish between distributions $D_1 = \{ H(G_1(1^k, r_1, r_2), \sigma_0), \left. G_2(1^k, r_1, H(G_1(1^k, r_1, r_2), \sigma_0)) \right| r_1, r_2 \sim \{0, 1\}^n \}$ and $D_2 = \{ H(G_1(1^k, r_1, r_2), \sigma_0), \left. G_2(1^k, r_3, H(G_1(1^k, r_1, r_2), \sigma_0)) \right| r_1, r_2, r_3 \sim \{0, 1\}^n \}$ with advantage greater than $\epsilon$, and (3) Given a human $H \in \mathcal{H}$, there is a distribution $R(c)$ with $\mu(m)$ bits of minimum entropy such that no probabilistic polynomial time algorithm can distinguish between distributions $D_3 = \{ H(G_1(1^k, r_1, r_2), \sigma_0), \left. G_2(1^k, r_1, H(G_1(1^k, r_1, r_2), \sigma_0)), H(G_2(1^k, r_1, H(G_1(1^k, r_1, r_2), \sigma_0)), \sigma_0) \right| r_1, r_2 \sim \{0, 1\}^n \}$
\[ D_4 = \left\{ \begin{array}{c} H(G_1(t^i, r_1, r_2), \sigma_0) \\ G_2(t^i, r_1, H(G_1(t^i, r_1, r_2), \sigma_0)) \\ R(G_2(1^m, r_1, (a_1, \ldots, a_m)), \sigma_0) \end{array} \right| r_1, r_2 \sim \{0, 1\}^n \} \]

with advantage greater than \( \delta \).

### 6.2.1 Password Storage and Offline Attacks

To protect users in the event of a server breach organizations are advised to store salted password hashes — using a cryptographic hash function \((H : \{0, 1\}^* \rightarrow \{0, 1\}^n)\) and a random bit string \((s \in \{0, 1\}^*)\) [133]. For example, if a user \((u)\) chose the password \((pw)\) the server would store the tuple \((u, s, H(s, pw))\). Any adversary who has obtained \((u, s, H(s, pw))\) (e.g., through a server breach) may mount a — fully automated — offline dictionary attack using powerful password crackers like John the Ripper [63]. To verify a guess \(pw'\) the adversary simply computes \(H(s, pw')\) and checks to see if this hash matches \(H(s, pw)\).

We assume that an adversary \(\text{Adv}\) who breaches the server can obtain the code for \(h\), as well as the code for any GOTCHAs used in the authentication protocol. Given the code for \(h\) and the salt value \(s\) the adversary can construct a function

\[
\text{VerifyHash}(pw') = \begin{cases} 1 & \text{if } H(s, pw) = H(s, pw') \\ 0 & \text{otherwise.} \end{cases}
\]

We also allow the adversary to have black box access to a GOTCHA solver (e.g., a human). We use \(c_H\) to denote the cost of querying a human and \(c_H\) to denote the cost of querying the function \(\text{VerifyHash}\), and we use \(n_H\) (resp. \(n_H\)) to denote the number of queries to the human (resp. \(\text{VerifyHash}\)). Queries to the human GOTCHA solver are much more expensive than queries to the cryptographic hash function \((c_H \gg c_H)\) [110]. For technical reasons we limit our analysis to conservative adversaries.

**Definition 16.** We say that an adversary \(\text{Adv}\) is conservative if (1) \(\text{Adv}\) uses the cryptographic hash function \(H\) in a black box manner (e.g., the hash function \(H\) and the stored hash value are only used to construct a subroutine \(\text{VerifyHash}\) which is then used as a black box by \(\text{Adv}\) ), (2) The pseudorandom function \(\text{Extract}\) is used as a black box, and (3) The adversary only queries a human about challenges generated using a password guess.

\(^6\)The value of \(c_H\) may vary widely depending on the particular cryptographic hash function — it is inexpensive to evaluate SHA1, but BCRYPT [122] may be very expensive to evaluate.
It is reasonable to believe that our adversary is conservative. All existing password crackers (e.g., [63]) use the hash function as a black box, and it is difficult to imagine that the adversary would benefit by querying a human solver about Inkblots that are unrelated to the password.

We use \( D \subseteq \{0, 1\}^* \) to denote a dictionary of likely guesses that the adversary would like to try,

\[
\text{Cost}(\text{Adv}, D) = (n_H c_H + n_H c_H)
\]

to denote the cost of the queries that the adversary makes to check each guess in \( D \), and \( \text{Succeed}(\text{Adv}, D, pw) \) to denote the event that the adversary makes a query to \( \text{VerifyHash} \) that returns 1 (e.g., the adversary successfully finds the user’s password \( pw \)). The adversary might use a computer program to try to solve some of the GOTCHAs — to save cost by not querying a human. However, in this case the adversary might fail to crack the password because the GOTCHA solver found the wrong solution to one of the challenges.

**Definition 17.** An adversary \( \text{Adv} \) is \((C, \gamma, D)\)-successful if \( \text{Cost}(\text{Adv}, D) \leq C \), and

\[
\Pr_{pw \sim D} [\text{Succeed}(\text{Adv}, D, pw)] \geq \gamma.
\]

Our attack model is slightly different from the attack model in [51]. They assume that the adversary may ask a limited number of queries to a human challenge solution oracle. Instead we adopt an economic model similar to [30], and assume that the adversary is instead limited by a budget \( C \), which may be used to either evaluate the cryptographic hash function \( H \) or query a human \( H \).

### 6.3 Inkblot Construction

Our candidate GOTCHA construction is based on Inkblots images. We use algorithm 6.1 to generate inkblot images. Algorithm 6.1 takes as input random bits \( r_1 \) and a security parameter \( k \) — which specifies the number of Inkblots to output. Algorithm 6.1 makes use of the randomized subroutine

**DrawRandomEllipsePairs** \((I, t, width, height)\) which draws \( t \) pairs of ellipses on the image \( I \) with the specified width and height. The first ellipse in each pair is drawn at a random \((x, y)\) coordinate on the left half of the image with a randomly selected color and angle \( \alpha \) of rotation, and the second ellipse is mirrored on the right half...
Algorithm 6.1 GenerateInkblotImages

**Input:** Security Parameter $1^k$, Random bit string $r_1 \in \{0, 1\}^*$.  
for $j = 1, \ldots, k$ do  
  $I_j \leftarrow$ new Blank Image  
  The following operations only use the random bit string $r_1$ as a source of randomness  
  \textbf{DrawRandomEllipsePairs}($I_j, 150, 60, 60$)  
  \textbf{DrawRandomEllipsePairs}($I_j, 70, 20, 20$)  
  \textbf{DrawRandomEllipsePairs}($I_j, 150, 60, 20$)  
return $\langle I_1, \ldots, I_k \rangle$  

Inkblot Images

of the image. Figure 6.1 is an example of an Inkblot image generated by algorithm 6.1.

Our candidate GOTCHA is given by the pair $(G_1, G_2)$ — algorithms 6.2 and 6.3. $G_1$ runs algorithm 6.1 to generate $k$ Inkblot images, and then returns these images in permuted order — using a function \textbf{GenerateRandomPermutation}($k, r$), which generates a random permutation $\pi : [k] \rightarrow [k]$ using random bits $r$. $G_2$ also runs algorithm 6.1 to generate $k$ Inkblot images, and then outputs a matching challenge.

**Algorithm 6.2 $G_1$**

**Input:** Security Parameter $1^k$, Random bit strings $r_1, r_2 \in \{0, 1\}^*$.  
$\langle I_1, \ldots, I_k \rangle \leftarrow$ \textbf{GenerateInkblotImages}($k, r_1$)  
$\pi \leftarrow$ \textbf{GenerateRandomPermutation}($k, r_2$)  
return $\langle I_{\pi(1)}, \ldots, I_{\pi(k)} \rangle$

After the Inkblots $\langle I_{\pi(1)}, \ldots, I_{\pi(k)} \rangle$ have been generated, the human user is queried to provide labels $\ell_{\pi(1)}, \ldots, \ell_{\pi(k)}$ where

$$\langle \ell_{\pi(1)}, \ldots, \ell_{\pi(k)} \rangle = H(\langle I_{\pi(1)}, \ldots, I_{\pi(k)} \rangle, \sigma_0).$$

In our authentication setting the server would store the labels $\ell_{\pi(1)}, \ldots, \ell_{\pi(k)}$ in permuted order. The final challenge — generated by algorithm 6.3 — is to match the Inkblot images $I_1, \ldots, I_k$ with the user generated labels $\ell_1, \ldots, \ell_k$ to recover the permutation $\pi$.

**Observation:** Notice that if the random bits provided as input to \textbf{GenerateInkblotImages} and \textbf{GenerateMatchingChallenge} match that the user
Algorithm 6.3 GenerateMatchingChallenge $G_2$

Input: Security Parameter $1^k$, Random bits $r_1 \in \{0, 1\}^*$ and labels $\vec{a} = \langle \ell_{\pi(1)}, \ldots, \ell_{\pi(k)} \rangle$.

$\langle I_1, \ldots, I_k \rangle \leftarrow \text{GenerateInkblotImages}(1^k, r_1)$

return $\hat{\epsilon}_{\pi} = (\vec{c}, \vec{a})$ \hspace{1cm} \triangleright \text{Matching Challenge}

will see the same Inkblot images in the final matching challenge. However, if the random bits do not match (e.g., because the user typed the wrong password in our authentication protocol) then the user will see different Inkblot images. The labels $\ell_1, \ldots, \ell_k$ will be the same in both cases.

6.3.1 GOTCHA Authentication

To illustrate how our GOTCHAs can be used to defend against offline attacks we present the following authentication protocols: Create Account (protocol 6.3.1) and Authenticate (protocol 6.3.2). Communication in both protocols should take place over a secure channel. Both protocols involve several rounds of interaction between the user and the server. To create a new account the user sends his username/password to the server, the server responds by generating $k$ Inkblot images $I_1, \ldots, I_k$, and the user provides a response $\langle \ell_1, \ldots, \ell_k \rangle = H(\langle I_1, \ldots, I_k \rangle, \sigma_0)$ based on his mental state at the time — the server stores these labels in permuted order $\ell_{\pi(1)}, \ldots, \ell_{\pi(k)}$. To authenticate later the user will have to match these labels with the corresponding inkblot images to recover the permutation $\pi$.

In section 6.4 we argue that the adversary who wishes to mount a cost effective offline attack needs to obtain constant feedback from a human. Following [51] we assume that the function Extract: $\{0, 1\}^* \rightarrow \{0, 1\}^n$ is a strong randomness extractor, which can be used to extract random strings from the user’s password. Recall that $H : \{0, 1\}^* \rightarrow \{0, 1\}^*$ denotes a cryptographic hash function.

Our protocol could be updated to allow the user to reject challenges he found confusing during account creation in protocol 6.3.1. In this case the server would simply note that the first GOTCHA was confusing and generate a new GOTCHA.

7For a general GOTCHA, protocol 6.3.1 would need to have an extra round of communication. The server would send the user the final challenge generated by $G_2$ and the user would respond with $H(G_2(\cdot), \sigma_0)$. Protocol 6.3.1 takes advantage of the fact that $\pi = H(G_2(\cdot), \sigma_0)$ is already known.
Protocol 6.3.1: Create Account

**Security Parameters:** \( k, n. \)

**(User):** Select username \((u)\) and password \((pw)\) and send \((u, pw)\) to the server.

**(Server):** Sends Inkblots \( \langle I_1, \ldots, I_k \rangle \) to the user where:

\[ r' \sim \{0, 1\}^n, r_1 \leftarrow \text{Extract}(pw, r'), r_2 \sim \{0, 1\}^n \text{ and} \]

\[ \langle I_1, \ldots, I_k \rangle \leftarrow \text{GenerateInkblotImages}(1^k, r_1) \]

**(User):** Sends responses \( \langle \ell_1, \ldots, \ell_k \rangle \) back to the server where:

\[ \langle \ell_1, \ldots, \ell_k \rangle \leftarrow H(\langle I_1, \ldots, I_k \rangle, \sigma_0). \]

**(Server):** Store the tuple \( t \) where \( t \) is computed as follows:

Salt: \( s \sim \{0, 1\}^n \)

\[ \pi \leftarrow \text{GenerateRandomPermutation}(k, r_2). \]

\[ h_{pw} \leftarrow H(u, s, pw, \pi(1), \ldots, \pi(k)) \]

\[ t \leftarrow (u, r', s, h_{pw}, \ell_{\pi(1)}, \ldots, \ell_{\pi(k)}) \]

Once our user has created an account he can login by following protocol 6.3.2.

Claim 6 says that a legitimate user can successfully authenticate if our Inkblot construction satisfies the usability requirements of a GOTCHA. The proof of claim 6 can be found in appendix 10.1.

**Claim 6.** If \((G_1, G_2)\) is a \((\alpha, \beta, \epsilon, \delta, \mu)\)-GOTCHA then at least \( \beta \)-fraction of humans can successfully authenticate using protocol 6.3.2 after creating an account using protocol 6.3.1.

One way to improve usability of our authentication protocol is to increase the neighborhood of acceptably close matchings by increasing \( \alpha \). The disadvantage is that the running time for the server in protocol 6.3.2 increases with the size of \( \alpha \). Claim 7 bounds the time needed to enumerate over all close permutations. The proof of claim 7 can be found in appendix 10.1.

**Claim 7.** For all permutations \( \pi : [k] \rightarrow [k] \) and \( \alpha \geq 0 \)

\[ |\{ \pi' \mid d_k(\pi, \pi') \leq \alpha \}| \leq 1 + \sum_{i=2}^{\alpha} \binom{k}{i} i! . \]

For example, if the user matches \( k = 10 \) Inkblots and we want to accept matchings that are off by at most \( \alpha = 5 \) entries then the server would need to enumerate
Protocol 6.3.2: Authenticate

Security Parameters: k, n.
Usability Parameter: α

(User): Send username (ui) and password (pw′) — pw′ may or may not be correct.
(Server): Sends challenge ˆc to the user where ˆc is computed as follows:

\[ t = (u, r', s, h_{pw}, \ell_{\pi(1)}, \ldots, \ell_{\pi(k)}) \]
\[ r'_1 \leftarrow \text{Extract} (pw', r') \]
\[ \langle I'_1, \ldots, I'_k \rangle \leftarrow \text{GenerateInkblotImages} (r'_1, k) \]
\[ \hat{c}_\pi \leftarrow \langle I_1, \ldots, I_k, \ell_{\pi(1)}, \ldots, \ell_{\pi(k)} \rangle \]

(User): Solves ˆc and sends the answer \( \pi' = H(\hat{c}, \sigma_1) \).

(Server):
\[ \text{for all } \pi_0 \text{ s.t } d_k (\pi_0, \pi') \leq \alpha \text{ do} \]
\[ h_{pw,0} \leftarrow H (u, s, pw', \pi_0(1), \ldots, \pi_0(k)) \]
\[ \text{if } h_{pw,0} = h_{pw} \text{ then} \]
\[ \text{Authenticate} \]

Deny

over at most 36,091 permutations\(^8\). Organizations are already advised to use password hash functions like BCRYPT [122] which intentionally designed to be slower than standard cryptographic hash functions — often by a factor of millions. Instead of making the hash function a million times slower to evaluate the server might instead make the hash function a thousand times slower to evaluate and use these extra computation cycles to enumerate over close permutations. The organization’s trade-off is between: security, usability and the resources that it needs to invest during the authentication process.

We observe that an adversary mounting an online attack would be naturally rate limited because he would need to solve a GOTCHA for each new guess. Protocol 6.3.2 could also be supplemented with a k-strikes policy — in which a user is locked out for several hours after k incorrect login attempts — if desired.

\(^8\)A more precise calculation reveals that there are exactly 13,264 permutations s.t. \( d_{10} (\pi', \pi) \leq 5 \) and a random permutation \( \pi' \) would only be accepted with probability \( 3.66 \times 10^{-3} \)
6.3.2 User Study

To test our candidate GOTCHA construction we conducted an online user study. We recruited participants through Amazon’s Mechanical Turk to participate in our study. The study was conducted in two phases. In phase 1 we generated ten random Inkblot images for each participant, and asked each participant to provide labels for their Inkblot images. Participants were advised to use creative titles (e.g., evil clown, frog, lady with poofy dress) because they would not need to remember the exact titles that they used. Participants were paid $1 for completing this first phase. A total of 70 users completed phase 1.

After our participants completed the first phase we waited ten days before asking our participants to return and complete phase 2. During phase 2 we showed each participant the Inkblot images they saw in phase 1 (in a random order) as well as the titles that they created during phase 1 (in alphabetical order). Participants were asked to match the labels with the appropriate image. The purpose of the longer waiting time was to make sure that participants had time to forget their images and their labels. See figure 6.3 for an example of phase 2. Participants were paid an additional $1 for completing phase 2 of the user study. At the beginning of the user study we let participants know that they would be paid during phase 2 even if their answers were not correct. We adopted this policy to discourage cheating (e.g., using screen captures from phase 1 to match the images and the labels) and avoid positively biasing our results.

We measured the time it took each participant to complete phase 1. Our results are summarized in Table 6.1. It is quite likely that some participants left their computer in the middle of the study and returned later to complete the study (e.g., one user took 57.5 minutes to complete the study). While we could not measure time away from the computer, we believe that it is likely that at least 9 of our participants left the computer. Restricting our attention to the other 61 participants who took at most 20 minutes we get an adjusted average completion time of 6.2 minutes.

Fifty-eight of our participants returned to complete phase 2 by taking our matching test. It took these participants 4.5 minutes on average to complete the matching test. Seventeen of our participants correctly matched all ten of their labels, and 69% of participants matched at least 5 out of ten labels correctly. Our results are summarized in Table 6.2.

---

9Our study protocol was approved for exemption by the Institutional Review Board (IRB) at Carnegie Mellon University (IRB Protocol Number: HS13-219).
<table>
<thead>
<tr>
<th></th>
<th>Phase 1</th>
<th>Phase 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>9.3</td>
<td>4.5</td>
</tr>
<tr>
<td>StdDev</td>
<td>9.6</td>
<td>3</td>
</tr>
<tr>
<td>Max</td>
<td>57.5</td>
<td>18.5</td>
</tr>
<tr>
<td>Min</td>
<td>1.4</td>
<td>1.6</td>
</tr>
<tr>
<td>Average ≤ 20</td>
<td>6.2</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 6.1: Completion Times

| α-accurate | # participants | # participants | \|\{π' | d_{10}(π,π')≤α\}||10^f |
|------------|----------------|----------------|----------------|-----------------|
| α = 0      | 17             | 0.29           | 2.76 × 10^-7   |
| α = 2      | 22             | 0.38           | 1.27 × 10^-5   |
| α = 3      | 26             | 0.45           | 7.88 × 10^-5   |
| α = 4      | 34             | 0.59           | 6.00 × 10^-4   |
| α = 5      | 40             | 0.69           | 3.66 × 10^-3   |

Table 6.2: Usability Results: Fraction of Participants who would have authenticated with accuracy parameter α

**Discussion**  Our user study provides evidence that our construction is at least (0, 0.29)-usable or (5, 0.69)-usable. While this means that our Inkblot Matching GOTCHA could be used by a significant fraction of the population to protect their passwords during authentication it also means that the use of our GOTCHA would have to be voluntary so that users who have difficulty won’t get locked out of their accounts. Another approach would be to construct different GOTCHAs and allow users to choose which GOTCHA to use during authentication.

**Study Incentives:** There is evidence that the lack of monetary incentives to perform well on our matching test may have negatively influenced the results (e.g., some participants may have rushed through phase 1 of the study because their payment in round 2 was independent of their ability to match their labels correctly). For example, none of our 18 fastest participants during phase 1 matched all of their labels correctly, and — excluding participants we believe left their computer during phase 1 (e.g., took longer than 20 minutes) — on average participants who
failed to match at least five labels correctly took 2 minutes less time to complete phase 1 than participants who did.

**Time:** We imagine that some web services may be reluctant to adopt GOTCHAs out of fear driving away customers who don’t want to spend time labeling Inkblot images [76]. However, we believe that for many high security applications (e.g., online banking) the extra security benefits of GOTCHAs will outweigh the costs — GOTCHAs might even help a bank keep its customers by providing extra assurance that users’ passwords are secure. We are looking at modifying our Inkblot generation algorithm to produce Inkblots which require less “mental effort” to label. In particular could techniques like Perlin Noise [119] be used to generate Inkblots that can be labeled more quickly and matched more accurately?

**Accuracy:** We believe that the usability of our Inkblot Matching GOTCHA construction can still be improved. One simple way to improve the usability of our GOTCHA construction would be to allow the user to reject Inkblot images that were confusing. We also believe that usability could be improved by providing users with specific strategies for creating their labels (e.g., we found that simple labels like “a voodoo mask” were often mismatched, while more elaborate stories like “A happy guy on the ground, protecting himself from ticklers” were rarely mismatched).

### 6.3.3 An Open Challenge to the AI Community

We envision a rich interaction between the security community and the artificial intelligence community. To facilitate this interaction we present an open challenge to break our GOTCHA scheme.

**Challenge Setup** We chose several random passwords \((pw_1, ..., pw_4) \sim \{0, 10^7\}\) and \(pw_5 \sim \{0, 10^8\}\). We used a function \texttt{GenerateInkblots}(\(pw_i\), 10) to generate ten inkblots \(I_i^1, ..., I_i^{10}\) for each password, and we had a human label each Inkblot image \(\langle \ell_i^1, ..., \ell_i^{10}\rangle \leftarrow H(\langle I_i^1, ..., I_i^{10}\rangle, s_0)\). We selected a random permutation \(\pi_i : [10] \rightarrow [10]\) for each account, and generated the tuple

\[
T_i = (s_i, h(pw_i, s_i, \pi_i(1), ..., \pi_i(10)), \ell_{\pi_i(1)}^1, ..., \ell_{\pi_i(10)}^{10})
\]

where \(s_i\) is a randomly selected salt value and \(h\) is a cryptographic hash function. We are releasing the source code that we used to generate the Inkblots and evaluate
the hash function $H$ along with the tuples $T_1, ..., T_5$ — see http://www.cs.cmu.edu/~jblocki/GOTCHA-Challenge.html.

**Challenge:** Recover each password $pw_i$.

**Approaches** One way to accomplish this goal would be to enumerate over every possible password guess $pw'_i$ and evaluate $H(pw'_i, s_i, \pi(1), ..., \pi(10))$ for every possible permutation $\pi : [10] \to [10]$. However, the goal of this challenge is to see if AI techniques can be applied to attack our GOTCHA construction. We intentionally selected our passwords from a smaller space to make the challenge more tractable for AI based attacks, but to discourage participants from trying to brute force over all password/permutation pairs we used BCRYPT (Level 15)$^{10}$ — an expensive hash function — to encrypt the passwords. Our implementation allows the Inkblot images to be generated very quickly from a password guess $pw'$ so an AI program that can use the labels in the password file to distinguish between the correct Inkblots returned by $\text{GenerateInkblots}(pw_i, 10)$ and incorrect Inkblots returned by $\text{GenerateInkblots}(pw'_i, 10)$ would be able to quickly dismiss incorrect guesses. Similarly, an AI program which generates a small set of likely permutations for each password guess could allow an attacker to quickly dismiss incorrect guesses.

### 6.4 Analysis: Cost of Offline Attacks

In this section we argue that our password scheme (protocols 6.3.2 and 6.3.1) significantly mitigates the threat of offline attacks. An informal interpretation of our main technical result — Theorem 21 — is that either (1) the adversary’s offline attack is prohibitively expensive (2) there is a good chance that adversary’s offline attack will fail, or (3) the underlying GOTCHA construction can be broken. Observe that the security guarantees are still meaningful even if the security parameters $\epsilon$ and $\delta$ are not negligibly small.

**Theorem 21.** Suppose that our user selects his password uniformly at random from a set $D$ (e.g., $pw \xleftarrow{\$} D$) and creates his account using protocol 6.3.1. If algorithms 6.2 and 6.3

$^{10}$The level parameter specifies the computation complexity of hashing. The amount of work necessary to evaluate the BCRYPT hash function increases exponentially with the level so in our case the work increases by a factor of $2^{15}$.  
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are an \((\epsilon, \delta, \mu)\)-GOTCHA then no conservative offline adversary is \((C, \gamma + \epsilon + \delta + \frac{n_H}{|D'|}D)\)-successful for \(C < \gamma|D|2^{\mu(k)c_H} + n_Hc_H\)

**Proof of Theorem 21.** (Sketch) We use a hybrid argument. An adversary who breaches the server is able to recover the tuple \(t = (u, r', s, H(u, s, pw, \pi(1), \ldots, \pi(k)), \ell_{\pi(1)}, \ldots, \ell_{\pi(k)})\) as well as the code for the cryptographic hash function \(H\) and the code for our GOTCHA — \((G_1, G_2)\).

1. World 0: \(W_0\) denotes the real world in which the adversary has recovered the tuple

\[ t_0 = (u, r', s, H(u, s, pw, \pi(1), \ldots, \pi(k)), \ell_{\pi(1)}, \ldots, \ell_{\pi(k)}) \]

as well as the code for the cryptographic hash function \(H\) and the code for our GOTCHA — \((G_1, G_2)\). Because the adversary \(\text{Adv}\) is conservative it constructs the function

\[
\text{VerifyHash}(pw', \pi') = \begin{cases} 
1 & \text{if } pw' = pw \text{ and } \pi' = \pi \\
0 & \text{otherwise.}' 
\end{cases}
\]

and uses \(\text{VerifyHash}\) as a blackbox. We say that \(\text{Adv}\) queries a human \(H\) about password \(pw'\) if it queries \(H(\text{GenerateInkblotImages}(1^k, \text{Extract}(pw', r')))\), and we let \(D' \subseteq D\) denote the set of passwords for which the adversary queries a human.

2. World 1: \(W_1\) denotes a hypothetical world that is similar to \(W_0\) except that \(\text{VerifyHash}\) function the adversary uses as a blackbox is replaced with the following incorrect version

\[
\text{VerifyHash}^1(pw', \pi') = \begin{cases} 
1 & \text{if } pw' \not\in D', pw' = pw \text{ and } \pi' = \pi \\
0 & \text{otherwise.}' 
\end{cases}
\]

where \(D' \subseteq D\) is a subset of passwords which denotes the set of passwords for which the adversary makes queries to a human in the real world.

3. World 2: \(W_2\) denotes a hypothetical world that is similar to \(W_1\) except that \(\text{VerifyHash}^1\) function the adversary uses as a blackbox is replaced with the
following incorrect version

\[
\text{VerifyHash}^2(pw', \pi') = \begin{cases} 
1 & \text{if } \pi' = R\left(G_2\left(1^k, \text{Extract}(pw', r'), \ell_1, \ldots, \ell_k\right)\right), \\
0 & \text{otherwise.}
\end{cases}
\]

where \(R\) is a distribution with minimum entropy \(\mu(k)\) as in definition 15.

4. World 3: \(W_3\) denotes a hypothetical real world which is similar to world 2, except that the labels \(\ell_{\pi(1)}, \ldots, \ell_{\pi(k)}\) are replaced with the labels \(\ell'_{\pi'(1)}, \ldots, \ell'_{\pi'(k)}\), where \(\pi' : [k] \rightarrow [k]\) is a new random permutation, and the labels \(\ell'_i\) are for a completely unrelated set of Inkblot challenges

\[
\ell'_1, \ldots, \ell_k \leftarrow H\left(G_1\left(1^k, x_1, x_2\right)\right),
\]

where \(x_1, x_2 \in \{0, 1\}^n\) are freshly chosen random values.

In world 3 it is easy to bound the adversary’s probability of success. No adversary is \((C, \gamma, D)\)-successful for \(C < \gamma|D|2^{\mu(k)}c_H\), because the fake Inkblot labels are not correlated with the actual Inkblots that were generated with the real password. Our particular adversary cannot be \((C, \gamma, D)\)-successful for \(C < \gamma|D|2^{\mu(k)}c_H + |D'|c_H\). In world 2 the adversary might improve his chances of success by looking at the Inkblot labels, but by definition of \((\alpha, \beta, \epsilon, \delta, \mu)\)-GOTCHA his chances change by at most \(\delta\). In world 1 the adversary might further improve his chances of success, but by definition of \((\alpha, \beta, \epsilon, \delta, \mu)\)-GOTCHA his chances improve by at most \(\epsilon\). Finally, in world 0 the adversary improves his chances by at most \(|D'|/|D|\) by querying the human about passwords in \(D'\).

6.5 Discussion

We conclude by discussing some key directions for future work.

**Improved Inkblots** One way to improve our GOTCHA construction would be to improve the Inkblot generation algorithm. One idea is to use random walks to generate Inkblots[129] instead of adding colored ellipses with random sizes, locations and orientations (e.g., Figure 6.1). Figure 6.4a is an example of an Inkblot
produced with random walks. The hope is that users will find it easier to label these Inkblot images. Another potential improvement would be to have the user identify and highlight several specific objects in his Inkblot image(s) during account creation (see Figure 6.4b). When the user authenticates he would be asked to click on each of these objects (e.g., click on the “Bunny Ears”). One advantage is that we may be able to provide equivalent security guarantees by having the user specify two or three specific objects in the Inkblot images instead of requiring the user to label and match ten different Inkblot images. While the author of this thesis has personally found these random walk Inkblots much easier to label than the Inkblots described earlier, we have not yet conducted a user study to empirically evaluate these potential improvements.

**Other GOTCHA Constructions** Because GOTCHAs allow for human feedback during puzzle generation — unlike HOSPs [51] — our definition potentially opens up a much wider space of potential GOTCHA constructions. One idea might be to have a user rate/rank random items (e.g., movies, activities, foods). By allowing human feedback we could allow the user to dismiss potentially confusing items (e.g., movies he hasn’t seen, foods about which he has no strong opinion). There is some evidence that this approach could provide security (e.g., Narayanan and Shmatikov showed that a Netflix user can often be uniquely identified from a few movie ratings [114].).

**Obfuscating CAPTCHAs** If it were possible to efficiently obfuscate programs then it would be easy to construct GOTCHAs from CAPTCHAs (e.g., just obfuscate a program that returns the CAPTCHA without the answer). Recently, Garg et al. showed how to obfuscate arbitrary programs [80] using multilinear maps\(^{11}\). Unfortunately, their obfuscator is not yet efficient enough for practical use. However, it may be still be possible to find an efficient way to obfuscate our particular CAPTCHA program.

\(^{11}\)While Barak et al. [24] showed that there is no general program obfuscator, their impossibility result was for a stronger notion of obfuscation called blackbox obfuscation, which requires that any adversary with access to an obfuscated program can be simulated with only blackbox access to the same program. Garg et al. [80] used a weaker notion of obfuscation known as “indistinguishability obfuscation,” which (loosely) only guarantees that the adversary cannot distinguish between the obfuscations of two circuits which compute the same function.
Exploiting The Power of Interaction  Can interaction be exploited and used to improve security or usability in human-authentication? While interaction is an incredibly powerful tool in computer security (e.g., nonces [128], zero-knowledge proofs [85], secure multiparty computation [163]) and in complexity theory\textsuperscript{12}, human authentication typically does not exploit interaction with the human (e.g., the user simply enters his password). We view the idea behind HOSPs and GOTCHAs — exploiting interaction to mitigate the threat of offline attacks — as a positive step in this direction. Could interaction be exploited to reduce memory burden on the user by allowing a user to reuse the same secret to authenticate to multiple different servers? The human-authentication protocol of Hopper et al. [91] — based on the noisy parity problem — could be used by a human to repeatedly authenticate over an insecure channel. Unfortunately, the protocol is slow and tedious for a human to execute, and it can be broken if the adversary is able to ask adaptive parity queries [103].

\textsuperscript{12}A polynomial time verifier can verify \textsc{PSPACE}-complete languages by interacting with a powerful prover [138], by contrast the same verifier can only check proofs of \textsc{NP}-Complete languages without interaction.
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Chapter 7

Appendix: Naturally Rehearsing Passwords
7.1 Missing Proofs

Before we prove Lemma 1 and Theorem 1 we first formally define a Poisson arrival process (Definition 18) and state a few basic facts about a Poisson arrival process.

**Definition 18.** Given $0 \leq t_1 \leq t_2$ we use $\text{Visits}_i(t_1, t_2) = \left| \{ j \mid \tau^i_j \in (t_1, t_2) \} \right|$ to denote the number of times the user visits account $A_i$ during the interval $(t_1, t_2)$. We say that $\text{Visits}_i(t_1, t_2)$ represents a Poisson arrival process with parameter $\lambda_i$ if

$$\Pr [\text{Visits}_i(t_1, t_2) = k] = e^{\lambda_i(t_2 - t_1)} \frac{\lambda_i^k (t_2 - t_1)^k}{k!},$$

and the random variables $\text{Visits}_i(t_1, t_2)$ and $\text{Visits}_j(t_3, t_4)$ are independent whenever $0 \leq t_1 \leq t_2 \leq t_3 \leq t_4$.

Fact 4 says that $1/\lambda_i$ represents the average inter-visitation time for account $A_i$ whose visitation schedule follows a Poisson arrival process with parameter $\lambda_i$.

**Fact 4.** If $\text{Visits}_i(t_1, t_2)$ represents a Poisson arrival process with parameter $\lambda_i$ then $1/\lambda_i$ represents the average inter-visitation time for account $A_i$. More formally, for all $j > 0$ we have $E[\tau^i_j - \tau^i_{j-1}] = \frac{1}{\lambda_i}$.

Fact 5 says that the sum of two Poisson arrival processes with parameters $\lambda_1$ and $\lambda_2$ is itself a Poisson arrival process with parameter $(\lambda_1 + \lambda_2)$.

**Fact 5.** If $\text{Visits}_i(t_1, t_2)$ represents a Poisson arrival process with parameter $\lambda_i$ and $\text{Visits}_j(t_1, t_2)$ represents an independent Poisson arrival process with parameter $\lambda_j$ then $\text{Visits}_i(t_1, t_2) + \text{Visits}_j(t_1, t_2)$ is a Poisson arrival process with parameter $(\lambda_i + \lambda_j)$.

**Reminder of Lemma 1.** Let $S_\hat{c} = \{ i \mid \hat{c} \in c_i \}$ and let $\lambda_{\hat{c}} = \sum_{i \in S_\hat{c}} \lambda_i$ then the probability that the cue $\hat{c}$ is not naturally rehearsed during time interval $[a, b]$ is $\exp (-\lambda_{\hat{c}} (b - a))$.

**Proof of Lemma 1.** Let $N(t_1, t_2) = \left| \{ \tau^i_k \mid i \in S_\hat{c} \land t_1 \leq \tau^i_k \leq t_2 \} \right|$ denote the number of times the cue $\hat{c}$ is rehearsed during the interval $[t_1, t_2]$. Notice that the rehearsal requirement $[a, b]$ is naturally satisfied if and only if $N(a, b) > 0$. By Fact 5, $N(t_1, t_2) = \sum_{i \in S_\hat{c}} \text{Visits}_i(t_1, t_2)$ describes a Poisson arrival process with parameter $\lambda_{\hat{c}} = \sum_{i \in S_\hat{c}} \lambda_i$ so we can apply the definition of a Poisson arrival process to get
Pr \[N (a, b) = 0\] = \exp (-\lambda \hat{c} (b - a)) .

\[\square\]

Reminder of Theorem 1. Let \(i^* = \left(\arg \max_x t^e_x < t\right) - 1\) then

\[\mathbb{E} [XR_t] = \sum_{\hat{c} \in C} \frac{i^*}{i=0} \exp \left(-\sum_{j \in \hat{c}, c_j} \lambda_j \left(t^e_i - t^e_j\right)\right)\]

Proof of Theorem 1. Let \(S_{\hat{c}} = \{i \mid \hat{c} \in c_i\}\) and let \(V_{a,b} (\hat{c})\) be the indicator for the event that \(\exists i \in S_{\hat{c}}, k \in \mathbb{N}. t^e_{jk} \in [a, b]\) (e.g., cue \(\hat{c}\) is rehearsed naturally during the time interval \([a, b]\)). Then by linearity of expectation

\[\mathbb{E} [XR_{t, \hat{c}}] = \sum_{i=0}^{i^*} (1 - \mathbb{E} [V_{t, t+1} (\hat{c})]) ,\]

where

\[\mathbb{E} [1 - V_{t, t+1} (\hat{c})] = \sum_{i=0}^{i^*} \exp \left(-\sum_{j \in \hat{c}, c_j} \lambda_j \left(t^e_i - t^e_j\right)\right) ,\]

by Lemma 1. The result follows immediately from linearity of expectation. \(\square\)

Reminder of Theorem 4. It is NP-Hard to approximate \textbf{Min-Rehearsal} within a constant factor.

Proof of Theorem 4. Let \(\gamma > 0\) be any constant. We prove that it is NP-Hard to even \(\gamma\)-approximate \textbf{Min-Rehearsal}. The reduction is from set cover.

\textbf{Set Cover Instance:} Sets \(S_1, \ldots, S_n\) and universe \(U = \bigcup_i S_i\). A set cover is a set \(S \subseteq \{1, \ldots, n\}\) such that \(\bigcup_{i \in S} S_i = U\).

\textbf{Question:} Is there a set cover of size \(k\)?

Given a set cover instance, we set \(C = U\) create public cues \(c_1, \ldots, c_m \subseteq C\) for each account by setting \(c_i = S_i\). We set the following visitation schedule

\[\lambda_i = \frac{\ln (\gamma \cdot |U| \left(\max_{\hat{c} \in C} t^e_{\hat{c}}\right))}{\min_{j, \hat{c}} \left(t^e_{j+1} - t^e_j\right)} ,\]
for $i = 1, \ldots, k$ and $\lambda_{k+1}, \ldots, \lambda_n = 0$. There are two cases: (1) There is a set cover $S = \{x_1, \ldots, x_k\} \subseteq \{1, \ldots, n\}$ of size $k$. If we assign $\pi(i) = x_i$ for each $i \leq k$ then for each base cue $\hat{c} \in U$ we have

$$\lambda_{\hat{c}} = \sum_{i \in S} \lambda_i \geq \lambda_1.$$ 

Applying Theorem 1 we get

$$E[XR] = \sum_{\hat{c} \in C} \sum_{i=0}^{i^*} \exp \left( - (t_{i+1}^\hat{c} - t_i^\hat{c}) \sum_{i \in S_{n(i)}} \lambda_i \right)$$

$$\leq |C| \left( \max_{\hat{c} \in C} t_i^\hat{c} \right) \exp \left( - \left( t_{i+1}^\hat{c} - t_i^\hat{c} \right) \ln \left( \gamma |U| \left( \max_{\hat{c} \in C} t_i^\hat{c} \right) \right) \right)$$

$$\leq |U| \left( \max_{\hat{c} \in C} t_i^\hat{c} \right) \exp \left( - \ln \left( \gamma |U| \left( \max_{\hat{c} \in C} t_i^\hat{c} \right) \right) \right)$$

$$\leq |U| \left( \max_{\hat{c} \in C} t_i^\hat{c} \right) \frac{1}{\gamma |U| \left( \max_{\hat{c} \in C} t_i^\hat{c} \right)}$$

$$= \frac{1}{\gamma}.$$ 

(2) If there is no set cover of size $k$. Given a mapping $\pi$ we let $S_\pi = \{i | \exists j \leq k. \pi(j) = i\}$ be the set of all public cues visited with frequency at least $\lambda_1$. Because $|S_\pi| = k$, $S_\pi$ cannot be a set cover and there exists some $\hat{c} \in C$ which is never visited so no rehearsal requirements are satisfied naturally.

$$E[XR] = \sum_{\hat{c} \in C} \sum_{i=0}^{i^*} \exp \left( - (t_{i+1}^\hat{c} - t_i^\hat{c}) \sum_{i \in S_{n(i)}} \lambda_i \right) \geq \sum_{i=0}^{i^*} 1 \geq 1.$$ 

□

Reminder of Theorem 2. Let $\{c_1, \ldots, c_m\}$ be a $(n, \ell, \gamma)$-sharing set of $m$ public cues produced by the password management scheme $G_m$. If each $a_i \in AS$ is chosen uniformly at random then $G_m$ satisfies $(q, \delta, m, s, r, h)$-security for $\delta \leq \frac{q}{|AS|}^{\ell - \gamma}$ and any $h$. 

Proof of Theorem 2. Recall that $S$ (resp. $S'$) denotes the set of accounts that the adversary selected for plaintext recovery attacks. Let $\left(k, p'_k\right)$ denote the adversary’s final answer. We can assume that $k \notin S$ because the adversary cannot win by
outputting a password he obtained earlier in the game during a plaintext recovery attack. We define
\[ U_k = c_k - \left\{ \hat{c} \mid \exists j \in S. \hat{c} \in c_j \right\}, \]
to be the set of all uncompromised base cues in \( c_k \). Observe that
\[
|U_k| \geq |c_k| - \sum_{j \in S} |c_k \cap c_j| \\
\geq \ell - \sum_{j \in S} \gamma \\
\geq \ell - r\gamma,
\]
by definition 5 of a \((n,\ell,\gamma)\)-sharing family of public cues.

For each, \( \hat{c} \in U_k \) the corresponding association \( \hat{a} \) was chosen uniformly at random from \( AS \). We can upper bound \( B_A \) — the bad event that the adversary \( A \) guesses \((k,p_k)\) in at most \( q \) attempts.
\[
\Pr[B_A] \leq \frac{q}{|AS||U_k|} \leq \frac{q}{|AS|^{\ell-\gamma}}.
\]
□

**Reminder of Theorem 3.** Suppose that \( S = \{S_1,\ldots,S_m\} \) is a \((n,\ell,\gamma)\)-sharing set family of size \( m \) then \( m \leq \binom{n}{\gamma+1}/\binom{\ell}{\gamma+1} \).

**Proof of Theorem 3.** Let \( S \in S \) be given, and let \( T \subseteq S \) be subset of size \( |T| = \gamma + 1 \). By definition of \((n,\ell,\gamma)\)-sharing we cannot have \( T \subseteq S' \) for any other set \( S' \in S - S \). In total there are \( \binom{n}{\gamma+1} \) subsets of \([n]\) of size \( \gamma + 1 \) and each \( S \in S \) contains \( \binom{\ell}{\gamma+1} \) of them. The result follows from the pigeonhole principle. □

### 7.2 Varying the Association Strength Constant

In Tables 2.2 and 2.3 we used the same association strength constant for each scheme \( \sigma = 1 \) — though we expect that \( \sigma \) will be higher for schemes like Shared Cues that use strong mnemonic techniques. We explore the effect of \( \sigma \) on \( \mathbb{E}[XR_{t,\sigma}] \) under various values of the natural rehearsal rate \( \lambda \). Table 7.1 shows the values \( \mathbb{E}[XR_{t,\sigma}] \) under the expanding rehearsal assumption for \( \sigma \in \{0.1,0.5,1,2\} \). We
consider the following natural rehearsal rates: \( \lambda = 1 \) (e.g., naturally rehearsed daily), \( \lambda = 3 \), \( \lambda = 7 \) (e.g., naturally rehearsed weekly), \( \lambda = 31 \) (e.g., naturally rehearsed monthly).

Table 7.2 shows the values \( \mathbb{E}[XR_{365,c}] \) under the constant rehearsal assumption for \( \sigma \in \{1, 3, 7, 31\} \) (e.g., if \( \sigma = 7 \) then the cue must be rehearsed every week).

### 7.3 Baseline Password Management Schemes

In this section we formalize our baseline password management schemes: Reuse Weak (Algorithm 7.1), Reuse Strong (Algorithm 7.2), Lifehacker (Algorithm 7.3) and Strong Random and Independent (Algorithm 7.4). The first three schemes (Reuse Weak, Reuse Strong, Lifehacker) are easy to use, but only satisfy weak security guarantees. Strong Random and Independent provides very strong security guarantees, but is highly difficult to use.

Vague instructions and strategies do not constitute a password management scheme because it is unclear what the resulting distribution over \( P \) looks like. When given such vague instructions (e.g., “pick a random sentence and use the
first letter of each word”) people tend to behave predictably (e.g., picking a popular phrase from a movie or book). For example, when people are required to add special symbols to their passwords they tend to use a small set of random symbols and add them in predictable places (e.g., end of the password) [101]. Most password advice provides only vague instructions. However, many of these vague strategies can be tweaked to yield formal password management schemes. Reuse Weak, Reuse Strong, and Lifehacker are formalizations of popular password management strategies.

Each of these password management schemes ignores the visitation schedule \( \lambda_1, ..., \lambda_m \). None of the schemes use cues explicitly. However, the user always has an implicitly cue when he tries to login. For example, the implicit cue in Reuse Weak might be “that word that I always use as my password.” We use four implicit cues for Reuse Strong to represent the use of four separate words (chunks [108]). These implicit cues are shared across all accounts — a user rehearses the implicit association(s) when he logs into any of his accounts.

**Algorithm 7.1 Reuse Weak \( G_n \)**

**Input:** Background knowledge \( k \in \mathcal{K} \) about the user. Random bits \( b, \lambda_1, ..., \lambda_m \).

**Random Word:** \( w \leftarrow D_{20,000} \). Select \( w \) uniformly at random from a dictionary of 20,000 words.

**for** \( i = 1 \rightarrow m \) **do**

\( p_i \leftarrow w \)

\( c_i \leftarrow \{\text{word}\} \)

**return** \((p_1, c_1), ..., (p_m, c_m)\)

**User:** Memorizes and rehearses the cue-association pairs \((\text{word}', p_i)\) for each account \( A_i \) by following the rehearsal schedule (e.g., CR or ER).

Lifehacker uses a derivation rule to get a different password for each account. There is no explicit cue to help the user remember the derivation rule, but the implicit cue (e.g., “that derivation rule I always use when I make passwords”) is shared across every account — the user rehearses the derivation rule every time he logs into one of his accounts. There are four base cues — three for the words, one for the derivation rule.

Strong Random and Independent also uses implicit cues (e.g., the account name \( A_i \)), which are not shared across accounts so the only way to naturally rehearse the association \((A_i, p)\) is to visit account \( A_i \).
Algorithm 7.2 Reuse Strong $\mathcal{G}_m$

**Input:** Background knowledge $k \in \mathcal{K}$ about the user. Random bits $b, \lambda_1, ..., \lambda_m$.

for $i = 1 \rightarrow 4$ do

Random Word: $w_i \leftarrow \mathcal{D}_{20,000}$.

for $i = 1 \rightarrow m$ do

$p_i \leftarrow w_1w_2w_3w_4$

$c_i \leftarrow \{(\text{'Word'}, j) \mid j \in [4]\}$

return $(p_1, c_1), ..., (p_m, c_m)$

User: Memorizes and rehearses the cue-association pairs $\left((\text{'Word'}, j), w_i\right)$ for each $j \in [4]$ by following the rehearsal schedule (e.g., CR or ER).

Algorithm 7.3 Lifehacker $\mathcal{G}_m$

**Input:** Background knowledge $k \in \mathcal{K}$ about the user. Random bits $b, \lambda_1, ..., \lambda_m$.

for $i = 1 \rightarrow 3$ do

Random Word: $w_i \leftarrow \mathcal{D}_{20,000}$.

Derivation Rule: $d \leftarrow \mathcal{D}_{\text{DerivRules}}$. DerivRules is a set of 50 simple derivation rules to map the name of a site $A_i$ to a string $d(A_i)$ (e.g., use the first three consonants of $A_i$).

for $i = 1 \rightarrow m$ do

$p_i \leftarrow w_1w_2w_3d(A_i)$

$c_i \leftarrow \{(\text{'Word'}, j) \mid j \in [3]\} \cup \{'Rule'\}$

return $(p_1, c_1), ..., (p_m, c_m)$

User: Memorizes and rehearses the cue-association pairs $\left((\text{'Word'}, j), w_i\right)$ for each $j \in [3]$ and (‘Rule’, $d$) by following the rehearsal schedule (e.g., CR or ER).

Algorithm 7.4 Strong Random and Independent $\mathcal{G}_m$

**Input:** Background knowledge $k \in \mathcal{K}$ about the user. Random bits $b, \lambda_1, ..., \lambda_m$.

for $i = 1 \rightarrow m$ do

for $j = 1 \rightarrow 4$ do

Random Word: $w_j^i \leftarrow \mathcal{D}_{20,000}$.

$p_i \leftarrow w_1^i w_2^i w_3^i w_4^i$

$c_i \leftarrow \{(A_i, j) \mid j \in [4]\}$

return $(p_1, c_1), ..., (p_m, c_m)$

User: Memorizes and rehearses the association $\left((A_i, j), w_j^i\right)$ for each account $A_i$ and $j \in [4]$ by following the rehearsal schedule (e.g., CR or ER).
7.3.1 Security Of Baseline Password Management Schemes

Reuse Weak is not \((q_{1}, \delta, m, s, 0, 1)\)-secure for any \(\delta < 1\) — an adversary who is only willing to spend $1 on password cracking will still be able to crack the user’s passwords! While Reuse Weak does provide some security guarantees against online attacks they are not very strong. For example, Reuse Weak is not even \((q_{1}, 0.1, 100, 3, 0, 0)\)-secure because an adversary who executes an online attack can succeed in breaking into at least one of the user’s 100 accounts with probability at least 0.01 — even if all accounts implement a 3-strike limit. If the adversary recovers any of the user’s passwords \((r > 0)\) then all security guarantees break down.

Reuse Strong is slightly more secure. It satisfies \((q_{10^6}, 3.222 \times 10^{-7}, m, s, 0, m)\)-security meaning that with high probability the adversary who has not been able to recover any of the user’s passwords will not even be able to mount a successful offline attack against against the user. However, Reuse Strong is not \((q, \delta, m, s, 1, 0)\)-secure — if the adversary is able to recover just one password \(p_i\) for any account \(A_i\) then the adversary will be able to compromise all of the user’s accounts.

Lifehacker is supposed to limit the damage of a recovery attack by using a derived string at the end of each password. However, in our security model the adversary knows that the user used Lifehacker to generate his passwords. The original article [4] instructs users to pick a simple derivation rule (e.g., “use the first three consonants in the site name”). Because this instruction is vague we assume that there are a set of 50 derivation rules and that one is selected at random. If the adversary sees a password \(p_i = w_1 w_2 w_3 d(A_i)\) for account \(A_i\) then he can immediately infer the base password \(b = w_1 w_2 w_3\), and the adversary needs at most 50 guesses to discover one of the user’s passwords\(^1\) — so if \((m - 1)s \geq 50\) then Lifehacker is not \((q, \delta, m, s, 1, 0)\)-secure for any values of \(\delta, q\). Lifehacker is \((q_{10^6}, 1.29 \times 10^{-4}, m, s, 0, m)\)-secure — it defends against offline and online attacks in the absence of recovery attacks.

Strong Random and Independent is highly secure! It satisfies \((q_{10^6}, 3.222 \times 10^{-7}, m, s, \alpha, m)\)-security for any \(\alpha \leq m\). This means that even after the adversary learns many of the user’s passwords he will fail to crack any other password with high probability. Unfortunately, Strong Random and Independent is very difficult to use.

\(^1\)In fact the adversary most likely needs far fewer guesses. He can immediately eliminate any derivation rule \(d\) s.t. \(d(A_i) \neq d(A_i)\). Most likely this will include almost all derivation rules besides the correct one.
7.3.2 Usability of Baseline Schemes

Usability results for Lifehacker and Strong Random and Independent can be found in Table 2.2 of the paper. We evaluate usability using the formula from Theorem 1. We present our results for the Very Active, Typical, Occasional and Infrequent users under both sufficient rehearsal assumptions CR and ER — with association strength $\sigma = 1$. The usability results for ReuseStrong are identical to Lifehacker, because they have the same number of cues and each cue is rehearsed anytime the user visits any account $A_i$. Similarly, the usability results for ReuseWeak are better by a factor of 4 (e.g., because there is only one cue-association pair to rehearse and the natural rehearsal rates are identical).

7.3.3 Sources of Randomness

Popular password advice tends to be informal — the user is instructed to select a character/number/digit/word, but is not told how to do this. Certainly one reason why people do not select random passwords is because they worry about forgetting their password [102]. However, even if the user is told to select a the character uniformly at random it is still impossible to make any formal security guarantees without understanding the entropy of a humanly generated random sequence. We have difficulty consciously generating a random sequence of numbers even when they are not trying to construct a memorable sequence [154] [111] [74].

This does not rule out the possibility that human generated random sequence could provide a weak source of entropy [88] — which could be used to extract a truly random sequence with computer assistance [65, 137]. We envision a computer program being used to generate random words from a dictionary or random stories (e.g., Person-Action-Object stories) for the user to memorize. The source of randomness could come from the computer itself or it could be extracted from a human source (e.g., a user randomly typing on the keyboard).

7.4 Other Measures of Password Strength

In this section we discuss other security metrics (e.g., entropy, minimum entropy, password strength meters, $\alpha$-guesswork) and their relationship to our security model.
Our security model is fundamentally different from metrics like guessing entropy (e.g., How many guesses does an adversary need to guess all of passwords in a dataset [107]? and partial guessing entropy (e.g., How many guesses does the adversary need to crack \( \alpha \)-fraction of the passwords in a dataset [39, 121]? How many passwords can the adversary break with \( \beta \) guesses per account [45]?), which take the perspective of a system administrator who is trying to protect many users with password protected accounts on his server. For example, a system administrator who wants to evaluate the security effects of a new password composition policy may be interested in knowing what fraction of user accounts are vulnerable to offline attacks. By contrast, our security model takes the perspective of the user who has many different password protected accounts. This user wants to evaluate the security of various password management schemes that he could choose to adopt.

Our threat model is also strictly stronger than the threat models behind metrics like \( \alpha \)-guesswork because we consider targeted adversary attacks from an adversary who may have already compromised some of the user’s accounts.

Password strength meters can provide useful feedback to a user (e.g., they rule out some insecure password management schemes). However, password strength meters are insufficient for our setting for several reasons: (1) They fail to rule out some weak passwords, and (2) They cannot take correlations between a user’s passwords (e.g., Is the user reusing the same password?) into account. (3) They do not model the adversaries background knowledge about the user (e.g., Does the adversary know the user’s birth date or favorite hobbies?). Entropy is bad measure of security for the same reasons. While minimum entropy fixes some of these problems, minimum entropy still does not address problem 2 — minimum entropy does not deal with correlated user passwords.

7.4.1 Password Strength Meters

Password strength meters use simple heuristics (e.g., length, character set) to estimate the entropy of a password. A password strength meter can provide useful feedback to the user by warning the user when he picks passwords that are easy to guess. However, password strength meters can also give users a false sense of confidence (e.g., ‘mmmmmmmmmmmmmmmmmmmm’ is clearly predictable, but ranked ‘Best’ by some meters [2] — see Figure 7.1 [2]). A password like \textit{Mm1!Mm1!Mm1!Mm1!Mm1!Mm1!Mm1!} would be rated as very secure by almost any password strength meter because it is long, it uses upper case and
lower case letters and it includes a special symbol (!). However, the password is based on a very simple repeated pattern and has low entropy (e.g., it could be compressed easily). A password strength meter cannot guarantee that a password is secure because (1) It does not know whether or not the user has already used this password (or a very similar password) somewhere else (2) It does not know if the user is basing his password on personal knowledge (e.g., wife’s birthday) (3) It does not know what background knowledge the adversary might have about the user (e.g., does the adversary know the user’s wife’s birthday).

Check your password—is it strong?
Your online accounts, computer files, and personal information are more secure when you use strong passwords to help protect them. Test the strength of your passwords: Type a password into the box.

Password: ⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅⬅鹜⬅鹜➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡➡ geldious, but is it really a strong password?

7.4.2 Entropy

Entropy [139] can be used to measure the average number of guesses an adversary would need to guess a password chosen at random from a distribution $D$ over passwords

$$H(D) = \sum_x \Pr [x | D] \log_2 \left( \frac{1}{\Pr [x | D]} \right).$$

While entropy has been a commonly used information theoretic measure of password strength [101, 109], it is not always a good indicator of password strength [107]. For example, consider the following distributions over binary passwords $D_1$ and $D_2$:

$$D_1(n) = \begin{cases} 1^{n-1} & \text{with probability } 1/2, \\ x \in \{0, 1\}^{2n-2} & \text{with probability } 2^{-2n+1}. \end{cases}$$

$$D_2(n) = x \in \{0, 1\}^n \quad \text{with probability } 2^{-n}.$$
While there is no difference in the entropy of both generators
\[
H(D_1(n)) = \frac{1}{2} \log_2\left(\frac{1}{1/2}\right) + \sum_x 2^{-2n+1} \log_2(2^{2n-1}) = \frac{1}{2} + \frac{2^n - 1}{2} = n = H(D_2(n)),
\]

\(D_1\) and \(D_2\) are by no means equivalent from a security standpoint! After just one guess an adversary can successfully recover the password generated by \(D_1\) with probability \(\geq \frac{1}{2}\)!. By contrast an adversary would need at least \(2^n - 1\) guesses to recover the password generated by \(D_2\) with probability \(\geq \frac{1}{2}\).

### 7.4.3 Minimum Entropy

If we instead consider the minimum entropy
\[
H_{\text{min}}(G) = \min_x \log_2\left(\frac{1}{\Pr[x|G]}\right),
\]
of both generators we get a different story.

\[
H_{\text{min}}(D_1(n)) = \log_2\left(\frac{1}{1/2}\right) = 1 \ll H_{\text{min}}(D_2(n)) = \log_2(2^n) = n.
\]

High minimum entropy guarantees with high probability any adversary will fail to guess the password even after many guesses. However, even minimum entropy is not a great measure of security when the user is managing multiple passwords because it does not consider correlations between passwords. Suppose for example that each user needs two passwords \((x_1, x_2)\) and again consider two password distributions \(D_1\) and \(D_2\) redefined below:

\[
D_1(n) = (x, x) \text{ with probability } 2^{-2n} \text{ for each } x \in \{0, 1\}^{2n}.
\]

\[
D_2(n) = (x_1, x_2) \text{ with probability } 2^{-2n} \text{ for each } (x_1, x_2) \in \{0, 1\}^n \times \{0, 1\}^n.
\]

The min-entropy of both generators is the same \(2n\). However, \(D_1\) provides no security guarantees against a recovery attack — any adversary who knows \(x_2\) can immediately guess \(x_1\). However, when the passwords are chosen from \(D_2\) an adversary who knows \(x_2\) has no advantage in guessing \(x_1\).
7.5 Economics

In this section we discuss how the parameter $q_B$ - our upper bound on the total number of adversary guesses - could be selected. Our upper bound is based on the economic cost of guessing. Guessing is not free! The basic premise is that the adversary will not try more than $q_B$ guesses to break into an account if his maximum benefit from the attack is $B$. The cost of guessing is influenced by several factors including the cost of renting or buying computing equipment (e.g., Cray, GPUs), the cost of electricity to run the computers and the complexity of the cryptographic hash function used to encrypt the password. The value of $q_B$ depends greatly on the specific choice of the cryptographic hash function. Table 7.3 shows the values of $q_B$ we computed for the BCRYPT, SHA1 and MD5 hash functions.

### 7.5.1 Password Storage

There are many cryptographic hash functions that a company might use (e.g., MD5, SHA1, SHA2, BCRYPT) to store passwords. Some hash functions like BCRYPT [122] were designed specifically with passwords in mind — BCRYPT was intentionally designed to be slow to compute (e.g., to limit the power of an adversary’s offline attack). The BCRYPT hash function takes a parameter which allows the programmer to specify how slow the hash computation should be — we used L12 in our experiments. By contrast, MD5, SHA1 and SHA2 were designed for fast hardware computation. Unfortunately, SHA1 and MD5 are more commonly used to hash passwords [13]. In economic terms, hash functions like BCRYPT increase the adversary’s cost of guessing. We use $F_H$ to denote number of times that the hash function $H$ can be computed in one hour on a 1 GHz processor. We estimated $F_H$ experimentally on a Dell Optiplex 960 computer for BCRYPT, MD5 and SHA1 (Table 7.4) — as expected the value of $F_H$ is much lower for BCRYPT than SHA1 and MD5.

The rainbow table attack can be used to significantly speed up password crack-
ing attempts after the adversary performs some precomputation [117]. Rainbow table attacks can be prevented by a practice known as password salting (e.g., instead of storing the cryptographic hash of the password $H(p)$ the a server stores $(H(p, r), r)$ for a random string $r$) [16].

**Note:** In reality, many companies do not salt their passwords [9, 13] (in fact some do not even hash them [5]). In this paper, we assume that passwords are stored properly (e.g., salted and hashed), and we use optimistic estimates for $q_{SB}$ based on the BCRYPT hash function. To justify these decisions we observe that a user could easily ensure that his passwords are salted and encrypted with a slow hash function $f$ (e.g., BCRYPT [122]) by using $f(U, A_i, p_i)$ as his password for account $i$ - where $U$ is the username and $A_i$ is the name of account $i$. Because the function $f$ is not a secret, its code could be stored locally on any machine being used or publicly on the cloud.

### 7.5.2 Attack Cost and Benefit

Suppose that company $A_i$ is hacked, and that the usernames and password hashes are stolen by an adversary. We will assume that company $A$ has been following good password storage practices (e.g., company $A$ hashes all of their passwords with a strong cryptographic hash function, and company $A_i$ salts all of their password hashes). The adversary can purchase any computing equipment he desires (e.g., Cray supercomputer, GPUs, etc) and run any password cracker he wants for as long as he wants. The adversary’s primary limitation is money. It costs money to buy all of this equipment, and it costs money to run the equipment. If the adversary dedicates equipment to run a password cracker for several years then the equipment may be obsolete by the time he is finished (depreciation). We define $C_g$ to be the amortized cost per guesses for the adversary.

### 7.5.3 Cost of Guessing

Included in the amortized guessing cost are: the price of electricity and the cost of equipment. We estimate $C_g$ by assuming that the adversary rents computing time on Amazon’s cloud EC2 [1]. This allows us to easily account for factors like energy costs, equipment failure and equipment depreciation. Amazon measures rented computing power in ECU’s [1] — “One EC2 Compute Unit (ECU) provides the equivalent CPU capacity of a 1.0-1.2 GHz 2007 Opteron or 2007 Xeon processor.”
We use $C_{GHz}$ to denote the cost of renting a 1 GHz processor for 1 hour on Amazon. We have
\[ C_s = \frac{C_{GHz}}{F_H}. \]

Using the Cluster GPU Instance rental option the adversary could rent 33.5 ECU compute units for $2.10 per hour (C_{GHz} = $0.06).

Our results are presented in Table 7.4.

### 7.5.4 Benefit

The benefit $B_j$ of cracking an account $A_j$ is dependent on both the type of account (e.g., banking, e-mail, commerce, social network, leisure) and the adversary’s background knowledge about the user (e.g., Does the user reuse passwords? Is the user rich? Is the user a celebrity?).

Password reuse has a tremendous impact on $B$. An adversary who cracked a user’s ESPN account would likely get little benefit — unless the user reused the password elsewhere. For most non-celebrities, $B_j$ can be upper bounded by the total amount of money that the user has in all of his financial accounts. In fact, this may be a significant overestimate — even if the user reuses passwords — because banks are usually successful in reversing large fraudulent transfers [77]. Indeed, most cracked passwords sell for between $4 and $17 on the black market [79]. An adversary might also benefit by exploiting the user’s social connections (e.g., tricking the user’s friends to wire money). Some user’s passwords may also be valuable because have access to valuable information (e.g., celebrity gossip, trade secrets).

Most users should be able to safely assume that no adversary will spend more than $1,000,000 to crack their account even if they reuse passwords. Table 7.5 shows the value of $q_{$1,000,000} for various hash functions.
### Hash Function

<table>
<thead>
<tr>
<th>Hash Function</th>
<th>$q_{1,000,000}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SHA1</td>
<td>$10^{16}$</td>
</tr>
<tr>
<td>MD5</td>
<td>$9.1 \times 10^{13}$</td>
</tr>
<tr>
<td>BCRYPT (L12)</td>
<td>$5.2 \times 10^{10}$</td>
</tr>
</tbody>
</table>

Table 7.5: $q_{1,000,000}$

#### 7.6 Associative Memory and Sufficient Rehearsal Assumptions

The expanding rehearsal assumption makes empirical predictions about long term memory retention (e.g., a user who follows a rehearsal schedule for a cue-association pair will retain that memory for many years). Empirical studies of human memory are often limited in duration due to practical constraints.

The most relevant long term memory study was conducted by Wozniak and Gorzelanczyk [160]. They supervised a group of 7 people who learned 35,000 Polish-English word pairs over 18 months. Their goal was to optimize the intervals between rehearsal of each word pair. They ended up with the following recursive formula

$$I(EF, R) = I(EF, R - 1) \times OF(EF, R),$$

where $I(EF, R)$ denotes the time interval before the $R$’th rehearsal, $EF$ denotes the easiness factor of the particular word pair, and $OF(EF, R)$ is a coefficient matrix which specifies how quickly the intervals grow. The intervals are very similar to those generated by the expanding rehearsal assumption. Our association strength parameter $\sigma$ is similar to the easiness factor $EF$. However, in the expanding rehearsal assumption $OF(EF, R)$ would be a constant that does not vary with $R$.

Squire tested very long term memory retention by conducting a series of studies over 30 years [144]. To conduct his studies Squire selected a TV show that was canceled after one season, and quizzed participants about the show. It was not surprising that participants in the early studies — conducted right after the show was canceled — had the best performance on the quizzes. However, after a couple of years performance dropped to a stable asymptote [144]. The fact that participants were able to remember some details about the show after 30 years

---

2 SuperMemo, a popular commercial memory program [http://www.supermemo.com/](http://www.supermemo.com/), also uses a similar rehearsal schedule.
suggests that it is possible to maintain a cue-association pair in memory without satisfying all of the rehearsal requirements given by our pessimistic constant rehearsal assumption.

### 7.6.1 Squared Rehearsal Assumption

Anderson and Schooler demonstrated that the availability of a memory is correlated with recency and the pattern of previous exposures (rehearsals) to the item [18]. Eventually, the following equation was proposed

\[
A_i(t) = \sum_{j=1}^{n} \frac{1}{\sqrt{t-t_j}}
\]

where \(A_i(t)\) denotes the availability of item \(i\) in memory at time \(t\) and \(t_1, \ldots, t_n < t\) denote the previous exposures to item \(i\) [151]. In this model the rehearsal schedule \(R(\hat{c}, \hat{a}) = \hat{r}^2\) is sufficient to maintain high availability. To see this consider an arbitrary time \(t\) and let \(k\) be the integer such that \((k^2 < t \leq (k + 1)^2)\). Because \(t_k = k^2 < t\) at least \(k\) previous rehearsals have occurred by time \(t\) so

\[
A_i(t) = \sum_{j=1}^{k} \frac{1}{\sqrt{t-t_j}} = \sum_{j=1}^{k} \frac{1}{\sqrt{t-j^2}} = \sum_{j=1}^{k} \frac{1}{\sqrt{(k+1)^2}} \geq \frac{k}{k+1}.
\]

**Squared Rehearsal Assumption (SQ):** The rehearsal schedule given by \(R(\hat{c}, \hat{a}) = \hat{r}^2\) is sufficient to maintain the association \((\hat{c}, \hat{a})\).

While SQ is certainly not equivalent to ER it is worth noting that our general conclusions are the same under both memory assumptions. The rehearsal intervals grow with time under both memory assumptions yielding similar usability predictions — compare Tables 2.2, 2.3 and 7.6. The usability predictions are still that (1) *Strong Random and Independent* — though highly secure — requires any user with infrequently visited accounts to spend a lot of extra time rehearsing passwords, (2) *Lifehacker* requires little effort — but it is highly insecure, (3) SC-0, which is almost as good as *Lifehacker* from a usability standpoint, provides the user with some provable security guarantees, and (4) SC-1 and SC-2 are reasonably easy to use (except for the Infrequent user) and provide strong provable security guarantees — though not as strong as *Strong Random and Independent*. 
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Table 7.6: \( E[X_{R_{365}}] \): Extra Rehearsals over the first year under the Squared Rehearsal Assumption — \( \sigma = 1 \).
B+D: Lifehacker
SRI: Strong Random and Independent

While the expanding rehearsal assumption yields fewer rehearsal requirements over the first year, the usability results for Lifehacker and Shared Cues are even stronger because the intervals initially grow faster. The usability results are worse for Strong Random and Independent because many of the cues are naturally rehearsed with frequency \( \lambda = 1/365 \) — in this case most rehearsal requirement will require an extra rehearsal\(^3\).

7.7 \( (n, \ell, \gamma) \)-sharing Set Families

Our notion of \( (n, \ell, \gamma) \)-sharing set families (definition 5) is equivalent to Nisan and Wigderson’s definition of a \((k, m)\)-design [115]. Nisan and Wigderson provided several constructions of \((k, m)\)-designs. For example, one of their constructions implies that their is a \((n, \ell, \gamma)\)-sharing set family of size \( m = \ell^t \) for \( n = \ell^t \lceil \frac{\ell}{\gamma} \rceil \) and \( \gamma = \lceil \frac{\ell}{\gamma} \rceil \), whenever \( \ell \) is a prime power. While this construction is useful for building pseudorandom bit generators, it is not especially helpful in the password context because \( \ell \) should be a small constant. For example, if we set \( L = 4 \) and the user needs to create \( m = 64 \) accounts then we would need to set \( t = \log_L m = 3 \). This a \((128, 4, 1)\)-sharing set family of size \( m = 64 \) or a \((32, 4, 2)\)-sharing set family of size \( m = 64 \). By contrast, we can construct a \((43, 4, 1)\)-sharing set family of size \( m > 64 \) as well as a \((23, 4, 1)\)-sharing set family of size \( m > 64 \) (Observe that \( 23 = 3+5+7+8 \) and \( 3 \times 5 \times 7 > 64 \) so we can apply the Chinese Remainder Theorem construction from Chapter 2.6). In Section 7.7.1 we show that the Chinese Remainder Theorem

\(^3\)The usability results for our occasional user are better than the very active user because the occasional user has fewer sites that a visited with frequency \( \lambda = 1/365 \).
construction from Section 2.6 can be improved slightly. In Section 7.7.2 we show that our construction of \((n, \ell, \gamma)\)-sharing may have applications to the construction of highly parallelizable pseudorandom generators. Section 7.7.2 is based on work of Beideman and Blocki [25].

### 7.7.1 Improved Constructions

In this section we discuss additional \((n, \ell, \gamma)\)-sharing set family constructions. Theorem 22 demonstrates how our Chinese Remainder Theorem construction can be improved slightly. For example, we can get a \((43, 4, 1)\)-sharing set family of size \(m = 110\) with the additional optimizations from Theorem 22 — compared with \(m = 90\) without the optimizations. We also use a greedy algorithm to construct \((n, \ell, \gamma)\)-sharing set families for smaller values of \(n\). Our results our summarized in Table 7.7 — we also include the theoretical upper bound from Theorem 3 for comparison.

**Theorem 22.** Suppose that \(n_1 < \ldots < n_\ell\) are pairwise co-prime and that for each \(1 \leq i \leq \ell\) there is a \((n_i, \ell, \gamma)\)-sharing set family of size \(m_i\). Then there is a \(\left(\sum_{i=1}^{\ell} n_i, \ell, \gamma\right)\)-sharing set family of size \(m = \prod_{i=1}^{\gamma+1} n_i + \sum_{i=1}^{\ell} m_i\).
Algorithm 7.5 Greedy Construction

Input: $n, \ell, \gamma$

All Subsets: $S' \leftarrow \{S \subseteq [n] \mid |S| = \ell\}$

Candidates: $S \leftarrow \emptyset$

for all $S \in S'$ do

\[ \text{okToAdd} \leftarrow \text{True} \]

for all $T \in S$ do

\[ \text{if } |T \cap S| > \gamma \text{ then} \]

\[ \text{okToAdd} \leftarrow \text{False} \]

if okToAdd then

$S \leftarrow S \cup \{S\}$

return $S$

Proof. We can use Algorithm 2.1 to construct a $(n, \ell, \gamma)$-sharing set family $S_0$ of size $m' = \prod_{i=1}^{\ell} n_i$. Let $T_1 = \{k \mid k < n_1\}$ and for each $i > 1$ let $T_i = \{k + \sum_{j=1}^{i-1} n_j \mid k < n_i\}$. By construction of $S_0$ it follows that for each $S \in S_0$ and each $1 \leq i \leq \ell$ we have $|S \cap T_i| = 1$. By assumption, for each $i \geq 1$ there is a $(n, \ell, \gamma)$-sharing family of subsets of $T_i$ of size $m_i$ — denoted $S_i$. For each pair $S' \in S_i$, and $S \in S_0$ we have

\[ |S \cap S'| \leq |S \cap T_i| \leq 1, \]

and for each pair $S' \in S_i$, and $S \in S_i \ (S \neq S')$

\[ |S \cap S'| \leq \gamma, \]

because $S_i$ is $(n_i, \ell, \gamma)$-sharing. Finally, for each pair $S' \in S_i$, and $S \in S_j \ (j \neq i)$ we have

\[ |S \cap S'| \leq |S \cap T_i| \leq 0. \]

Therefore,

\[ S = \bigcup_{i=0}^{\ell} S_i, \]

is a $(\sum_{i=1}^{\ell} n_i, \ell, \gamma)$-sharing set family of size $m = \prod_{i=1}^{\ell} n_i + \sum_{i=1}^{\ell} m_i$. □

Claim 8. For any $0 < \ell \leq n$ there is a $(n, \ell, \ell - 1)$-sharing set family of size $m = \binom{n}{\ell}$, and there is no $(n, \ell, \ell - 1)$-sharing set family of size $m' > m$. 181
Proof. It is easy to verify that

\[ S = \{S \subseteq [n] | |S| = \ell \} , \]

the set of all subsets of size \( \ell \), is a \((n, \ell, \ell - 1)\)-sharing set family of size \( m = \binom{n}{\ell} \). Optimality follows immediately by setting \( \gamma = \ell - 1 \) in Theorem 3. \( \square \)

7.7.2 Applications to Pseudorandom Number Generators

Applications to Pseudorandom Number Generation A pseudorandom number generator is a function \( G : \{0,1\}^n \rightarrow \{0,1\}^m \) which takes a uniformly random seed \( x \sim \{0,1\}^n \) of length \( n \), and outputs a string \( G(x) \in \{0,1\}^m (m \gg n) \) which “looks random.” Nisan and Wigderson used a \((n, \ell, \ell - 1)\)-sharing set family \( S = \{S_1, \ldots, S_m\} \) of size \( m \) to construct pseudorandom number generators [115]. In particular, they define the pseudorandom number generator \( NW_{P,S} (x) = P(x|S_1) \cdots P(x|S_m) \), where \( x|S_i \in \{0,1\}^\ell \) denotes the bits of \( x \in \{0,1\}^\ell \) at the indices specified by \( S_i \) and \( P : \{0,1\}^\ell \rightarrow \{0,1\} \) is a predicate. If the predicate \( P : \{0,1\}^\ell \rightarrow \{0,1\} \) is “hard” for circuits of size \( H_\ell (P) \) to predict then no circuit of size \( H_\ell (P) - O(m2^\gamma) \) will be able to distinguish \( NW_{P,S} (x) \) from a truly random binary string of length \( m \), when the seed \( x \sim \{0,1\}^n \) is chosen uniformly at random. In this context, \( n \) is the length of the random seed, \( m \) is the number of random bits extracted and the pseudorandom number generator fools circuits of size \( H_\ell (P) - O(m2^\gamma) \). Thus, we would like to find \((n, \ell, \gamma)\)-sharing set families where \( n \) is small, \( m \) is large (e.g., we can extract many pseudorandom bits from a small seed) and \( \gamma \) is small (e.g., so that the pseudorandom bits look random to a large circuit). Nisan and Wigderson gave an explicit construction of an \((\ell^2, \ell, \gamma)\)-sharing set family of size \( \ell^\gamma + 1 \).

Applications to Randomness Extractors Trevisan used the pseudorandom number generator of Nisan and Wigderson to construct a randomness extractor [149]. A \((k, \epsilon)\) randomness extractor is a function \( \text{Ext} : \{0,1\}^k \times \{0,1\}^n \rightarrow \{0,1\}^m \) that takes a string \( x_1 \sim D \), where \( D \) is a distribution over \( \{0,1\}^k \) with minimum entropy \( k \), along with \( n \) additional uniformly random bits \( x_2 \sim \{0,1\}^n \) and extracts an \( m \)-bit string \( y \in \{0,1\}^m \) that is almost uniformly random (e.g., distribution over \( y \in \{0,1\}^m \) is \( \epsilon \)-close to the uniform distribution \( U_m \) over \( \{0,1\}^m \)). Trevisan used the string \( x_1 \) to select a random predicate \( P : \{0,1\}^\ell \rightarrow \{0,1\} \), and then extracted \( m \) bits

\(^4\)Nisan and Wigderson observe that a random predicate \( P \) will satisfy this property with high probability[115].
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by running $NW_{P,S}(x_2)$. Raz et al [126] observed that the pseudorandom number generator Nisan and Wigderson could be built using a \textit{weak} $(n, \ell, \gamma)$-sharing set family of size $m$, and showed how to construct \textit{weak} $(n, \ell, \gamma)$-sharing set family of size $m$ for any value of $m$ as long as $n \geq \lceil \frac{\ell}{\gamma} \rceil \ell$. However, their construction was not explicit (Informally, we say that a construction is explicit if there is a fast parallel algorithm to output the $i$’th set.). Hartman and Raz [89] showed how to use the Nisan-Wigderson construction to obtain an explicit construction of \textit{weak} $(n, \ell, \gamma)$-sharing set families. While their construction requires less space than our construction, our construction can be computed faster on a parallel machine.

\textbf{Advantages of Explicit Constructions} One nice property of the Nisan Wigderson Pseudorandom number generator is that it is highly parallelizable. For each $j \in [m]$ we can compute the $j$’th bit $NW_{P,S}(x)[j] = P(x|S_j)$ independently as long as we can quickly find the set $S_j \in S$. Observe that we would need space at least $O(m\ell \log n)$ to store the set family $S = \{S_1, \ldots, S_m\}$, which could be a problem especially when $m$ is very large. However, if the set family has an explicit construction (e.g., there is a small circuit $C$ s.t. $C(i) = S_i$ for all $i \in [m]$) then we can simply compute $NW_{P,S}(x)[j] = P(x|C(j))$.

\textbf{Preliminaries}

Before we formally define a pseudorandom number generator we first define a pseudorandom distribution $X$ over $\{0,1\}^m$. Informally, Definition 19 say that a distribution is pseudorandom if the distribution that ‘appears’ random to any ‘small enough’ circuit. Given a circuit $C$ we use

$$Adv_C(X) = \left| Pr_{x \in X}[C(x) = 1] - Pr_{x \in U_m}[C(x) = 1] \right|$$

to denote the advantage of $C$ at predicting whether $x$ was drawn from the distribution $X$ or from $U_m$, where $U_m$ is the uniform distribution over $\{0,1\}^m$. The distribution $X$ ‘appears’ random to a circuit $C$ if $Adv_C(X)$ is small.

\textbf{Definition 19.} A distribution $X$ over $\{0,1\}^m$ is said to be $(s, \epsilon)$-pseudorandom if, given any circuit $C$ (taking $m$ inputs) of size at most $s$, $Adv_C(X) \leq \epsilon$.

Given a distribution $X$ over $\{0,1\}^n$ and a function $G : \{0,1\}^n \rightarrow \{0,1\}^m$ we use $G(X)$ to denote the distribution over $\{0,1\}^m$ induced by $G$. Informally, a function $G : \{0,1\}^n \rightarrow \{0,1\}^m$ is pseudorandom if it induces a pseudorandom distribution.
Definition 20. Let \( \{G_n\}_{n \in \mathbb{N}} \) be a family of functions such that \( G_n : \{0,1\}^n \to \{0,1\}^m \). We say the family is a \((s,\epsilon)\)-pseudorandom number generator if \( G \) is computable in time \( 2^{O(n)} \), and \( G(U_n) \) considered as a distribution is \((s,\epsilon)\)-pseudorandom.

Nisan and Wigderson [115] show how to construct a pseudorandom number generator \( G : \{0,1\}^n \to \{0,1\}^m \) using any \((n,\ell,\gamma)\)-sharing set family of size \( m \). Their construction assumes the existence of a predicate \( f : \{0,1\}^\ell \to \{0,1\} \) that is hard for ‘small’ circuits to predict.

Definition 21. Let \( f : \{0,1\}^\ell \to \{0,1\} \) be a boolean function. We say that \( f \) is \((s,\epsilon)\)-hard if for any circuit \( C \) of size \( s \), \( \Pr_{x \sim \{0,1\}^\ell} [C(x) = f(x)] - \frac{1}{2} \leq \epsilon \).

Observe that a random function will fool all small circuits with high probability\(^5\). Following, Nisan and Wigderson we use \( H(f) \) to denote the hardness of a function \( f \).

Definition 22. Let \( f : \{0,1\}^* \to \{0,1\} \) be a boolean function and let \( f_\ell \) be the restriction of \( f \) to strings of length \( \ell \). The hardness of \( f \) at \( \ell \), \( H_f(\ell) \) is defined to be the maximum integer \( h_\ell \) such that \( f_\ell \) is \((1/h_\ell,h_\ell)\)-hard.

Raz et al [126] showed that the Nisan-Wigderson pseudorandom number generator works even if the family of sets \( S_1, \ldots, S_m \) only satisfies the weaker condition from definition 23. Observe that any \((n,\ell,\gamma)\)-sharing set family is also a weak \((n,\ell,\gamma)\)-sharing set family, but the converse is not necessarily true. We also note that as \( m \) increases the requirement \( \sum_{j \leq i} 2^{|S_i \cap S_j|} \leq 2^m (m - 1) \) becomes increasingly lax. This allows us to construct arbitrarily large weak \((n,\ell,\gamma)\)-sharing families.

Definition 23. A family of sets \( S_1, \ldots, S_m \subset [n] \) is a \((n,\ell,\gamma)\)-sharing set family if (1) \( \forall i \in [m]. |S_i| = \ell \), and (2) \( \forall i \in [m]. \sum_{j \leq i} 2^{|S_i \cap S_j|} \leq 2^\ell (m - 1) \).

Informally, we say that a set family \( S_1, \ldots, S_m \) is explicitly constructible if there is a fast parallel algorithm \( \mathcal{A}(i) \) to compute the \( i \)th set \( S_i \). We use \( \text{Depth}(\mathcal{A}) \) to denote the running time of \( \mathcal{A} \) when executed in parallel processes \( \text{Work}(\mathcal{A}) \) to denote the total number of steps executed in all processes. Similarly, \( \text{Space}(\mathcal{A}) \) denotes the total space requirement of \( \mathcal{A} \). Our notion of explicit constructions (Definition 24) is similar to the notion used by Hartman and Raz[89] except that we also consider the parallel running time of \( \mathcal{A} \).

\(^5\)The argument is straightforward. Fix any circuit \( C \). A random function \( f : \{0,1\}^\ell \to \{0,1\} \) will satisfy \( \text{Adv}_C(f(U_\ell)) \leq \epsilon \) with very high probability by Chernoff bounds. We can then apply union bounds to argue that a random \( f \) will satisfy \( \max_{C \in \mathcal{C}} \text{Adv}_C(X) \leq \epsilon \) for any sufficiently small class \( C \) of circuits.
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**Definition 24.** We say that a set family $S_1, \ldots, S_m \subseteq [n]$, where the size of each set is $\ell$, is $(t_1, t_2, t_3)$-explicitly constructible if there exists an algorithm $\mathcal{A}$ s.t. for all $1 \leq i \leq m$ we have $\mathcal{A}(i) = S_i$, Work ($\mathcal{A}$) $\leq t_2$, Depth ($\mathcal{A}$) $\leq t_2$ and Space ($\mathcal{A}$) $\leq t_3$.

**Definition 25.** We use $m(n, \ell, \gamma)$ to denote the maximum value $m$ such that there exists a $(n, \ell, \gamma)$-sharing set family.

The $(n, \ell, \gamma)$-sharing set family construction of Chapter 2.6 relies on the Chinese Remainder Theorem. To analyze their construction we will be interested in finding a large set $S = \{t_1, \ldots, t_\ell\}$ of integers such that $S$ has size $\ell$, the numbers in $S$ are pairwise coprime, $\sum_{i=1}^\ell t_i \leq n$ and each $t_i \geq \frac{n}{2\ell}$. We will rely on recent results on prime density.

**Definition 26.** $\pi(t)$ indicates the number of prime numbers less than or equal to $t$. $\pi(t)$ indicates the maximum $|S|$ such that $S \subseteq \lceil \frac{1}{2} \rceil, \ldots, t \rceil$ and $\forall i \neq j \in S$. $GCD(i, j) = 1$.

We are particularly interested in lower bounding the value $\pi(x)$. Clearly, $\pi(x) \geq \pi(x) - \pi(x/2)$. As it turns out this lower bound is nearly tight (see Theorem 25). We can bound $\pi(x) - \pi(x/2)$ using Ramanujan primes.

**Definition 27.** [124] The $t$'th Ramanujan Prime is the smallest integer $R_t$ s.t. $\pi(x) - \pi(x/2) \geq t$ for all $x \geq R_t$.

Allowing $n$ to equal at least $\ell R_\ell$ guarantees that $\left\{ \frac{n}{2\ell}, \frac{n}{\ell} \right\}$ contains at least $\ell$ primes which will satisfy the conditions of the Chinese Remainder Theorem construction. Sondow's bounds on Ramanujan primes (see Theorem 23) allow us to express this bound on $n$ as an elementary function.

**Constructions**

Nisan and Wigderson [115] gave an explicit construction of $(\ell^2, \ell, \gamma)$-sharing set families of size $m = \ell^{\gamma+1}$ for any prime power $\ell$. Given a polynomial $p(x)$ with coefficients in $\text{GF}(\ell)$, the finite field of size $\ell$, they define the set $S_p = \{(x, p(x)) \mid x \in \text{GF}(\ell)\}$. The family $S = \{S_p \mid p \text{ has degree } \leq \gamma\}$ is $(\ell^2, \ell, \gamma)$-sharing and has size $m = |S| = \ell^{\gamma+1}$. Given pairwise coprime numbers $n_1 < \ldots < n_\ell$ we provided an explicit construction of $\left( \sum_{i=1}^\ell n_i, \ell, \gamma \right)$-sharing families in Chapter 2. Briefly, given an integer $i \geq 0$ we defined the set $S_i = \{1 + \sum_{k=1}^{j-1} n_k + (i \mod n_j) : j \in [\ell]\}$, and showed that
the family $\mathcal{S} = \left\{ S_i \middle| 0 \leq i < \prod_{j=1}^{\gamma+1} n_j \right\}$ is an $(\sum_{i=1}^{\ell} n_i, \ell, \gamma)$-sharing set family of size $\prod_{j=1}^{\gamma+1} n_j$.

The proof of Theorem 24 is based on Theorem 22. We take advantage of Sondow’s results on prime density [142] to compare our construction to the construction of Nisan and Wigderson.

**Theorem 23.** [142] For all $t \geq 1$ the following bound holds $2t \ln t < R_t < 4t \ln 4t$.

**Theorem 24.** $\forall n \geq 4\ell^2 \ln 4\ell, m(n, \ell, \gamma) \geq (2\ell \ln 2\ell)^{\gamma+1}$. Furthermore, this set family is $(t_1, t_2, t_3)$-explicitly constructible with $t_1 = O(\ell (\log m)(\log \ell)), t_2 = O(\log \log m)$ and $t_3 = O(\ell (\log m)(\log \ell))$.

Proof. Theorem 23 due to Sondow [142] shows that there will always be at least $\ell$ primes $p_1, \ldots, p_{\ell}$ between $2\ell \ln 2\ell$ and $4\ell \ln 4\ell$. We have $\sum_{i=1}^{\ell} p_i \leq \ell (4\ell \ln 4\ell) \leq n$. Note that $\prod_{i=1}^{\gamma+1} p_i \geq (2\ell \ln 2\ell)^{\gamma+1}$. It follows from Theorem 22 that $m(n, \ell, \gamma) \geq (2\ell \ln 2\ell)^{\gamma+1}$.

To construct this set family our algorithm $\mathcal{A}$ will store the following values (1) the primes $p_1, \ldots, p_{\ell}$, (2) the precomputed values $2^k \mod p_j$ for each $0 \leq k \leq \min\{p_j - 1, [\log m]\}$ and $1 \leq j \leq \ell$, and (3) the precomputed values $kp_j$ for each $1 \leq k \leq \log \log \log m$ and each $1 \leq j \leq \ell$. We need $O(\ell \log \ell)$ bits of space to store each of the primes, $O(\ell (\log \ell)(\log m))$ bits of space to store each of the the values $2^k \mod p_j$ and $O(\ell (\log \ell)(\log \log m))$ bits of space to store each of the values $kp_j$. Given an index $i_0 = i \leq m$ our algorithm $\mathcal{A}$ computes each of the elements of $S_i$ in parallel — to compute $S_i[j]$ it suffices to compute the value $i_0 \mod p_j$. We will focus on the computation of $i_0 \mod p_j$. For each $k \leq [\log m]$ we look up the precomputed values $2^k \mod p_j$ and compute $y_k = i_0[k]2^k \mod p_j$ (here, $i_0[k]$ denotes the $k$’th bit of $i_0$ when $i_0$ is viewed as a binary string). We then compute the value $i_1 = \sum_{k=1}^{[\log m]} y_k$ (observe that $i_1 \equiv i_0 \mod p_j$). This can be done by a depth $O(\log \log m)$ circuit by using two tricks: divide-and-conquer and carry-save addition. We group $y_1, \ldots, y_{[\log m]}$ into triples (e.g., $(y_1, y_2, y_3), \ldots$) for each triple we compute the partial sum $\mathbf{ps}$ (the bits of $\mathbf{ps}$ are defined as $\mathbf{ps}[t] = y_1[t] \oplus y_2[t] \oplus y_3[t]$ for each index $t$) and the shift-carry $\mathbf{sc}$ (where $\mathbf{sc}[t+1] = (y_1[t] \land y_2[t]) \lor (y_1[t] \land y_3[t]) \lor (y_2[t] \land y_3[t])$). Observe that $y_1 + y_2 + y_3 = \mathbf{ps} + \mathbf{sc}$. We went from log $m$ values that we needed to add to $\frac{3}{2}\log m$ values that we needed to add — after $O(\log \log m)$ rounds we will have the value $i_1 \equiv i_0 \mod p_j$. While $i_1$ may not be the final answer (e.g., we could have $i_1 > p_j$) we have $i_1 \leq p_j \log m \ll i_0 = O(m)$ so we are making progress. Now we can recursively compute a value $i_2$ s.t. $i_2 \equiv i_1 \mod p_j$ and
\[ i_2 \leq p_j \log (1 + \log \log m) \] — this time we are only adding \( O(\log \log \log m) \) numbers so we need \( O(\log \log \log m) \) rounds of computation to find \( i_2 \). Now, we can search for the biggest value \( kp_j \) s.t. \( i_2 \geq kp_j \) (note that there are only \( \log \log \log m \) values to check). Our final answer is simply \( i_2 - kp_j = i_0 \) mod \( p_j \). \( \square \)

Note that our construction only requires relatively prime numbers. So the results from Theorem 24 could be improved by including non-prime values. However, Theorem 25 implies that these improvements will not be particularly significant.

**Theorem 25.** \( \forall n \in \mathbb{Z^+}. \pi\pi(n) \leq \pi(n) - \pi(\frac{n}{2}) + \pi(\sqrt{n}) \).

**Proof.** Let \( S \subseteq \left\{ \left\lceil \frac{n}{2} \right\rceil, \ldots, n \right\} \) be a set of coprime numbers of maximum size. Observe that each prime number \( p \in [n] \) is a factor of at most one number in \( S \). Without loss of generality we can assume that each of the primes between \( n \) and \( \frac{n}{2} \) are contained in \( S \) (if \( p \notin S \) then, because \( S \) is of maximum size, we must have some \( t = pq \in S \), but in this case we can simply replace \( t \) with \( p \)). The number of primes between \( n \) and \( \frac{n}{2} \) is \( \pi(n) - \pi(\frac{n}{2}) \), and all of these integers are relatively prime to each other and to every other number in the range \([n]\). All other numbers in \( S \) must have at least two prime factors, and at least one of them must be less than or equal to \( \sqrt{n} \). Since each prime factor less than or equal to \( \sqrt{n} \) can be used at most once, for the members of \( S \) to remain pairwise relatively prime, at most \( \pi(\sqrt{n}) \) non-primes can be included in the set, each containing a single prime factor less that \( \sqrt{n} \). \( \square \)

**Comparing Constructions.** To compare our construction from Chapter 2 with the construction of Nisan and Wigderson [115] we set \( n = 4\ell'^2 \ln 4\ell' \) and we set \( \ell = \sqrt{4\ell'^2 \ln 4\ell'} \). The construction of Nisan and Wigderson gives use \( m(n, \ell, \gamma) \geq \ell^{\gamma+1} = (2\ell' \sqrt{\ln 4\ell'})^{\gamma+1} \), while our construction gives us \( m(n, \ell', \gamma) \geq (2\ell' \ln 2\ell')^{\gamma+1} > (2\ell' \sqrt{\ln 4\ell'})^{\gamma+1} \). However, \( \ell' < \ell \) so our construction has a smaller \( \ell \).

**Constructing Weak \((n, \ell, \gamma)\)-sharing set families.** We now show that our explicit Chinese Remainder Theorem set family construction can be also be used to construct weak \((n, \ell, \gamma)\)-sharing set families of arbitrary size \( m \). Our main results are stated in Theorem 26.

**Theorem 26.** For all \( m \) there is an explicitly constructible weak \((4\ell'^2 \ln 4\ell, \ell, \gamma)\)-sharing set family of size \( m \) as long as \( 2^\gamma \geq \left( 1 + \frac{1}{2\ell' \ln 2\ell'} \right) \). Furthermore, this set family is
\( (t_1, t_2, t_3)\)-explicitly constructible with \( t_1 = O(\ell (\log m) (\log \ell)), t_2 = O(\log \log m) \) and \( t_3 = O(\ell (\log m) (\log \ell)) \).

**Proof.** Let \( m \) be given. We use the explicit construction from Chapter 2.6. By Theorem 23 we can find \( \ell \) primes such that \( 2\ell \ln 2\ell < p_1 < \ldots < p_\ell < 4\ell \ln 4\ell \). In particular, we let \( S_i = \left\{ 1 + \sum_{k=1}^{i-1} p_k + (i \mod p_i) \mid j \in [\ell] \right\} \). Now for \( i \in [m] \) we have

\[
\sum_{j<i} 2^{|S_i \cap S_j|} = \sum_{k=0}^{\infty} 2^k \left| \left\{ j \mid j < i \land |S_i \cap S_j| = k \right\} \right| \leq \sum_{k=0}^{\infty} 2^k \left| \left\{ j \mid j < i \land |S_i \cap S_j| \geq k \right\} \right|
\]

\[
\leq \sum_{k=0}^{\infty} 2^k \left( \frac{\ell}{k} \prod_{j=1}^{k} p_i \right) \leq \sum_{k=0}^{\infty} 2^k \left( \frac{\ell}{k} \right) \frac{i - 1}{(\ln 2\ell)^k} \leq (i - 1) \left( \frac{\ln 2\ell}{-1 + \ln 2\ell} \right) \leq (m - 1) 2^\gamma ,
\]

where the second inequality follows from the Chinese Remainder Theorem. We already showed that this set family is explicitly constructible in the proof of Theorem 24. \( \square \)

Raz et al gave a randomized construction of weak \( \left( \left\lceil \frac{\ell}{\gamma} \right\rceil \cdot \ell, \ell, \gamma \right)\)-sharing set families for any \( m, \gamma > 0 \). While they showed that their construction could be derandomized, their construction is not explicit (e.g., the construction of \( i \)-th subset \( S_i \) is dependent on the sets \( S_1, \ldots, S_{i-1} \)). Theorem 26 shows that our construction is competitive with the construction of Raz et al [126] though the value of \( n \) is slightly larger. Hartman and Raz [89] later showed how to use the Nisan-Wigderson construction to get an explicit construction weak \( (\ell^2, \ell, O(1))\)-sharing set families with \( t_1 = t_2 = O(poly(\ell, \log m)) \) and \( t_3 = O(\log m) \). Their construction requires less space than ours \( O(\log m) \) vs \( O(\ell (\log m) (\log \ell)) \) space, but our construction will run faster on a parallel computer \( O(\log \log m) \) vs \( O(poly(\ell, \log m)) \) time. The construction of Hartman and Raz [89] could be optimized to run in parallel time \( t_2 = O(\log \log m) \) by precomputing a few strategic values (e.g., an \( \ell \times \ell \) multiplication table and an \( \ell \times \log m \) exponentiation table), but then we would require \( O(\ell^2 \log \ell) \) space to store all of the precomputed values.

**Parallel Pseudorandom Number Generators.** Nisan and Wigderson proved that if \( \gamma = \log m, S \) is a \( (n, \ell, \gamma)\)-sharing set family and \( H_f(\ell) \geq 2m^2 \) that their construction \( NW_{f,S} \) is a \( (m^2, \frac{1}{m}) \) pseudorandom number generator. In particular, Theorem
Let $f$ be a boolean function and $S = \{S_1, \ldots, S_m\}$ be an weak $(n, \ell, \gamma)$-sharing set family. Suppose $D : \{0, 1\}^m \rightarrow \{0, 1\}$ is such that $\text{ADV}_D(\text{NW}_{f, S}(U_n)) > \epsilon$, then there exists a circuit $C$ of size $|C| \leq |D| + O\left(\max_{j \in [m]} \sum_{i < j} 2^{|S_i \cap S_j|} m\right)$ such that $|\Pr_{x \sim \{0, 1\}^{\ell}}[C(x) = f(x)] - \frac{1}{2}| \geq \epsilon$.

### 7.7.3 Upper Bounds

Our main result in this section is Theorem 28. We prove that $m(n, \ell, \gamma) = c_1$ whenever $\ell = \frac{2}{c_1}$ and $\gamma = c_2 n$ provided that $c_2$ is sufficiently small. We previously showed that $m(n, \ell, \gamma) \leq \left(\frac{c_1 n}{\gamma}\right)^{\frac{1}{\ell}}$. We note that this bound is far from tight whenever $\ell$ is large. For example, if $c_1 = 2$ and $c_2 = \frac{1}{10}$ then this upper bound $\left(\frac{n}{20}\right)^{\frac{1}{2}}$ grows exponentially with $n$. By contrast, Theorem 28 implies that $m(n, n/2, n/10) = 2$.

**Theorem 28.** $\forall \ 0 < c_2 < 1, n, c_1 \in \mathbb{N}$ such that $c_1 |n. m(n, c_2 n) = c_1$ iff $c_2 < \frac{2}{c_1 + c_1^2}$.

Before we prove Theorem 28 we first prove an easier result. Theorem 29 upper bounds $\lim_{n \to \infty} m(n, \ell, \gamma)$ when $\ell$ is in a constant ratio to $n$ and $\gamma$ is small. Theorem 29 holds because the $k$'th set $S_k$ must use $cn - (k - 1)\gamma$ new elements (elements that are not in $\bigcup_{i=1}^{k-1} S_i$).

**Theorem 29.** $\forall \gamma_c, \ 0 < c < 1$ such that $cn \in \mathbb{N}. m(n, cn, \gamma_c) \to \frac{1}{c}$ as $n \to \infty$.

**Proof.** Let $\ell = cn$ and let $\tau \in \mathbb{N}$ be an integer such that $\tau > \frac{1}{c}$. The first set will contain $\ell$ elements. The second set can share at most $\gamma$ of them, so the second set must contain at least $\ell - \gamma$ previously unused elements. Therefore the union of the
first two sets must contain at least $2\ell - \gamma$ elements. In a similar manner, the $k$th set must contain at least $\ell - (k - 1)\gamma$ new elements, therefore,

$$k\ell - \frac{(k-1)k\gamma}{2} \leq \left| \bigcup_{i=1}^{k} S_i \right| \leq n.$$  \hspace{1cm} (7.1)

Assume for contradiction that $\limsup_{n \to \infty} m(n, cn, \gamma, c) = \tau$. Then we have

$$\lim_{n \to \infty} \left( n - \tau\ell + \frac{(k-1)k\gamma}{2} \right) = \lim_{n \to \infty} \left( n - \tau cn + \frac{(k-1)k\gamma}{2} \right) = \lim_{n \to \infty} (n(1 - c\tau)) = -\infty.$$  

This contradicts equation 7.1. \hfill □

The proof of Theorem 28 is a bit longer. \textit{Proof of Theorem 28.} Suppose that for some valid $n, c_1, c_2$ there is an $(n, \ell, \gamma)$–sharing set family of size $c_1 + 1$. By equation 7.1, the number of elements used by such a set family must be at least:

$$(c_1 + 1)\ell - \frac{c_1(c_1 + 1)\gamma}{2} \leq n.$$  \hspace{1cm} (7.2)

Taking advantage of the fact that $\ell = \frac{n}{c_1}$ and $\gamma = c_2n$, the inequality can be simplified:

$$n + \ell - \frac{c_1(c_1 + 1)\gamma}{2} \leq n$$

$$\ell \leq \frac{c_1(c_1 + 1)\gamma}{2}$$

$$\frac{n}{c_1} \leq \frac{c_1(c_1 + 1)c_2n}{2}$$

$$2n \leq (c_1^3 + c_1^2)c_2n$$

$$\frac{2}{c_1^3 + c_1^2} \leq c_2.$$  

Thus, all set families of size $c_1 + 1$ or greater must have $c_2 \geq \frac{2}{c_1^3 + c_1^2}$, and $c_2 < \frac{2}{c_1^3 + c_1^2}$ guarantees the set family will have a size of at most $c_1$.

Since $c_1\ell = n$, it is possible to make a family of size $c_1$ for any value of $c_2$ by simply choosing sets that share no elements. Therefore, the size of the largest possible set family for any $n, \ell, \gamma$ meeting the specified conditions is $c_1$ if $c_2 < \frac{2}{c_1^3 + c_1^2}$. 
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If \( c_2 \geq \frac{2}{c_1 + c_1^2} \), there will always exist a set family of size \( \geq c_1 + 1 \). To create such a family, choose \( c_1 + 1 \) sets such that each of them shares \( \gamma \) elements with each of the others. This will be possible as long as:

\[
\begin{align*}
    c_1 \gamma & \leq \ell \\
    nc_1 c_2 & \leq n \\
    c_1^2 c_2 & \leq 1 \\
    \frac{2c_1^2}{c_1^3 + c_1^2} & \leq 1.
\end{align*}
\]

Since this final inequality is true for all possible values of \( c_1 \), it will such a set family can always be created, and its size will be, as shown earlier, \( n \) when \( c_2 = \frac{2}{c_1 + c_1^2} \). Since increasing \( c_2 \) will not eliminate any possible set families, no \( n, \ell, \gamma \) satisfying the conditions with \( c_2 \geq \frac{2}{c_1 + c_1^2} \) will have a maximum family size < \( c_1 + 1 \). Therefore, the size of the largest possible set family for a valid \( n, \ell, \gamma \) will be \( c_1 \) iff \( c_2 \leq \frac{2}{c_1 + c_1^2} \). □

We now show that the upper bound from Theorem 28 is nearly tight. In particular, when \( \gamma = c_2 n \) for a slightly larger constant \( c_2 \) then \( m(n, \ell, \gamma) \) is exponentially large. Theorem 30 lower bounds the values of \( c_2 \) for which \( m(n, \ell, \gamma) \) is exponentially large. In particular, we demonstrate the existence of an \((n, \ell, \gamma)\)-sharing set family of exponential size by showing that the probability of obtaining such a set family through random selection is non-zero. Our proof uses the following randomized construction of an \((n, \ell, \gamma)\)-sharing set family. Independently choose random integers \( r_j \) each in the range \( 0 \leq r_j < c_1 \) for \( i \in \{0, \ldots, \ell - 1\} \) and \( j \in [m] \). Let \( S_j = \bigcup_{i=0}^{\ell-1} \{ic_1 + r_j\} \). We use standard concentration bounds due to Chernoff [53] to show that \( |S_j \cap S_j| \leq \gamma \) with high probability, and then we union bounds to argue that the entire set family is \((n, \ell, \gamma)\)-sharing with non-zero probability.

**Theorem 30.** \( \forall \ c_2 > 0, n, c_1 \in \mathbb{N} \) such that \( c_1 | n. m(n, \frac{n}{c_1}, c_2 n) > \exp(O(n)) \) if \( c_2 > \frac{1}{c_1} + \epsilon \).

The proof of Theorem 30 is based on standard concentration bounds due to Chernoff. We use the specific form from Theorem 31. We demonstrate the existence of an \((n, \ell, \gamma)\)-sharing set family of exponential size by showing that the probability of obtaining such a set family through random selection is non-zero.
Theorem 31. [53] Let $X_1, \ldots, X_n \in [0, 1]$ be a sequence of independent random variables. Let $S = \sum_{i=1}^{n} x_i$, and let $\mu = \mathbb{E}[S]$. Then for all $\delta \geq 0$

$$\Pr[S \geq \mu + \delta n] \leq e^{-2n\delta^2}.$$ 

Proof of Theorem 30. We create an $(n, \ell, \gamma)$–sharing set family by creating sets in the following manner: Independently choose random integers $r_j^i$ each in the range $0 \leq r_j < c_1$ for $j \in [m]$ and $i \in \{0, \ldots, \ell - 1\}$. Let $S_j = \bigcup_{i=0}^{\ell-1} \{ic_1 + r_j^i\}$. Given two such sets, $S_j, S_k$ let

$$x_i = \begin{cases} 1 : r_j^i = r_k^i \\ 0 : r_j^i \neq r_k^i \end{cases}$$

Then the number of elements shared by $S_j$ and $S_k$ is

$$S_j \cap S_k = \sum_{i=0}^{\ell-1} x_i.$$ 

Let $\mu = \mathbb{E}[S_j \cap S_k] = \frac{n}{c_1}$ denote the expected number of shared elements. The probability that two such sets share more than $\gamma$ elements, given $c_2 = \frac{1}{c_1} + \epsilon$ is

$$\Pr[|S_j \cap S_k| > \gamma] = \Pr[\sum_{i=0}^{\ell-1} x_i > c_2 n]$$

$$= \Pr[\sum_{i=0}^{\ell-1} x_i > \frac{n}{c_2} + n\epsilon]$$

$$\leq \Pr[\sum_{i=0}^{\ell-1} x_i \geq \mu + \epsilon n]$$

$$\leq e^{-2n\epsilon^2}$$

with the last step by Theorem 31. Thus the probability that two randomly selected sets share more than $\gamma$ elements is at most $e^{-2n\epsilon^2}$.

An $(n, \ell, \gamma)$–sharing set family of size $m$ will contain $\binom{m}{2}$ pairs of sets. The probability that the family is valid, with none of the sets sharing more than $\gamma$ elements is at most $e^{-2n\epsilon^2}$. 
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Pr[∃j ≠ k : |S_j ∩ S_k| > γ] ≤ \binom{m}{2} Pr[ |S_j ∩ S_k| > γ] ≤ \binom{m}{2} e^{-2\gamma^2} ≤ m^2 e^{-2\gamma^2}

by the union bound. For m < e^{\gamma^2}, this probability will be less than 1, meaning there is a non-zero chance of forming a valid set family of size m by random selection and therefore such a family must exist.

We previously observed that m(n, γ + 1, γ) = \binom{n}{γ + 1} whenever n ≥ γ + 1. In general m(n, ℓ, γ) ≥ m(n, ℓ + 1, γ) whenever ℓ ≥ γ + 1.

**Claim 9.** For all n ≥ γ we have m(n, ℓ, γ) ≥ m(n, ℓ + 1, γ) whenever ℓ ≥ γ + 1.

**Proof.** Suppose that ℓ ≥ γ + 1 and we have an (n, ℓ + 1, γ)-sharing set family S_1, ..., S_m ⊆ [n] of size m. We can form a (n, ℓ, γ)-sharing set family S'_1, ..., S'_m ⊆ [n] by picking some element s_i ∈ S_i setting S'_i = S_i - {s_i} for each i ∈ [m]. Observe that this argument does not apply whenever ℓ = γ because then we might have S'_i = S'_j for i ≠ j.

Claim 9 implies that whenever n/2 ≥ γ + 1 we have

\[
\max_{\ell \geq \gamma} m(n, \ell, \gamma) = m(n, \gamma + 1, \gamma) = \binom{n}{\gamma + 1},
\]

and whenever γ ≥ n/2 we have \[
\max_{\ell \geq \gamma} m(n, \ell, \gamma) = m(n, \gamma, \gamma) = \binom{n}{\gamma}.
\]

Clearly, the inequality m(n, ℓ, γ) ≥ m(n, ℓ, γ + 1) also holds. Both of these inequalities also hold for weak (n, ℓ, γ)-sharing set families.

### 7.7.4 Open Questions

We conclude with some open questions.

We have shown that our explicit construction of (n, ℓ, γ)-sharing set families can be used with the weaker requirements of Raz et al [126] to create weak (n, ℓ, γ)-sharing set families of arbitrarily large size. Our analysis uses a number of potentially loose bounds, however, so it is possible that a better analysis of our
construction for weak set families could improve our requirements on the parameters. Also of interest is whether there is another explicit construction that would perform better than the Blocki et al construction. The explicit construction of Hartman and Raz[89] runs in sequential time \(\text{poly}(\log m, \ell)\) and space \(O(\log m)\). Our construction runs in parallel time \(O(\log \log m)\), but requires more space than the construction of Hartman and Raz. Future work could explore the space-depth trade-off in explicit constructions of weak \((n, \ell, \gamma)\)-sharing set families.

We have shown that the value \(m(n, n/c_1, nc_2)\) is constant whenever \(c_2 \leq \frac{2}{c_1^2 + c_1}\). Furthermore, we showed that whenever \(c_2 > \frac{1}{c_1^2}\), \(m(n, n/c_1, nc_2)\) grows exponentially. How does \(m(n, n/c_1, nc_2)\) grow whenever \(c_2 \in \left[\frac{2}{c_1^2 + c_1}, \frac{1}{c_1^2}\right]\)?

We have shown that \(\pi \pi(n)\) never exceeds \(\pi(n) - \pi(\frac{n}{2}) + \pi(\sqrt{n})\). We hypothesize that \(\pi \pi(n) = \pi(n) - \pi(\frac{n}{2}) + \pi(\sqrt{n})\) for all \(n \geq 55\). A simple method to select a maximally-sized set of relatively prime integers is to take the square of each prime between \(\sqrt{\frac{n}{2}}\) and \(\sqrt{n}\), and the product of the \(j\)’th prime less than \(\sqrt{\frac{n}{2}}\) and the \(k\)’th prime greater than \(\sqrt{n}\), for \(j\) from 1 to \(\pi(\sqrt{n})\) and \(k = j\) unless this would make the product less than \(\frac{n}{2}\) in which case \(k\) is chosen to be the minimum value greater than the previous \(k\) so that the product is great than \(\frac{n}{2}\). With the aid of a computer we have shown this equation true for all \(n\) from 1 to 100,000, except for 51, 52, 53, and 54.
Chapter 8

Appendix: Human Computable Passwords
8.1 Human Computable Passwords Challenge

<table>
<thead>
<tr>
<th></th>
<th>Scheme 1</th>
<th>Scheme 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>m</td>
<td>Winner</td>
</tr>
<tr>
<td>100 digits</td>
<td>1000 N/A</td>
<td>500 N/A</td>
</tr>
<tr>
<td></td>
<td>500 N/A</td>
<td>300 N/A</td>
</tr>
<tr>
<td></td>
<td>300 N/A</td>
<td>200 N/A</td>
</tr>
<tr>
<td>50 digits</td>
<td>500 N/A</td>
<td>300 N/A</td>
</tr>
<tr>
<td></td>
<td>300 N/A</td>
<td>150 N/A</td>
</tr>
<tr>
<td></td>
<td>150 N/A</td>
<td>100 N/A</td>
</tr>
<tr>
<td>30 digits</td>
<td>300 N/A</td>
<td>150 N/A</td>
</tr>
<tr>
<td></td>
<td>100 N/A</td>
<td>100 N/A</td>
</tr>
<tr>
<td></td>
<td>50 N/A</td>
<td>50 N/A</td>
</tr>
</tbody>
</table>

Table 8.1: Human Computable Password Challenges

*n* — Secret Length

*m*—# Challenge-Response Pairs

While we provided asymptotic security bounds for our human computable password schemes in our context it is particularly important to understand the constant factors. In our context, we can assume that *n* ≤ 100 so it would be feasible for the adversary to execute an attack that takes time proportional to \(10^{\sqrt{n}} \leq 10^{10}\). We conjecture that in practice scheme 2 is slightly weaker than scheme 1 when *n* ≤ 100 despite the fact that \(s(f_1) < s(f_2)\) because of the attack described in remark 2. This attack requires \(\tilde{O}(n^{1+\epsilon/2})\) examples, and the running time \(O(d \sqrt{n} \text{poly}(n))\) may be feasible for \(n \leq 100\). To better understand the exact security bounds we created several public challenges for researchers to break our human computable password schemes under different parameters (see Table 8.1). The challenges can be found at http://www.cs.cmu.edu/~jblocki/HumanComputablePasswordsChallenge/challenge.htm. These challenges were presented during the rump session at ASIACRYPT 2013 [29]. For each challenge we selected a random secret mapping \(\sigma \in \mathbb{Z}_n^{10}\), and published (1) *m* single digit challenge-response pairs \((C_1, f(\sigma(C_1))), \ldots, (C_m, f(\sigma(C_m)))\), where each clause \(C_i\) is chosen uniformly at random from \(X_k\), and (2) 20 length—10 password challenges
\( \mathbf{C}_1, \ldots, \mathbf{C}_{20} \in (X_k)^{10} \). The goal is to guess one of the secret passwords \( p_i = f(\sigma(\mathbf{C}_i)) \) for some \( i \in [20] \).

### 8.2 Statistical Dimension

Our statistical dimension lower bounds closely mirror the lower bounds from [73] for binary predicates. In particular Lemmas 5,6,3,7 and 8 are similar to Lemmas 2, 4,5,6 and 7 from [73] respectively. The high level proof strategy is also very similar.

Because we are working with planted solutions \( \sigma \in \mathbb{Z}_d^n \), instead of \( \sigma \in \{\pm 1\}^n \), we need to use different Fourier basis functions. We use the basis functions \( \chi_\alpha \) where for \( \alpha \in \mathbb{Z}_d^n \)

\[
\chi_\alpha(x) = \exp\left(\frac{-2\pi \sqrt{-1} (x \cdot \alpha)}{d}\right).
\]

While the Fourier coefficients \( \hat{b}_\alpha \) of a function \( b : \mathbb{Z}_d^k \to \mathbb{R} \) might include complex numbers, Parseval’s identity still applies:

\[
\sum_{\alpha \in \mathbb{Z}_d^k} |\hat{b}_\alpha|^2 = \mathbb{E}_{x \sim \mathbb{Z}_d^k} [b(x)^2].
\]

We first consider the following search problem: find \( \sigma' \) that is \( \epsilon \)-correlated with \( \sigma \) given \( m \) randomly chosen challenge clauses from the distribution \( Q^f_{\sigma,j} \) for \( j \in \mathbb{Z}_d \). Remark 6 explains how to generalize our results to the problem we are interested in: find \( \sigma' \) that is \( \epsilon \)-correlated with \( \sigma \) given \( m \) randomly chosen challenge-response pairs from the distribution \( Q^f_{\sigma} \). In this section we let \( U_k \) denote the uniform distribution over \( X_k \).

**Definition 28.** [73] Given a clause \( C \in X_k \) and \( S \subseteq [k] \) of size \( \ell \), we let \( C_{\mid S} \in X_\ell \) denote the clause of variables of \( C \) at the positions with indices in \( S \) (e.g., if \( C = (1, \ldots, k) \) and \( S = \{1, 5, k - 2\} \) then \( C_{\mid S} = (1, 5, k - 2) \in X_3 \)). Given a function \( h : X_k \to \mathbb{R} \) and a clause \( C_\ell \in X_\ell \) we define

\[
h_\ell(C_\ell) = \frac{|X_\ell|}{|X_k|} \sum_{S \subseteq [k], |S| = \ell, C_{\mid S} = C_\ell} h(C).
\]

We first show that \( \Delta(\sigma, h) \) can be expressed in terms of the Fourier coefficients of \( \hat{Q} \) as well as the functions \( h_\ell \). In particular, we define the degree \( \ell \) function \( b_\ell : \mathbb{Z}_d^n \to \mathbb{C} \) as follows

\[
b_\ell(\sigma) = \frac{1}{|X_\ell|} \sum_{a \in \mathbb{Z}_d^n : H(a) = \ell} \hat{Q}_a \sum_{C_\ell \in X_\ell} \chi_\alpha(\sigma(C_\ell)) h_\ell(C_\ell).
\]
Notice that if $Q$ has distributional complexity $r$ and $\ell \leq r$ then $b_\ell (\sigma) = 0$ because $\hat{Q}_\alpha = 0$ for all $\alpha \in Z^k_d$ s.t. $1 \leq H (\alpha) \leq r$. This means that first $r$ terms of the sum in Lemma 5 will be zero.

**Lemma 5.** For every $\sigma \in Z^k_d$ and $h : X_k \to \mathbb{R}$

$$\Delta (\sigma, h) = \sum_{\ell=1}^{k} \frac{1}{|X_k|} b_\ell (\sigma) .$$

**Proof.**

$$\mathbb{E}_{Q_\sigma} [h] = \sum_{C \in X_k} h (C) \cdot Q_\sigma (C)$$

$$= \frac{1}{|X_k|} \sum_{C \in X_k} h (C) \cdot Q (\sigma (C))$$

$$= \frac{1}{|X_k|} \sum_{C \in X_k} h (C) \sum_{\alpha \in Z^k_d} \hat{Q}_\alpha \chi_\alpha (\sigma (C))$$

$$= \frac{1}{|X_k|} \sum_{\alpha \in Z^k_d} \hat{Q}_\alpha \sum_{C \in X_k} h (C) \chi_\alpha (\sigma (C))$$

$$= \frac{1}{|X_k|} \sum_{\ell=0}^{k} \sum_{\alpha \in Z^k_d : H (\alpha) = \ell} \hat{Q}_\alpha \sum_{C \in X_k} h (C) \chi_\alpha (\sigma (C))$$

Observe that whenever $\alpha = \hat{\alpha}$ we have

$$\hat{Q}_\alpha = \mathbb{E}_{x \sim Z^k_d} [Q (x) \chi_\alpha (x)] = \mathbb{E}_{x \sim Z^k_d} [Q (x)] = \sum_{x \in Z^k_d} \frac{Q (x)}{d^k} = 1 .$$

Therefore, for $\ell = 0$ in the above sum we have

$$\frac{1}{|X_k|} \hat{Q}_0 \sum_{C \in X_k} h (C) \chi_\alpha (\sigma (C)) = \frac{1}{|X_k|} \hat{Q}_0 \sum_{C \in X_k} h (C)$$

$$= \frac{1}{|X_k|} \sum_{C \in X_k} h (C)$$

$$= \mathbb{E}_{U_k} [h] .$$
Therefore,

\[
\mathbb{E}_{Q_\sigma} [h] - \mathbb{E}_{U_k} [h] = \frac{1}{|X_k|} \sum_{\ell=1}^k \sum_{a \in \{0, \ldots, d-1\}^k : H(a) = \ell} \hat{Q}_a \sum_{C \in X_\ell} \sum_{S \subseteq [k] : |S| = \ell} \sum_{C_t \in X_k} \sum_{C_S \subseteq C} h(C) \chi_\alpha(\sigma(C))
\]

\[
= \frac{1}{|X_k|} \left( \sum_{\ell=1}^k \sum_{a \in \{0, \ldots, d-1\}^k : H(a) = \ell} \hat{Q}_a \sum_{C_t \in X_\ell} \sum_{S \subseteq [k] : |S| = \ell} \sum_{C_S \subseteq C} h(C) \chi_\alpha(\sigma(C)) \right)
\]

\[
= \left( \sum_{\ell=1}^k \frac{1}{|X_\ell|} \sum_{a \in \{0, \ldots, d-1\}^k : H(a) = \ell} \hat{Q}_a \sum_{C_t \in X_\ell} \sum_{S \subseteq [k] : |S| = \ell} \sum_{C_S \subseteq C} h(C) \chi_\alpha(\sigma(C)) \right)
\]

\[
= \left( \sum_{\ell=1}^k \frac{1}{|X_\ell|} b_\ell(\sigma) \right)
\]

\[\square\]

The following lemma is similar to Lemma 4 from [73]. Lemma 6 is based on the general hypercontractivity theorem [116, Chapter 10] and applies to more general (non-boolean) functions.

**Lemma 6.** [116, Theorem 10.23] If \( b : \mathbb{Z}_d^n \to \mathbb{R} \) has degree at most \( \ell \) then for any \( t \geq (\sqrt{2e/d})^{\ell} \),

\[
\Pr_\mathbf{x \sim \mathbb{Z}_d^n} [|b(x)| \geq t||b||_2] \leq \frac{1}{d^\ell} \exp \left( -\frac{\ell}{2ed} t^{2/\ell} \right),
\]

where \( ||b||_2 = \sqrt{\mathbb{E}_{x \sim \mathbb{Z}_d^n} [b(x)^2]} \).

Lemma 3 and its proof are almost identical to Lemma 5 in [73]. We simply replace their concentration bounds with the concentration bounds in Lemma 6. We include the proof for completeness.
Reminder of Lemma 3. Let \( b : \mathbb{Z}_2^n \rightarrow \mathbb{R} \) be any function with degree at most \( \ell \), and let \( S \subseteq \mathbb{Z}_2^n \) be a set of assignments for which \( d' = d_n / |S| \geq e^\ell \). Then \( \mathbb{E}_{\sigma \sim S} [ |b(\sigma)| ] \leq \frac{2(\ln d' / c_0)^{\ell / 2}}{d'} \| b \|_2 \), where \( c_0 = \ell \left( \frac{1}{2e^\ell} \right) \) and \( \| b \|_2 = \sqrt{\mathbb{E}_{x \sim \mathbb{Z}_2^n} [ b(x)^2 ]} \).

Proof of Lemma 3. The set \( S \) contains 1/\( d' \) fraction of points in \( \mathbb{Z}_2^n \). Therefore,

\[
\Pr_{x \sim S} [ |b(x)| \geq t \| b \|_2 ] \leq \frac{d'}{d^\ell} \exp \left( -\frac{\ell}{2ed^\ell} t^2 \right),
\]

for any \( t \geq \left( \sqrt{2e^\ell / d} \right) \). For any random variable \( Y \) and value \( a \in \mathbb{R} \),

\[
\mathbb{E}[Y] \leq a + \int_a^\infty \Pr[Y \geq t] dt.
\]

We set \( Y = |b(\sigma)| / \| b \|_2 \) and \( a = \left( \frac{\ln d' / c_0}{d^\ell} \right)^{\ell / 2} \). Assuming that \( a > \left( \sqrt{2e^\ell / d} \right) \) we get

\[
\begin{align*}
\mathbb{E}_{\sigma \sim S} [ |b(\sigma)| ] / \| b \|_2 & \leq \left( \frac{\ln d' / c_0}{d^\ell} \right)^{\ell / 2} + \int_{\ln c_0 / \ln d'}^\infty \frac{d'}{d^\ell} \cdot e^{-c_0 t^2} dt \\
& = \left( \frac{\ln d' / c_0}{d^\ell} \right)^{\ell / 2} + \frac{\ell \cdot d'}{2d^\ell \cdot c_0^{\ell / 2}} \cdot \int_{\ln c_0 / \ln d'}^\infty e^{-z^2} \ln d' \cdot (\ell / 2 - 1) \int_{\ln d'}^\infty e^{-z^2} dz \\
& = \left( \frac{\ln d' / c_0}{d^\ell} \right)^{\ell / 2} + \frac{\ell \cdot d'}{2d^\ell \cdot c_0^{\ell / 2}} \cdot \int_{\ln c_0 / \ln d'}^\infty e^{-z^2} \ln d' \cdot (\ell / 2 - 1) \int_{\ln d'}^\infty e^{-z^2} dz \\
& = \cdots \leq \left( \frac{\ln d' / c_0}{d^\ell} \right)^{\ell / 2} + \frac{\ell \cdot d'}{2d^\ell \cdot c_0^{\ell / 2}} \cdot \sum_{\ell = 1/2}^{\lceil \ell / 2 \rceil - 1} \left( -\frac{\ell / 2}{\ell' !} e^{-z^2} \right) \bigg|_{\ln d'} \bigg|_{\ln d'} \\
& = \left( \frac{\ln d' / c_0}{d^\ell} \right)^{\ell / 2} + \frac{1}{2d^\ell \cdot c_0^{\ell / 2}} \cdot \sum_{\ell = 0}^{\lceil \ell / 2 \rceil - 1} \frac{\ell / 2}{\ell' !} \cdot (\ln d')^{\ell' / 2} \leq \frac{2(\ln d' / c_0)^{\ell / 2}}{d^\ell},
\end{align*}
\]

where we used the condition \( d' \geq e^\ell \) to obtain the last inequality.

\( \square \)

Lemma 7. Let \( S \subseteq \{0, \ldots, d - 1\}^n \) be a set of assignments for which \( d' = d_n / |S| \). Then

\[
\mathbb{E}_{\sigma \sim S} \left[ \frac{1}{|X_\ell|} b_\ell(\sigma) \right] \leq \frac{4(\ln d' / c_0)^{\ell / 2}}{d^\ell} \| h_\ell(\sigma) \|_2 \sqrt{|X_\ell|}
\]
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Proof. For simplicity of notation we set $b = b_\ell$. By Parseval’s identity we have
\[
\mathbb{E}_{\sigma \sim Z_n^d} \left[ b(\sigma) \overline{b}(\sigma) \right] = \mathbb{E}_{\sigma \sim Z_n^d} \left[ |b(\sigma)|^2 \right] ^2 \]
\[
= \mathbb{E}_{\sigma \sim Z_n^d} \left[ \sum_{a \in \mathbb{Z}_d^k} \sum_{C_\ell \in X_\ell} \hat{Q}_a \chi_a(\sigma(C_\ell)) h_\ell(C_\ell) \right] \]
\[
= \mathbb{E}_{\sigma \sim Z_n^d} \left[ \sum_{a \in \mathbb{Z}_d^k} \sum_{H(a) = \ell} \hat{Q}_a \right] ^2 \| h_\ell \|_2^2 \]
\[
\leq |X_\ell| \| h_\ell \|_2^2 .
\]
Before we can apply Lemma 3 we must address a technicality. The range of $b = b_\ell$ might include complex numbers, but Lemma 3 only applies to functions $b$ with range $\mathbb{R}$. For $c,d \in \mathbb{R}$ we adopt the notation $\text{Im}(c + d \sqrt{-1}) = d$ and $\text{Re}(c + d \sqrt{-1}) = c$. We observe that
\[
\mathbb{E}_{\sigma \sim Z_n^d} \left[ b(\sigma) \overline{b}(\sigma) \right] = \mathbb{E}_{\sigma \sim Z_n^d} \left[ \text{Re}(b(\sigma))^2 + \text{Im}(b(\sigma))^2 \right] \]
\[
= \| \text{Re}(b) \|^2 + \| \text{Im}(b) \|^2 .
\]
We first observe that $\text{Re}(b)$ and $\text{Im}(b)$ are both degree $\ell$ functions because we can write
\[
\text{Re}(b(\sigma)) = \frac{1}{|X_\ell|} \sum_{a \in \mathbb{Z}_d^k : H(a) = \ell} \sum_{C_\ell \in X_\ell} \text{Re}(\hat{Q}_a \chi_a(\sigma(C_\ell)) h_\ell(C_\ell))
\]
and
\[
\text{Im}(b(\sigma)) = \frac{1}{|X_\ell|} \sum_{a \in \mathbb{Z}_d^k : H(a) = \ell} \sum_{C_\ell \in X_\ell} \text{Im}(\hat{Q}_a \chi_a(\sigma(C_\ell)) h_\ell(C_\ell)) .
\]
Now we can apply Lemma 3 to get
\[
\mathbb{E}_{\sigma \sim S} [\lvert \text{Re} (b (\sigma)) \rvert] \leq \frac{2 (\ln d'/c_0)^{\ell/2}}{d^\ell} \lVert \text{Re}(b) \rVert_2
\]
\[
\leq \frac{2 (\ln d'/c_0)^{\ell/2}}{d^\ell} \sqrt{\lvert X_\ell \rvert} \lVert h_\ell (\sigma) \rVert_2.
\]
A symmetric argument can be used to bound \( \mathbb{E}_{\sigma \sim S} [\lvert \text{Im} (b (\sigma)) \rvert] \). Now because
\[
\lvert b (\sigma) \rvert \leq \lvert \text{Re} (b (\sigma)) \rvert + \lvert \text{Im} (b (\sigma)) \rvert,
\]
it follows that
\[
\mathbb{E}_{\sigma \sim S} \left[ \frac{1}{\lvert X_\ell \rvert} b (\sigma) \right] \leq 2 \left( \frac{1}{\lvert X_\ell \rvert} \right) \left( \frac{2 (\ln d'/c_0)^{\ell/2}}{d^\ell} \right) \lVert h_\ell (\sigma) \rVert_2 \sqrt{\lvert X_\ell \rvert}
\]
\[
\leq 4 \left( \frac{\ln d'/c_0)^{\ell/2}}{d^\ell} \right) \lVert h_\ell (\sigma) \rVert_2 \sqrt{\lvert X_\ell \rvert}.
\]

\[\square\]

We will use Fact 6 to prove Lemma 8. The proof of Fact 6 is found in [73, Lemma 7]. We include it here for completeness.

**Fact 6.** [73] If \( h : X_\ell \to \mathbb{R} \) satisfies \( \lVert h \rVert_2^2 = 1 \) then \( \lVert h_\ell \rVert_2^2 \leq 1 \).

**Proof.** First notice that for any \( C_\ell \),
\[
\lvert \{ C \in X_k \mid \exists S \subseteq [k], \text{ s.t. } \lvert S \rvert = \ell \land C_{[S]} = C_\ell \} \rvert = \frac{\lvert X_k \rvert}{\lvert X_\ell \rvert}.
\]
By applying the definition of \( h_\ell \) along with the Cauchy-Schwartz inequality
\[
\lVert h_\ell \rVert_2^2 = \mathbb{E}_{C_\ell \sim U_\ell} \left[ h_\ell (C_\ell) \right]^2
\]
\[
= \left( \frac{\lvert X_\ell \rvert}{\lvert X_k \rvert} \right) \mathbb{E}_{C_\ell \sim U_\ell} \left[ \left( \sum_{S \subseteq [k], \lvert S \rvert = \ell, C_{[S]} = C_\ell} h (C) \right)^2 \right]
\]
\[
\leq \left( \frac{\lvert X_\ell \rvert}{\lvert X_k \rvert} \right) \mathbb{E}_{C_\ell \sim U_\ell} \left[ \left( \sum_{S \subseteq [k], \lvert S \rvert = \ell, C_{[S]} = C_\ell} h (C) \right)^2 \right]
\]
\[
\leq \left( \frac{\lvert X_\ell \rvert}{\lvert X_k \rvert} \right) \mathbb{E}_{C_\ell \sim U_\ell} \left[ \left( \sum_{S \subseteq [k], \lvert S \rvert = \ell, C_{[S]} = C_\ell} h (C) \right)^2 \right]
\]
\[
= \mathbb{E}_{C \sim U_k} [h (C)^2] = \lVert h \rVert_2^2 = 1.
\]
Lemma 8. Let $Q$ be a clause distribution with distributional complexity $r = r(Q)$, let $\mathcal{D}' \subseteq \{Q_\sigma\}_{\sigma \in \{0, \ldots, d-1\}^n}$ be a set of distributions over clauses and $d' = d^n / |\mathcal{D}'|$. Then $\kappa_2(\mathcal{D}', U_k) = O_k \left( \ln d'n^{r/2} \right)$

Proof. Let $S = \{\sigma | Q_\sigma \in \mathcal{D}'\}$ and let $h : X_k \to \mathbb{R}$ be any function such that $E_{U_k}[h^2] = 1$. Using Lemma 5 and the definition of $r$,

$$|\Delta (\sigma, h)| = \left| \sum_{\ell=1}^{k} \frac{1}{|X_{\ell}|} b_{\ell} (\sigma) \right| \leq \sum_{\ell=1}^{k} \left| \frac{1}{|X_{\ell}|} b_{\ell} (\sigma) \right| .$$

We apply Lemma 7 and Fact 6 to get

$$E_{\sigma \sim S}[|\Delta (\sigma, h)|] \leq \sum_{\ell=1}^{k} \left( \frac{4 (\ln d' / c_0)^{r/2}}{d^{\ell}} \frac{||h_{\ell} (\sigma)||_2}{\sqrt{|X_{\ell}|}} \right) \leq \sum_{\ell=1}^{k} \left( \frac{4 (\ln d' / c_0)^{r/2}}{d^{\ell} \sqrt{|X_{\ell}|}} \right) \leq O_k \left( \frac{\ln d'n^{r/2}}{d^{\ell} n^{r/2}} \right).$$

Remark 6. Recall that $Q_\sigma^f$ denotes the uniform distribution over pairs $(C, i) \in X_k \times \mathbb{Z}_d$ that satisfy $f(\sigma(C)) = i$. If we let $U'_k$ denote the uniform distribution over $X_k \times \mathbb{Z}_d$ then for any function $h : X_k \times \mathbb{Z}_d \to \mathbb{R}$ we can apply Lemma 8 to write

$$E_{(C, j) \sim Q_\sigma} \left[ h(C, j) \right] - E_{(C, j) \sim U_k} \left[ h(C, j) \right] = \sum_{i=1}^{d} \Pr_{C \sim U_k} \left[ f(\sigma(C)) = i \right] \left( E_{C \sim Q_\sigma^f} \left[ h(C) \right] - E_{C \sim U_k} \left[ h'(C) \right] \right) \leq \sum_{i=1}^{d} \max_j \left( E_{C \sim Q_\sigma^f} \left[ h(C) \right] - E_{C \sim U_k} \left[ h'(C) \right] \right) \leq O_k \left( \frac{\ln d'n^{r/2}}{d^{\ell} n^{r/2}} \right) ,$$

where $h'(C) = h(C, i)$.  
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Reminder of Theorem 7. Let $Z_{Q,e}$ denote the problem of finding for every $\sigma \in Z^n_d$, an assignment $\tau \in Z^n_d$ that is $e$-correlated with $\sigma$ given access to distribution $Q_{f,\sigma}$ over $X_k \times Z_d$. Then there exists a constant $c_Q > 0$ such that for any $e > 1/\sqrt{n}$ and $q \geq n$,

$$SDN\left(Z_{Q,e}, c_Q (\log q)^{r/2} n^{r/2}, 2e^{-n \cdot e^2/2}\right) \geq q,$$

where $r = r(f)$ is the distributional complexity of $f$.

**Proof of Theorem 7.**

We use the uniform distribution $U'_k$ over $Z^{k+1}_d$ as our reference distribution and we use $D_U = D = \{Q_{\sigma}\}_{\sigma \in Z^n_d}$ to denote the set of distributions for all possible assignments. First note that, by Chernoff bounds, for any solution $\tau \in Z^n_d$ the fraction of assignments $\sigma \in Z^n_d$ such that $\tau$ and $\sigma$ are $e$-correlated (e.g., $H(\sigma, \tau) \leq n(d-1) - e \cdot n$) is at most $e^{-2n \cdot e^2}$. In other words $|D_{\tau}| \geq \left(1 - e^{-2n \cdot e^2}\right) |D|$, where $D_{\tau} = D \setminus Z^{-1}_Q(\tau)$. Let $D' \subseteq D$ be a set of distributions of size $|D'|/q$ and $S = \{\sigma | Q_{\sigma} \in D'\}$. Then for $d' = d^n/|D'| = q \cdot d^n/|D|$, by Lemma 8 and remark 6, we get

$$\kappa_2(D', U'_k) = O_k\left(\frac{(\ln d')^{r/2}}{n^{r/2}}\right) = O_k\left(\frac{(\ln q)^{r/2}}{n^{r/2}}\right),$$

where the last line follows by Sterling’s Approximation

$$q = d'|D'|/d^n = d'|D|/d^n \approx d'c' \sqrt{\frac{d}{n}}$$

for a constant $c'$. The claim now follows from the definition of SDN.

The proof of Theorem 6 follows from Theorem 7 and the following result of Feldman et al. [73].

Reminder of Theorem 5 [73, Theorems 10 and 12]. Let $X$ be a domain and $Z$ be a search problem over a set of solutions $F$ and a class of distributions $D$ over $X$. For $\kappa > 0$ and $\eta \in (0, 1)$, let $d' = \text{SDN}(Z, \kappa, \eta)$. Let $D$ be the reference distribution and $D_D$ be a set of distributions for which the value $d'$ is achieved. Any randomized statistical algorithm that, given access to a $VSTAT\left(\frac{1}{3\kappa^2}\right)$ (resp. $1\text{-MSTAT}\left(L\right)$) for a distribution chosen randomly and uniformly from $D_D$, succeeds with probability $\Lambda > \eta$ over the choice of distribution.
and internal randomness requires at least $\frac{\Lambda - \eta}{1 - \eta} d'$ (resp. $\Omega \left( \frac{1}{L} \min \left\{ \frac{n^r(\Lambda - \eta)}{1 - \eta}, \frac{(\Lambda - \eta)^2}{\epsilon^2} \right\} \right)$) calls to the oracle.

**Reminder of Theorem 6.** Let $\sigma \in \mathbb{Z}_d^n$ denote a secret mapping chosen uniformly at random and let $Z_{Q_f}$ be a planted constrained satisfiability problem with distribution $Q'_d$ over $X_k \times \mathbb{Z}_d$, where $f$ has distributional complexity $r = r(f)$. Any randomized statistical algorithm that finds an assignment $\tau$ such that $\tau$ is $(\sqrt{-2 \ln \eta / n})$-correlated with $\sigma$ with probability at least $\Lambda > \eta$ over the choice of $\sigma$ and the internal randomness of the algorithm needs at least $m$ calls to the $1$-MSTAT($L$) oracle (resp. $VSTAT\left( \frac{n'}{2(\log n)^2} \right)$) with $m \cdot L \geq c_1 \left( \frac{n}{\log n} \right)^r$ (resp. $m \geq n^{c_1 \log n}$) for a constant $c_1 = \Omega_{k, \frac{1}{(\Lambda - \eta)^{1/2}}}$(1). In particular if we set $L = \left( \frac{n}{\log n} \right)^{r/2}$ then our algorithms needs at least $m \geq c_1 \left( \frac{n}{\log n} \right)^{r/2}$ calls to $1$-MSTAT($L$).

**Proof of Theorem 6.** We set $\epsilon = \sqrt{-2 \ln (\eta / n)}$ and observe that $2e^{-\epsilon^2} = \eta$, and we set $q = n^{\log n}$ in Theorem 7. Notice that we used $D_{\mathcal{U}} = \{Q'_d \mid o \in \mathbb{Z}_d^a\}$ in the proof of Theorem 7. Now we apply Theorem 5 to get the desired lower bound

$$m = \Omega \left( \min \left\{ \frac{n^{\Omega_n^a} (\Lambda - \eta)}{1 - \eta}, \frac{n^{r/2}}{c_Q (\log (n^{\log n})/\log (n^{\log n}))^{r/2}} \right\} / L \right) = \Omega \left( \left( \frac{n^r}{\log^{2r} n} / L \right) \right),$$

for the $1$-MSTAT ($L$) oracle. For the $VSTAT\left( \frac{n'}{2(\log n)^2} \right)$ oracle we get $m = \frac{n^{\Omega_n^a} (\Lambda - \eta)}{1 - \eta}$.

\[\square\]

### 8.3 Security Proofs

**Reminder of Theorem 8.** Let $f = (\delta_1, \delta_2)$—hard to predict, let $\sigma \sim \mathbb{Z}_d^n$ denote the secret mapping, let $\epsilon > 0$ be any constant and suppose that we are given labels $\ell_C \in \mathbb{Z}_d$ for every $C \in X_k$ s.t

$$\Pr_{C \sim X_k} \left[ f(\sigma(C)) = \ell_C \right] \geq \frac{1}{d} + \delta_2 + \epsilon .$$

There is a polynomial time algorithm (in $n, 1/\epsilon, 1/\delta_2$) that with high probability finds a mapping $\sigma' \in \mathbb{Z}_d^n$ such that $\sigma'$ is $\delta_1$-correlated with $\sigma$ provided that $\sigma$ is $\delta_1$-balanced.
Proof of Theorem 8. Let $\sigma \in \mathbb{Z}_d^n$ be given such that $\sigma$ is $\delta_1$-balanced (e.g., $\frac{d-1}{d} - \delta_1 \leq \max_{i \in \mathbb{Z}_d} \left( \frac{H(i)}{n} \right) \leq \frac{d-1}{d} + \delta_1$).

We set $\tau = \frac{2}{e^2} \ln (T)$ and select clauses $C^j_1, \ldots, C^j_\tau$ at random for $j \in [y]$. Then by Chernoff bounds

$$\Pr \left[ \left| \left\{ i \mid \ell_{C^j_i} = f \left( \sigma \left( C^j_i \right) \right) \right\} \right| \leq \frac{\tau}{d} + \tau \delta_2 \right] \leq \exp \left( 2 \frac{2}{e^2} \ln (T) e^2 \right) = \exp \left( 4 \ln (T) \right) = \frac{1}{T^4}.$$

Let $T = n$, set $S^j = \bigcup_{i=1}^\tau C^j_i$, and define $BAD^j$ to be the event that

$$\frac{\left| \left\{ C \in X_k \mid C \subseteq S^j \land \ell_C = f \left( \sigma \left( C \right) \right) \right\} \right|}{\left| \left\{ C \in X_k \mid C \subseteq S^j \right\} \right|} \leq \frac{1}{d} + \delta_2.$$

By the union bound

$$\Pr \left[ BAD^j \right] \leq \left( \frac{2^k \ln T}{e^2} \right) \frac{1}{T^4} \leq \frac{2^k k \ln^k T}{\delta^2 T^4} \leq \frac{1}{n^3}.$$

If we set $y = O(n \log n)$ then with high probability $\bigcup_{j=1}^y S^j = [n]$. By applying the union bound again we have

$$\Pr \left[ \exists j \in [y]. BAD^j \right] \leq \frac{1}{n^{1.5}}.$$

Now for each $j \in [y]$ we can enumerate over all $n^{O((2k \ln d)/\delta^2_2)}$ mappings $\sigma^j \in \mathbb{Z}_d^{\left| S^j \right|}$ to find one that satisfies

$$\frac{\left| \left\{ C \in X_k \mid C \subseteq S^j \land \ell_C = f \left( \sigma^j \left( C \right) \right) \right\} \right|}{\left| \left\{ C \in X_k \mid C \subseteq S^j \right\} \right|} \geq \frac{1}{d} + \delta_2.$$
in polynomial time. Because $f$ is $(\delta_1, \delta_2)$-hard to predict $\sigma_j(S_j)$ must be $\delta_1$-correlated with $\sigma(S_j)$ (e.g., $\frac{H(\sigma(S_j), \sigma'(S_j))}{|S|} \leq \frac{d-1}{d} - \delta_1$). Now we can find $\sigma'$ s.t. $H(\sigma, \sigma') \leq \frac{d-1}{d} - \delta_1$ by combining the $\sigma'$'s. \hfill \square

**Reminder of Claim 1.** Let $A$ be an adversary s.t $\Pr[\text{Wins}(A, n, m, t)] > \left(\frac{1}{d} + \delta + \epsilon\right)^t$ and let $b = A_{C_1, \ldots, C_m}$ then

$$\Pr_{i \sim [1]} \left[ P_{b, C_1, \ldots, C_t} (C, i) = f(\sigma(C)) \mid P_{b, C_1', \ldots, C_t'} (C, i) \neq \perp \right] \geq \left(\frac{1}{d} + \delta + \epsilon\right).$$

**Proof of Claim 1.** We draw examples $(C_1, f(\sigma(C_1))), \ldots, (C_m, f(\sigma(C_m)))$ to construct $b = A_{C_1, \ldots, C_m}$. Given a random length-$t$ password challenge $(C_1', \ldots, C_t') \in (X_1)^t$ we let $p_j = \Pr_{C_1, \ldots, C_m, C_1', \ldots, C_t', X_1} \left[ P_{b, j, C_1', \ldots, C_t'} (C) = f(\sigma(C)) \mid P_{b, j, C_1', \ldots, C_t'} (C) \neq \perp \right]$ denote the probability that the adversary correctly guesses the response to the $j$'th challenge conditioned on the event that the adversary correctly guesses all of the earlier challenges. Observe that

$$\Pr_{C_1, \ldots, C_m, C_1', \ldots, C_t', X_1} \left[ P_{b, j, C_1', \ldots, C_t'} (C, i) = f(\sigma(C)) \right] = \sum_{i=1}^t p_i / t,$$

so it suffices to show that $\sum_{i=1}^t p_i / t \geq \frac{1}{d} + \delta + \epsilon$. We obtain the following constraint

$$\prod_{i=1}^t p_i = \prod_{i=1}^t \Pr_{C_1, \ldots, C_m, C_1', \ldots, C_t', X_1} \left[ P_{b, j, C_1', \ldots, C_t'} (C) = f(\sigma(C)) \mid P_{b, j, C_1', \ldots, C_t'} (C) \neq \perp \right]$$

$$= \prod_{i=1}^t \Pr_{C_1, \ldots, C_m, C_1', \ldots, C_t', X_1} \left[ A_{C_1, \ldots, C_m} (C_1', \ldots, C_t') [i] = f(\sigma(C_i)) \right] \forall j < i. A_{C_1, \ldots, C_m} (C_1', \ldots, C_t') [j] = f(\sigma(C_i)) \right]$$

$$= \Pr_{C_1, \ldots, C_m, C_1', \ldots, C_t', X_1} \left[ A_{C_1, \ldots, C_m} (C_1', \ldots, C_t') = (f(\sigma(C_1)), \ldots, f(\sigma(C_t))) \right]$$

$$\geq \left(\frac{1}{d} + \delta + \epsilon\right)^t.$$
By union bounds the probability that any clause is unlabeled is at most \( \left( \frac{1}{d} + \delta + \epsilon \right)^t \) and we set \( \ell \). The probability that a clause \( C \) hasn’t been labeled after \( i \) rounds is at most \( \left( 1 - \frac{1}{i} \right)^i \).

**Reminder of Theorem 9.** Suppose that \( f \) is \( (\delta_1, \delta_2) \)--hard to predict, but that \( f \) is not \( \text{UF - RCA} \) \((n, m, t, \delta) \)—secure for \( \delta > \left( \frac{1}{d} + \delta_2 + \epsilon \right)^t \). Then there is a probabilistic polynomial time algorithm \((n, m, 1/\delta_1, 1/\delta_2, 1/\epsilon) \) that extracts a string \( \sigma' \in \mathbb{Z}_d^n \) that is \( c \)-correlated with \( \sigma \) after seeing \( \tilde{O} (m) \) examples, where \( c > 0 \) is a constant.

**Proof of Theorem 9.** (sketch) We first partition \( X_k \) into \( T = O \left( \frac{\log |X_k|}{\epsilon} \right) \) sets \( S_1, \ldots, S_T \) of equal size. We let \( U_i \) denote the set of unlabeled clauses from \( S_j \) at time \( i \). Initially, \( U_0 = S_j \). During step \( i \) we draw \( mT \) labeled examples \((C^{i,j}_1, f(\sigma(C^{i,j}_1))), \ldots, (C^{i,j}_m, f(\sigma(C^{i,j}_m))) \sim Q_\sigma^{i,j} \) and \( t \) labeled examples \((\hat{C}^{i,j}_1, f(\sigma(\hat{C}^{i,j}_1))), \ldots, (\hat{C}^{i,j}_t, f(\sigma(\hat{C}^{i,j}_t))) \sim Q_\sigma^{i,j} \). For each clause \( C \in U_i \) we select \( k_C \sim [t] \) uniformly at random. We set

\[
U_{i+1} = \left\{ C \in U_i \mid \mathcal{P}_{b, k_C, \hat{C}^{i,j}_1, \ldots, \hat{C}^{i,j}_t} (C) = \bot \right\},
\]

and we set

\[
\ell_C = \mathcal{P}_{b, k_C, \hat{C}^{i,j}_1, \ldots, \hat{C}^{i,j}_t} (C)
\]

for all \( C \in U_i \setminus U_{i+1} \). Here, \( b = \mathcal{A}_{C^{i,j}_1, \ldots, C^{i,j}_m} \).

We first argue that \( O \left( \frac{\ln |X_k|}{\ln (\frac{1}{\epsilon})} \right) \) rounds suffice to label every clause \( C \in X_k \). Notice that \( \forall C \in X_k \) we have

\[
\Pr_{j \sim [t]} \left[ \mathcal{P}_{b, k^{i,j}_1, \ldots, k^{i,j}_t} (C) \neq \bot \right] \geq \Pr_{j \sim [t]} [j = 1] = \frac{1}{t}.
\]

The probability that a clause \( C \) hasn’t been labeled after \( i \) rounds is at most \( \left( 1 - \frac{1}{i} \right)^i \).

By union bounds the probability that any clause is unlabeled is at most \( |X_k| \left( 1 - \frac{1}{i} \right)^i \) so after \( i = O \left( \frac{\ln |X_k|}{\ln (\frac{1}{\epsilon})} \right) \) rounds we will have \( U_i = \emptyset \) for all \( j \in [T] \).

We now argue that with high probability we label at least \( \frac{1}{d} + \delta + \epsilon/2 \) clauses correctly. Formally, let

\[
x_i = \left| \left\{ C \in S_i \mid \ell_C = f(\sigma(C)) \right\} \right|,
\]
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denote the number of clauses in $S_i$ labeled correctly. Notice that the random variables are independent, and by Claim 1 we have

$$\mathbb{E} \left[ \sum_{i=1}^{T} \frac{x_i}{|X_k|} \right] \geq \frac{1}{d} + \delta + \epsilon.$$

Now by Chernoff Bounds it follows that with probability $1 - o(1)$

$$\sum_{i=1}^{T} \frac{x_i}{|X_k|} \geq \frac{1}{d} + \delta + \epsilon/2,$$

so we can apply Lemma 8 to obtain the desired result.

\[\square\]

8.4 Proofs of Claims and Facts

Reminder of Claim 2. $r(f_1) = 3$, $g(f_1) = 2$ and $s(f_1) = 3/2$.

Proof of Claim 2. We first observe that if we fix the values of $x_{10}, x_{11} \in \mathbb{Z}_{10}$ then $f'(x_0, \ldots, x_9, x_{12}, x_{13}) = f_1(x_0, \ldots, x_{13})$ is a linear function. Thus, $g(f_1) = 2$. We also note that for any $\alpha \in \mathbb{Z}_{10}^{14}$ s.t. $H(\alpha) < 3$ and $i, t \in \mathbb{Z}_{10}$ that

$$\Pr_{\chi_{\alpha} \sim \mathbb{Z}_{10}}[f_1(x) = t \mid \alpha \cdot x \equiv i \mod 10] = \Pr_{\chi_{\alpha} \sim \mathbb{Z}_{10}}[f_1(x) = t] = \frac{1}{10}.$$

Therefore,

$$\hat{Q}_{\alpha, i, t}^{f_1, t} = \mathbb{E}_{\chi_{\alpha} \sim \mathbb{Z}_{10}}[Q_{f_1, t}^{f_1}(x) \chi_{\alpha}(x)]$$

$$= \sum_{i=0}^{9} \Pr[\alpha \cdot x \equiv i \mod 10] \mathbb{E}_{\chi_{\alpha} \sim \mathbb{Z}_{10}}[Q_{f_1, t}^{f_1}(x) \chi_{\alpha}(x) \mid \alpha \cdot x \equiv i \mod 10]$$

$$= \sum_{i=0}^{9} \exp \left(-\frac{2\pi i \sqrt{-1}}{10}\right) \Pr[\alpha \cdot x \equiv i \mod 10] \mathbb{E}_{\chi_{\alpha} \sim \mathbb{Z}_{10}}[Q_{f_1, t}^{f_1}(x) \mid \alpha \cdot x \equiv i \mod 10]$$

$$= \frac{1}{10} \sum_{i=0}^{9} \exp \left(-\frac{2\pi i \sqrt{-1}}{10}\right) \mathbb{E}_{\chi_{\alpha} \sim \mathbb{Z}_{10}}[Q_{f_1, t}^{f_1}(x) \mid \alpha \cdot x \equiv i \mod 10]$$

$$= 0,$$
which implies that \( r(f_1) \geq 3 \).

**Reminder of Claim 3.** \( r(f_2) = 4, g(f_2) = 1 \) and \( s(f_2) = 2 \).

**Proof of Claim 3.** We first observe that if we fix the values of \( x_{10} \in \mathbb{Z}_{10} \) then \( f' (x_0, \ldots, x_9, x_{11}, x_{12}, x_{13}) = f_2 (x_0, \ldots, x_{13}) \) is a linear function. Thus, \( g(f_1) = 1 \). We also note that for any \( \alpha \in \mathbb{Z}_{14} \) s.t. \( H(\alpha) < 4 \) and \( i, t \in \mathbb{Z}_{10} \) that

\[
\Pr_{x \sim \mathbb{Z}_{10}^{14}} \left[ f_2(x) = t \mid \alpha \cdot x \equiv i \mod 10 \right] = \Pr_{x \sim \mathbb{Z}_{10}^{14}} \left[ f_2(x) = t \right] = \frac{1}{10}.
\]

Therefore,

\[
\hat{Q}_{\alpha}^{f_2} = \mathbb{E}_{x \sim \mathbb{Z}_{10}^{14}} \left[ Q^{f_2} (x) \chi_{\alpha} (x) \right]
\]

\[
= \sum_{i=0}^{9} \Pr \left[ \alpha \cdot x \equiv i \mod 10 \right] \mathbb{E}_{x \sim \mathbb{Z}_{10}^{14}} \left[ Q^{f_2} (x) \chi_{\alpha} (x) \mid \alpha \cdot x \equiv i \mod 10 \right]
\]

\[
= \sum_{i=0}^{9} \exp \left( -\frac{2\pi i \sqrt{-1}}{10} \right) \Pr \left[ \alpha \cdot x \equiv i \mod 10 \right] \mathbb{E}_{x \sim \mathbb{Z}_{10}^{14}} \left[ Q^{f_2} (x) \mid \alpha \cdot x \equiv i \mod 10 \right]
\]

\[
= \frac{1}{10} \sum_{i=0}^{9} \exp \left( -\frac{2\pi i \sqrt{-1}}{10} \right) \mathbb{E}_{x \sim \mathbb{Z}_{10}^{14}} \left[ Q^{f_2} (x) \mid \alpha \cdot x \equiv i \mod 10 \right]
\]

\[
= 0,
\]

which implies that \( r(f_2) \geq 4 \). \( \square \)

**Reminder of Fact 2.** \( f_1 \) is \((0.01, 0.045)\)—hard to predict.

**Proof of Fact 2.** Let \( \sigma, \sigma' \in \mathbb{Z}_{10}^{n} \) be given. We assume that \( \sigma \) is \( \left( \frac{1}{100} \right) \)-balanced and that \( \sigma \) and \( \sigma' \) are not \( \left( \frac{1}{100} \right) \)-correlated. This means that \( \frac{9}{100} \leq \max_{i \in \mathbb{Z}_{10}} \left( n - \frac{H(\alpha_i)}{n} \right) \leq \frac{11}{100} \) and \( 1 - \frac{H(\alpha, \alpha')}{n} < \frac{11}{100} \). It suffices to show that

\[
\Pr_{C \sim \mathbb{Z}_{10}^{14}} \left[ f(\sigma (C)) = f(\sigma' (C)) \right] \leq \frac{145}{1000}.
\]

For \( j \in \mathbb{Z}_{10} \) we let \( p_j = \frac{n - H(\sigma, \sigma')}{n} \) where \( \sigma_j (i) = (\sigma (i) + j \mod 10) \). In particular, \( p_0 = \frac{n - H(\sigma, \sigma')}{n} \) denotes the probability that \( \sigma (i) = \sigma' (i) \) for a random index \( i \sim [n] \). By assumption \( p_0 \leq \frac{1}{10} + \frac{1}{100} \). We have

\[
p_0 \geq \frac{1}{10} + \frac{1}{100}.
\]

\[
p_0 < \frac{1}{10} + \frac{1}{100}.
\]

\[
p_0 \leq \frac{1}{10} + \frac{1}{100}.
\]
\[
\Pr_{C=(x_1,\ldots,x_{14}) \sim X_{14}} [f_1(\sigma(C)) = f_1(\sigma'(C))]
\]
\[
= \sum_{i,j \in \mathbb{Z}_{10}} \Pr_{i \sim \mathbb{Z}_{10}, \mod \ 0} \sum_{j \in \mathbb{Z}_{10}, \mod \ 0} \Pr_{C=(x_1,\ldots,x_{14}) \sim X_{14}} [f_1(\sigma(C)) = f_1(\sigma'(C)) | \sigma(x_{11}) + \sigma(x_{12}) \equiv \sigma'(x_{11}) + \sigma'(x_{12}) \mod 10]
\]
\[
+ 1 - \sum_{i,j \in \mathbb{Z}_{10}} \Pr_{i \sim \mathbb{Z}_{10}, \mod \ 0} \sum_{j \in \mathbb{Z}_{10}, \mod \ 0} \Pr_{C=(x_1,\ldots,x_{14}) \sim X_{14}} [f_1(\sigma(C)) = f_1(\sigma'(C)) | \sigma(x_{11}) + \sigma(x_{12}) \not\equiv \sigma'(x_{11}) + \sigma'(x_{12}) \mod 10]
\]
\[
= \sum_{i,j \in \mathbb{Z}_{10}} \Pr_{i \sim \mathbb{Z}_{10}, \mod \ 0} \sum_{j \in \mathbb{Z}_{10}, \mod \ 0} \Pr_{(x_1,x_{11},x_{12}) \sim X_3} \left[ \sum_{i=1}^{3} (\sigma(x_i) - \sigma'(x_i)) \equiv 0 \mod 10 \right]
\]
\[
+ 1 - \sum_{i,j \in \mathbb{Z}_{10}} \Pr_{i \sim \mathbb{Z}_{10}, \mod \ 0} \sum_{j \in \mathbb{Z}_{10}, \mod \ 0} \Pr_{(x_{11},x_{12},x_{13}) \sim X_{14}} \left[ \sigma(x) + \sigma(x_{13}) + \sigma(x_{14}) \equiv \sigma'(y) + \sigma'(x_{13}) + \sigma'(x_{14}) \mod 10 \right]
\]
\[
\leq \sum_{i,j \in \mathbb{Z}_{10}} \Pr_{i \sim \mathbb{Z}_{10}, \mod \ 0} \left( \sum_{j \in \mathbb{Z}_{10}, \mod \ 0} p_j \right) \left( \sum_{i,j,k \in \mathbb{Z}_{10}, \mod \ 0} p_j p_k \right) \left( \sum_{i,j+k \in \mathbb{Z}_{10}, \mod \ 0} p_j p_k \right)
\]
\[
+ 1 - \sum_{i,j \in \mathbb{Z}_{10}} \Pr_{i \sim \mathbb{Z}_{10}, \mod \ 0} \left[ \sigma(x) \equiv j \mod 10 \right] \max_{j \in \mathbb{Z}_{10}} \Pr_{(x_{11},x_{12},x_{13}) \sim X_{14}} \left[ \sigma(x) \equiv j \mod 10 \right]
\]
\[
+ 1 - \sum_{i,j \in \mathbb{Z}_{10}} \Pr_{i \sim \mathbb{Z}_{10}, \mod \ 0} \left( \sum_{j \in \mathbb{Z}_{10}, \mod \ 0} p_j \right) \left( \sum_{i,j+k \in \mathbb{Z}_{10}, \mod \ 0} p_j p_k \right) \left( \sum_{i,j+k \in \mathbb{Z}_{10}, \mod \ 0} p_j p_k \right) \left( \frac{11}{100} \right)
\]
Maximizing

\[
\left( \sum_{i,j \in \mathbb{Z}_{10}} p_i p_j \right) \left( \sum_{i,j \in \mathbb{Z}_{10}} p_i p_j p_k \right) + \left( 1 - \sum_{i,j \in \mathbb{Z}_{10}} p_i p_j \right) \left( \frac{11}{100} \right),
\]

subject to the constraint that \( p_0 \leq \frac{1}{10} + \frac{1}{100} \), we obtain the desired upper bound

\[
\left( \sum_{i,j \in \mathbb{Z}_{10}} p_i p_j \right) \left( \sum_{i,j \in \mathbb{Z}_{10}} p_i p_j p_k \right) + \left( 1 - \sum_{i,j \in \mathbb{Z}_{10}} p_i p_j \right) \left( \frac{11}{100} \right) \leq \frac{145}{1000}.
\]

\[\square\]

**Reminder of Fact 3.** \( f_2 \) is \((0.01, 0.01)\)—hard to predict.

**Proof of Fact 3.** Let \( \sigma, \sigma' \in \mathbb{Z}_{10}^n \) be given. We assume that \( \sigma \) is \((\frac{1}{100})\)-balanced and that \( \sigma \) and \( \sigma' \) are not \((\frac{1}{100})\)-correlated. This means that \( \frac{9}{100} \leq \max_{i \in \mathbb{Z}_{10}} \left( \frac{H(\sigma)}{n} \right) \leq \frac{11}{100} \) and \( 1 - \frac{H(\sigma, \sigma')}{n} \) < \( \frac{11}{100} \). It suffices to show that

\[
\Pr_{C=(x_1, \ldots, x_{14}) \sim X_{14}} \left[ f_2(\sigma(C)) = f_2(\sigma'(C)) \right] \leq \frac{11}{100}.
\]

For \( j \in \mathbb{Z}_{10} \) we let \( p_j = \frac{n-H(\sigma, \sigma')}{n} \) where \( \sigma_j(i) = (\sigma(i) + j \mod 10) \). In particular, \( p_0 = \frac{n-H(\sigma, \sigma')}{n} \) denotes the probability that \( \sigma(i) = \sigma'(i) \) for a random index \( i \sim [n] \). By assumption \( p_0 \leq \frac{1}{10} + \frac{1}{100} \). We have
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\[ p_0 \sum_{i,j,k \in \mathbb{Z}_0 \mod 10} p_i p_j p_k + (1 - p_0) \left( \frac{11}{10} \right) \leq \frac{11}{100}. \]

8.4.1 Security Upper Bounds

**Background** The proof of Theorem 10 relies on the discrete spectral iteration algorithm of [73]. We begin by providing a brief overview of their algorithm. In their setting the secret mapping \( \sigma \) is defined over the binary alphabet \( \mathbb{Z}_2^n \). Let \( k_1 = \lceil \frac{n(f)}{2} \rceil, k_2 = \lceil \frac{n(f)}{2} \rceil \) and let \( \delta \in [0, 2]\{\{1\} \). They use \( \sigma \) to define a distribution over \([X_{k_1}] \times [X_{k_2}] \) matrices \( M_{\sigma,\delta,p} = \hat{M}(Q_{\sigma,\delta,p}) - J_p \), where \( J \) denotes the all ones matrix. For \((C_1) \in X_{k_1}, (C_2) \in X_{k_2} \) such that \( C_1 \cap C_2 = \emptyset \) we have

\[
\hat{M}(Q_{\sigma,\delta,p})[(C_1), (C_2)] = \begin{cases} 
1, & \text{with probability } (p(2 - \delta)) \text{ if } \sum_{j \in C_1 \cup C_2} \sigma(j) \equiv 0 \mod 2 \\
1, & \text{with probability } (p\delta) \text{ if } \sum_{j \in C_1 \cup C_2} \sigma(j) \not\equiv 0 \mod 2 \\
0, & \text{otherwise}
\end{cases}.
\]

Given a vector \( x \in \{\pm 1\}|X_{k_2}| \) (resp. \( y \in \{\pm 1\}|X_{k_1}| \)) \( M_{\sigma,p}x \) defines a distribution over vectors in \( \mathbb{R}^{X_{k_1}} \) (resp. \( M_{\sigma,p}^T y \) defines a distribution over vectors in \( \mathbb{R}^{X_{k_1}} \)).

If \( r(f) \) is even then the the largest eigenvalue of \( \mathbb{E}[M_{\sigma,\delta,p}] \) has a corresponding eigenvector \( x^* \in \{\pm 1\}|X_{r(f)/2}| \), where for \( C_i \in X_{r(f)/2} \) we have \( x^*[C_i] = 1 \) if \( \sum_{j \in C_i} \sigma(j) \equiv 1 \mod 2 \); otherwise \( x^*[C_i] = -1 \) (if \( r(f) \) is odd then we consider the top singular value instead). Feldman et al. [73] use discrete spectral iteration to find \( x^* \). Given \( x^* \) it is easy to find \( \sigma \) using Gaussian Elimination.

The discrete spectral iteration algorithm of Feldman et al. [73] starts with a random vector \( x^0 \in \{0, 1\}|X_{k_2}| \). They then sample \( x^{i+1} \sim M_{\sigma,p}x^i \) followed by a normalization step to ensure that \( x^{i+1} \in \{0, 1\}|X_{k_2}| \). When \( r(f) \) is odd, power iteration has two steps: draw a sample \( y^i \sim M_{\sigma,\delta,p}x^i \) and sample from the distribution \( x^{i+1} = M_{\sigma,\delta,p}^T y^i \). They showed that \( O \left( \log |X_{r(f)}| \right) \) iterations suffice to recover \( \sigma \) whenever \( p = \frac{k \log |X_{r(f)}|}{(\delta - 1)^2 \sqrt{|X_{r(f)}|}} \), and that for a vector \( x \in \{0, 1\}|X_{k_2}| \) (resp. \( y \in \{\pm 1\}|X_{k_1}| \)) it is possible to sample from \( M_{\sigma,\delta,p}x \) (resp. \( M_{\sigma,\delta,p}^T y \)) using \( O(1/p) \) queries to \( 1\text{-MSTAT}(|X_{k_1}|) \).
Our Reduction  The proof of Theorem 10 uses a reduction to the algorithm of Feldman et al. [73].

Reminder of Theorem 10. For $f_i \in \{f_1, f_2\}$ there is a randomized algorithm that makes $O\left(n^{\max\{1, r(f_i)/2\}} \log^2 n\right)$ calls to the $1$-MSTAT $\left(n^{r(f_i)/2}\right)$ oracle and returns $\sigma$ with probability $1 - o(1)$.

Proof of Theorem 10. (sketch) Given a mapping $\sigma \in \mathbb{Z}_n^d$ and a number $i \in \mathbb{Z}_d$ we define a mapping $\sigma_i \in \mathbb{Z}_n^{2d}$ where

$$\sigma_i(j) = \begin{cases} 1, & \text{if } \sigma(j) = i \\ 0, & \text{otherwise} \end{cases}.$$  

Clearly, to recover $\sigma$ it is sufficient to recover $\sigma_i$ for each $i \in \mathbb{Z}_d$. Therefore, to prove Theorem 10 it suffices to show that given $x \in \{\pm 1\}^{|X_{i_2}|}$ (resp. $y \in \{\pm 1\}^{|X_{i_1}|}$) we can sample from the distribution $M_{\sigma_i, \delta, p} x$ (resp. $M_{\sigma_i, \delta, p}^T y$) using $O\left(1/p\right)$ queries to $1$-MSTAT $\left(|X_{i(f_i/2)}|\right)$ for each $i \in \{0, \ldots, d-1\}$, where $1$-MSTAT uses the distribution $Q_{\sigma_i}^f$. In general, this will not possible for arbitrary functions $f$. However, Lemma 9 shows that for our candidate human computable functions $f_1, f_2$ we can sample from the distributions $M_{\sigma_i, \delta, p} x$ (resp. $M_{\sigma_i, \delta, p}^T y$). The proof of lemma 9 is similar to the proof of [73, Lemma 10]. □

Lemma 9. Given vectors $\vec{x} \in \{\pm 1\}^{|X_{i_1}|}, \vec{y} \in \{\pm 1\}^{|X_{i_2}|}$ we can sample from $M_{\sigma_i, \delta, p} x$ and $M_{\sigma_i, \delta, p}^T y$ using $O\left(n^{r(f)/2} \log^2 n\right)$ calls to the $1$-MSTAT $\left(n^{r(f)/2}\right)$ oracle for $f_i \in \{f_1, f_2\}$.

The proof of Lemma 9 relies on Facts 7 and 8.

Fact 7. For each $j, t \in \mathbb{Z}_{10}$ we have

$$\Pr_{(x_0, \ldots, x_{13}) \sim \mathbb{Z}_{10}^d} \left[ x_{12} + x_{13} + x_t \equiv j \mod 10 \right] = \frac{\left(\frac{9}{10}\right) \left(\frac{1}{10}\right) + \left(\frac{1}{10}\right) \left(\frac{1}{10}\right)}{\left(\frac{1}{10}\right)} = \frac{19}{100},$$

and

$$\Pr_{(x_0, \ldots, x_{13}) \sim \mathbb{Z}_{10}^d} \left[ x_{12} + x_{13} + x_t \equiv j \mod 10 \right] = \frac{\left(\frac{9}{10}\right) \left(\frac{1}{10}\right) + \left(\frac{1}{10}\right) \left(\frac{0}{10}\right)}{\left(\frac{1}{10}\right)} = \frac{9}{100}.$$
Fact 8. For each \( j, t \in \mathbb{Z}_{10} \) we have

\[
\Pr_{(x_0, \ldots , x_{13}) \sim \mathbb{Z}_{10}^{14}} [ x_{11} + x_{12} + x_{13} + x_t \equiv j \mod 10 ] = \frac{\frac{9}{10}}{\frac{1}{10}} \frac{\frac{1}{10}}{\frac{1}{10}} = \frac{19}{100},
\]

and

\[
\Pr_{(x_0, \ldots , x_{13}) \sim \mathbb{Z}_{10}^{14}} [ x_{11} + x_{12} + x_{13} + x_t \equiv j \mod 10 ] = \frac{\frac{9}{10}}{\frac{1}{10}} \frac{\frac{1}{10}}{\frac{1}{10}} = \frac{9}{100}.
\]

Proof of Lemma 9. Let \( x_j' \in \{0,1\} \) denote a random variable that is 1 if and only if \( x_j = i \). For \( f_1 \) we define the function \( h^{i, +} : \mathbb{X}_{14} \times \mathbb{Z}_{10} \rightarrow X_{k_0} \cup \{ \bot \} \) as follows

\[
h^{i, +} (x_0, \ldots , x_{13}, f_1 (\sigma (x_0, \ldots , x_{13}))) = \begin{cases} (x_0, x_{12}, x_{13}) & \text{if } f_1 (\sigma (x_0, \ldots , x_{13})) \equiv 3i \mod 10 \text{ \ otherwise.} \\
\bot & \text{otherwise.}
\end{cases}
\]

For \( f_2 \) we simply change the condition to \( f_2 (\sigma (x_0, \ldots , x_{13})) \equiv 4i \mod 10 \) for \( h^{i, +} \).

Given a vector \( x \in \{\pm 1\}^{\left| X_{k_0} \right|} \) we query our 1-MSTAT \( \left( \left| X_{k_0} \right| + 1 \right) \) oracle \( \left[ 10/p \right] \) times with the function \( h^{i, +} \) to sample from \( M_{6, \delta, p, \sigma} \). Let \( q_1, \ldots , q_{\left[ 10/p \right]} \) denote the responses. We observe that for \( C \in X_{k_2} \) we have

\[
M_{6, \delta, p, \sigma}[C] \sim \sum_{i \in \left[ 10/p \right]} x[q_i] - p \sum_{C' \in X_{k_1}} x[C'],
\]

for some \( \delta \neq 1 \) because by fact 7 it follows that

\[
\Pr_{(x_0, \ldots , x_{13}) \sim \mathbb{Z}_{10}^{14}} [ x_{12} + x_{13} + x_0' \equiv 1 \mod 2 \bigg| f_1 (\sigma (x_0, \ldots , x_{13})) \equiv 3i \mod 10 ] 
\]

\[
\neq \Pr_{(x_0, \ldots , x_{13}) \sim \mathbb{Z}_{10}^{14}} [ x_{12} + x_{13} + x_0' \equiv 1 \mod 2 \bigg| f_1 (\sigma (x_0, \ldots , x_{13})) \equiv 3i \mod 10 ].
\]

Similarly, by fact 8 it follows that

\[
\Pr_{(x_0, \ldots , x_{13}) \sim \mathbb{Z}_{10}^{14}} [ x_{11} + x_{12} + x_{13} + x_0' \equiv 1 \mod 2 \bigg| f_1 (\sigma (x_0, \ldots , x_{13})) \equiv 4i \mod 10 ] 
\]

\[
\neq \Pr_{(x_0, \ldots , x_{13}) \sim \mathbb{Z}_{10}^{14}} [ x_{11} + x_{12} + x_{13} + x_0' \equiv 1 \mod 2 \bigg| f_1 (\sigma (x_0, \ldots , x_{13})) \equiv 4i \mod 10 ].
\]

\( \Box \)
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Appendix: Password Composition Policies
9.1 Optimizing Password Composition Policies: Missing Proofs

**Reminder of Theorem 16.** For every \( k \), Algorithm 5.4 computes \( \arg\min_{A} p(k, A) \) in the singleton rules setting of the normalized probabilities model, in time \( O(N \log(N)) \).

**Proof of Theorem 16.** Let \( A' \) denote the optimal solution, denote its most \( k \) popular passwords as \( w_{i_1}, \ldots, w_{i_k} \), and denote also \( P' \) as the total probability mass of the words in \( A' \) according to the initial distribution: \( P' = \sum_{w \in A} \Pr[w] \). Therefore, \( p(k, A') = \frac{\sum_{j=1}^{k} \Pr[w_{i_j}]}{P'} \).

Clearly, all words \( w_j \) s.t. \( j > i_k \) belong to \( A' \) – otherwise, we could add such a word and decrease the probability of the top \( k \) words. Similarly, all words \( w_j \) s.t. \( j < i_1 \) must not belong to \( A' \), otherwise they would belong to the set of most popular \( k \) words. We now claim that \( w_{i_1}, \ldots, w_{i_k} \) are \( k \) consecutive words.

Suppose that there was some word \( w' \) between some \( w_{i_j} \) and \( w_{i_j+1} \). Then \( A' \) clearly banned it, otherwise it would be one of the most popular \( k \) words. We claim that the policy \( A' \) where we ban \( w_{i_1} \) and allow \( w' \) instead satisfies \( p(k, A') \leq p(k, A) \).

We denote \( p_1 = \Pr[w_{i_1}] \), \( q = \sum_{j=2}^{k} \Pr[w_{i_j}] \) and \( p' = \Pr[w'] \), and we know \( p_1 \geq p' \). Then \( p(k, A') = (p_1 + q)/P' \), whereas

\[
p(k, A') = \frac{p' + q}{P' - p_1 + p'}.
\]

Our goal is to show \( p(k, A') \leq p(k, A) \), which holds iff

\[
(p' + q)P' \leq (p_1 + q)(P' - (p_1 - p'))
\]

By some algebraic manipulations, this holds iff

\[
(p_1 - p')P' \geq (p_1 - p')(p_1 + q)
\]

which clearly holds because \( p_1 - p' \) is a non-negative quantity, and \( p_1 + q = \sum_{i=1}^{k} \Pr[w_{i_i}] \leq \sum_{w \in A} \Pr[w] \).

As for the running time of the algorithm, it is obvious that sorting requires \( O(N \log N) \) time. Finding the minimum requires only \( O(N) \) time: if we denote \( a_i = \sum_{i \leq j \leq i+k} \Pr[w_j] \) and \( b_i = \sum_{i \leq j} \Pr[w_j] \), then based on \( a_i \) and \( b_i \) it is easy to compute \( a_{i+1} \) and \( b_{i+1} \) in \( O(1) \) time. \( \square \)
Reminder of Lemma 4. Fix $m$ and $s$ such that $m \geq s$. There exists a domain $D$ of size $\Theta(s^2 \log(m))$ and a family of $m$ sets, $F_1, F_2, \ldots, F_m \subseteq D$, such that each set in the family contains $\frac{|D|}{25}$ elements, and for every $C \subseteq [m]$ of size $|C| \leq s$, we have that the size of the union $|\bigcup_{i \in C} F_i| \geq \frac{|D| |C|}{25}$. This domain can be constructed in randomized poly($s,m$) time.

Proof of Lemma 4. Given $(m,s)$ and $s$, we first pick a random function $\phi : [m] \to [2s]$. Fixing a subset $C \subseteq [m]$ of size $|C| \leq s$, we claim that $|\phi(C)| > |C|/2$ w.p. at least $1 - (0.825)^{|C|}$. Indeed,

$$\Pr[|\phi(C)| \leq |C|/2] \leq \Pr[\exists T \subseteq [2s] \text{ s.t. } |T| = |C|/2 \text{ and } \forall i \in C, \phi(i) \in T]$$

$$\leq \left(\frac{2s}{|C|/2}\right) \Pr[\forall i \in C, \phi(i) \in T] \leq \left(\frac{4se}{|C|}\right)^{|C|/2} \left(\frac{|C|/2}{2s}\right)^{|C|}$$

$$= e^{\frac{3|C|}{4s}} \left(\frac{|C|}{4s}\right)^{|C|/2} = \left(\frac{\sqrt{e}}{4}\right)^{|C|} < (0.825)^{|C|}.$$

So assuming $|C| \geq 8$ we have that $C$ is mapped to at least $|C|/2$ distinct images by $\phi$ w.p. $> 3/4$. Also, if $|C| \leq 7$ then probability of even two elements getting mapped to the same image is at most $\left(\frac{2}{3}\right)^{|C|/2} < 0.25$ for $s > 42$.

We now construct $D$ by taking $d$ independently chosen such $\phi$-mappings, which we denote as $\phi_1, \phi_2, \ldots, \phi_d$, and so $D = [2s] \times [d]$. We construct the family $F_i = \{(\phi_1(i,1), \phi_2(i,2), \ldots, \phi_d(i,d)) \text{ for every } i \in [m]\}$. Clearly, for every $i$ it holds that $|F_i| = d = |D|/2s$. Supposed for the sake of contradiction that there exists some $C \subseteq [m]$ of size $s$ such that $|\bigcup_{i \in C} F_i| \leq \frac{|C|}{4} |F_i|$. By construction, we have that

$$\left|\bigcup_{i \in C} F_i\right| = \sum_{j=1}^{d} |(\phi_j(C), j)| = \sum_{j=1}^{d} |\phi_j(C)|$$

so by the Markov inequality we have that at least $d/2$ functions where the cardinality of the image of $C$ is less than $|C|/2$. Let $X_{C,j}$ be the indicator random variable of $\phi_j$ mapping the set $C$ to no more than $|C|/2$ distinct elements, the Hoeffding bound gives that

$$\Pr[\exists C \text{ of size } s \text{ s.t. } \sum_j X_{C,j} > d/2] \leq \sum_{s' < s} \left(\frac{m}{s'}\right) Pr[\exists j \sum_j X_{C,j} > 0.5] \leq m^{O(s)} e^{-d/10}$$

Setting $d = \Theta(s \log m)$ gives that w.p. $> 1/2$ no such $C$ exists. \qed

Reminder of Theorem 18. Unless $P = NP$ there is no polynomial time algorithm (in $N,m,n$) which outputs $\arg \min_{S \subseteq [m]} p(k, A_S)$ in the positive rules setting and the normalization model.
Proof of Theorem 18. Our reduction is from set cover.

Set Cover Instance: Sets \( S_1, \ldots, S_m \), Universe \( U = \{1, \ldots, n\} \) and integer \( k \).

Question: Is there a set cover of size \( k - 1 \)?

Now we define \( W_1, \ldots, W_n \) to be \( n \) disjoint sets of passwords
\[
W_i = \{ w_{i, \ell} \mid 1 \leq \ell \leq n^5 m^5 \}.
\]
We also define special passwords \( t_j (j \leq m) \) and \( \tau_j (j \leq k) \) which are not contained in any \( W_i \).

We define the following positive password rules:
\[
R_i = \{ t_i \} \cup \{ \tau_j \mid 1 \leq j \leq k \} + \bigcup_{j \in S_i} W_j.
\]

We assign probabilities as follows:
\[
\Pr[w_{i, \ell}] = \left(1 - \frac{1}{n^3}\right) \frac{1}{m^5 n^5},
\]
for each \( i \leq n \) and \( \ell \leq m^5 n^5 \). Observe that
\[
\Pr\left[ \bigcup_{i \leq m} W_i \right] = \left(1 - \frac{1}{n^3}\right),
\]
so that almost all of the probability mass is concentrated inside the sets \( W_i \) and the probability mass is uniformly distributed. We also set
\[
\Pr[\tau_j] = \frac{1 - x}{n^3 k},
\]
and
\[
\Pr[t_j] = \frac{x}{n^3 m},
\]
where \( 0 \leq x \leq 1 \) will be defined later. First notice that
\[
\sum_{j \leq k} \tau_j + \sum_{j \leq m} t_j = k \left( \frac{1 - x}{n^3 k} \right) + m \left( \frac{x}{n^3 m} \right) = \frac{1}{n^3},
\]
so our probability distribution is well defined. Suppose that there is a set cover 
$C \subseteq [m]$ s.t. $|C| \leq k - 1 \land \bigcup_{i \in C} S_i = U$, and consider the solution $A_C$. We cover all $W_i$'s and use at most $k - 1$ t's. Hence,

$$p(k, A_C) \leq ((k - 1) \Pr[t] + \Pr[\tau]) \left( \frac{n^3}{n^3 - 1} \right).$$

Suppose that there is no set cover of size $k$. For every set of $k$ or more rules $S$ we have at least $k$ t's in our solution so

$$p(k, A_S) \geq k \Pr[t].$$

For every set of rules $S$ that does not cover all the $W_i$'s we have at most $(1 - \frac{1}{n})(1 - \frac{1}{n^3})$-fraction of the total probability mass so

$$p(k, A_S) \geq \frac{((k - 1) \Pr[\tau] + \Pr[t])}{(1 - \frac{1}{n})(1 - \frac{1}{n^3})}.$$ 

It suffices to select $x$ s.t.

$$((k - 1) \Pr[t] + \Pr[\tau]) \left( \frac{n^3}{n^3 - 1} \right) < \min \left\{ \frac{((k - 1) \Pr[\tau] + \Pr[t])}{(1 - \frac{1}{n})(1 - \frac{1}{n^3})}, k \Pr[t] \right\},$$

or —after some algebraic manipulation — equivalently,

$$a = \left( \frac{n^3}{n^3 - 1} \right) \Pr[\tau] < \Pr[t] < b = \Pr[\tau] \left( \frac{k - 2}{(k - 2) - \frac{1}{n-1}} \right).$$

Observe that $a \leq \Pr[t] \leq b$ so it suffices to set $x$ s.t. $\Pr[t] = \frac{a + b}{2}$. We can solve for $x$ to get

$$x = \frac{m \left( -3 + 2n + 2n^3 - 2n^4 + k(n - 1)^2 (1 + n + n^2) \right)}{m \left( -3 + 2n + 2n^3 - 2n^4 \right) + k^2 \left( 2 - 2n - n^3 + n^4 \right) + k \left( -2 + 4n + n^3 - 2n^4 + m(n - 1)^2 (1 + n + n^2) \right)}.$$ 

$\square$

**Reminder of Claim 5.** $\Pr[\exists i, BAD_i] \leq \delta$. 
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**Proof of Claim 5.** By the union bound it suffices to show that
\[ \Pr [BAD_i] \leq \frac{\delta}{m}. \]

Our first step is to divide the passwords \( w \in P \) into buckets \( B_j \) based on their probability. For \( j > 0 \) we define
\[ B_j = \left\{ w \mid 2^j \leq \Pr[w | \mathcal{A}_S] \leq \frac{\epsilon}{2^{j-1}} \right\}, \]
and for \( j = 0 \) we set
\[ B_0 = \{ w \mid \epsilon \leq \Pr[w | \mathcal{A}_S] \}. \]

Observe that \( P = \bigcup_{j=0}^{\infty} B_j \).

Let \( w \in B_j \) be given \((j > 0)\) then by the Chernoff Bounds:
\[ \Pr[s_w > s \Pr[w | \mathcal{A}_S] + se/2] \leq \exp \left( -2^{j-1} \log \left( \frac{4m}{\delta \epsilon} \right) \right) \leq \frac{4^{-2^{j-1}} \delta \epsilon}{m}. \]
Notice that the bucket \( B_j \) contains at most \( |B_j| = 2^j / \epsilon \) passwords.
\[ \Pr[\exists w \in B_j, s_w > s \Pr[w | \mathcal{A}_S] + se/2] \leq \frac{4^{-2^{j-1}} \delta \epsilon |B_j|}{m} \leq \frac{\delta}{2^{j+1}m}. \]

Now if we union bound across all \( j > 0 \) we get
\[ \Pr[\exists w \in \bigcup_{j=1}^{\infty} B_j, s_w > s \Pr[w | \mathcal{A}_S] + se/2] \leq \sum_{j=1}^{\infty} \frac{\delta}{2^{j+1}m} = \frac{\delta}{2m}. \]

Finally, we consider the passwords in \( B_0 \). By Chernoff Bounds for each \( w \in B_0 \) we have
\[ \Pr[|s_w - s \Pr[w | \mathcal{A}_S]| > se/2] \leq \frac{\delta \epsilon}{2m}, \]
by applying the union bound \( |B_0| \leq 1 / \epsilon \) we get
\[ \Pr[\exists w \in B_0 | s_w - s \Pr[w | \mathcal{A}_S]| > se/2] \leq \frac{\delta}{2m}. \]

Combining our inequalities we obtain the desired result:
\[ \Pr[BAD_i] \leq \Pr[\exists w \in \bigcup_{j=0}^{\infty} B_j, s_w > s \Pr[w | \mathcal{A}_S] + se/2] \leq \frac{\delta}{m}. \]

\(\square\)
9.2 Impossibility of constant-factor universal approximation

In this section we consider the following goal: given a constant $c$ find a password composition policy $\mathcal{A}$ such that

$$p(k, \mathcal{A}) \leq c \cdot p(k, \mathcal{A}') ,$$

for any other policy $\mathcal{A}'$ and every value of $k \leq N$. Such a policy — if it exists — would provide a nearly optimal defense against both online attacks and dictionary attacks simultaneously [136]. Unfortunately, Theorem 32 rules out the possibility of a constant universal approximation in the rankings model. Our impossibility result holds even in the singleton rules setting. We show that it is possible to construct a distribution $\mathcal{D}$ over rankings for which no universal approximation exists.

We construct our distribution $\mathcal{D}$ (algorithm 9.1) over rankings by merging two distributions $\mathcal{D}_1$ and $\mathcal{D}_2$ over preference lists.

**Intuition:** Passwords sampled from $\mathcal{D}_2$ are highly secure, but passwords sampled from $\mathcal{D}_1$ are highly insecure. To make improve the security of $\mathcal{D}_1$ it is necessary to ban all passwords in $W$, but this reduces the security of $\mathcal{D}_2$ significantly.

We make two claims (1) We must ban all but a small subset of passwords if we want to even approximately optimize $p(1, \mathcal{A})$. (2) We must keep a larger subset of passwords to even approximately optimize $p(k, \mathcal{A})$ for large values of $k$.

**Theorem 32.** For all constants $c > 0$ there exists distribution $\mathcal{D}$ over rankings such that $\forall \mathcal{A} \subseteq \mathcal{P}, \exists \mathcal{A}', k \in \mathbb{N}$, such that

$$p(k, \mathcal{A}) > c \cdot p(k, \mathcal{A}') .$$

**Proof.** (sketch) Let $\mathcal{P} = W \cup X$ where $W = \bigcup_{i=1}^{r} W_i$ — $W_i = \{w_{i,1}, \ldots, w_{i,t}\}$ — and $X = \{x_1, \ldots, x_L\}$ are two disjoint sets of passwords, where the parameters are set as follows $q = \frac{1}{2c}$, $t = L = \log N$ and $r = \frac{N-L}{L}$. Our distribution over preference lists is given by algorithm 9.1.

There are two cases to consider:

**Case 1:** $\exists x \in W - \mathcal{A}$ then it is easy to see that

$$p(1, \mathcal{A}) \geq \frac{q}{t} = \frac{2c}{t} = \frac{2c}{L} \geq 2c \times p(1, X) .$$
Algorithm 9.1 Sample $\mathcal{D}$

**Input:**
- Parameters $L, r, q, t$
- Random Number $u \in [0, 1]$.
- Random Permutation $\pi_i$ of $W_i$ for each $i \in \{1, ..., r\}$
- Random Permutation $\pi_X$ over $X$
- Random Permutation $\pi_P$ of $\mathcal{P}$

**Initialize:** $\ell \leftarrow$ empty ranking

- if $u \leq q$ then
  - for $i = 1 \rightarrow r$ do
    - $\ell \leftarrow \langle \ell, \pi_{10} \rangle$
  - $\ell \leftarrow \langle \ell, \pi_X \rangle$
  else
    - $\ell \leftarrow \pi_P$

**return** $\ell$

**Case 2:** Suppose that $\forall x \in W$ we have $x \notin \mathcal{A}$ and consider $k = L$ with the solution $\mathcal{P}$ — don’t ban any passwords. For the solution $\mathcal{P}$ we have

\[
p_i = \frac{q}{t} + \frac{1 - q}{|X| + |W|},
\]

for $i \leq t$ (e.g., for the $t$ the passwords in $W_1$), and

\[
p_i = \frac{1 - q}{|X| + |W|},
\]

for $i > t$.

\[
c \times p(k, \mathcal{P}) = c \sum_{i=1}^{t} \left( \frac{q}{t} + \frac{1 - q}{|X| + |W|} \right) + c \sum_{i=t+1}^{k} \frac{1 - q}{|X| + |W|}
\]

\[
= c \left( q + (1 - q) \frac{L}{L + 10r} \right)
\]

\[
= \frac{1}{2} + \left( c - \frac{1}{2} \right) \frac{L}{L + 10r}
\]

\[
< 1 = p(k, \mathcal{A}) .
\]

-$\blacksquare$
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Chapter 10

Appendix: GOTCHA Password Hackers
10.1 Missing Proofs

**Reminder of Claim 6.** If \((G_1, G_2)\) is a \((\alpha, \beta, \epsilon, \delta, \mu)\)-GOTCHA then at least \(\beta\)-fraction of humans can successfully authenticate using protocol 6.3.2 after creating an account using protocol 6.3.1.

**Proof of Claim 6.** A legitimate user \(H \in \mathcal{H}\) will use the same passwords in protocols 6.3.1 and 6.3.2. Hence,

\[
    r_1' = \text{Extract}(pw', r') = \text{Extract}(pw, r') = r_1,
\]

and the final matching challenge \(\hat{c}_\pi\) is the same one that would be generated by \(G_2 \left(1^k, r_1, H \left(G_1 \left(1^k, r_1, r_2\right), \sigma_0\right)\right)\). If \(\hat{c}_\pi\) is consistently solvable with accuracy \(\alpha\) by \(H\) — by definition 15 this is the case for at least \(\beta\)-fraction of users — then it follows that

\[
    d_k (\pi, \pi', \sigma_i) \leq \alpha,
\]

where \(H \left(G_1 \left(1^k, r_1, r_2\right)\right)\). For some \(\pi_0\) (namely \(\pi_0 = \pi\)) s.t. \(d_k (\pi_0, \pi') \leq \alpha\) it must be the case that

\[
    h_{pw,0} = h(u, s, pw', \pi_0(1), ..., \pi_0(k)) = h(u, s, pw, \pi(1), ..., \pi(k)) = h_{pw},
\]

and protocol 6.3.2 accepts. \qed

**Reminder of Claim 7.** For all permutations \(\pi : [k] \to [k]\) and \(\alpha \geq 0\)

\[
    |\{|\pi' | d_k(\pi, \pi') \leq \alpha\}| \leq 1 + \sum_{i=2}^{\alpha} \binom{k}{i} i!.
\]

**Proof of Claim 7.** It suffices to show that \(\binom{j}{j} j! \geq |\{|\pi' | d_k(\pi, \pi') = j\}|\). We first choose the \(j\) unique indices \(i_1, \ldots, i_j\) on which \(\pi\) and \(\pi'\) differ — there are \(\binom{j}{j}\) ways to do this. Once we have fixed our indices \(i_1, \ldots, i_j\) we define \(\pi'(k) = \pi(k)\) for each \(k \notin \{i_1, \ldots, i_j\}\). Now \(j!\) upper bounds the number of ways of selecting the remaining values \(\pi'(i_k)\) s.t. \(\pi(i_k) \neq \pi'(i_k)\) for all \(k \leq j\). \qed
10.2 HOSP: Pre-Generated CAPTCHAs

The HOSP construction proposed by [51] was to simply fill several high capacity hard drives with randomly generated CAPTCHAs — discarding the solutions. Once we have compiled a database large $D$ of CAPTCHAs we can use algorithm 10.1 as our challenge generator — simply return a random CAPTCHA from $D$. The advantage of this approach is that we can make use of already tested CAPTCHA solutions so there is no need to make hardness assumptions about new AI problems. The primary disadvantage of this approach is that the size of the database $D$ will be limited by economic considerations — storage isn’t free. While $|D|$ the number of CAPTCHAs that could be stored on a hard drive may be large, it is not exponentially large. An adversary could theoretically pay humans to solve every puzzle in $D$ at which point the scheme would be completely broken.

Algorithm 10.1 GenerateChallenge

**Input:** Random bits $r \in \{0, 1\}^n$, Database $D = \{P_1, ..., P_{2^n}\}$ of CAPTCHAs

**return** $P_r$

**Economic Cost** Suppose that two 4 TB hard drives are filled will text CAPTCHAS. Let $S$ be the space required to store one CAPTCHA, and let $C_H$ denote the cost of paying a human to solve a CAPTCHA. We use the values $S = 8$ KB \(^2\) and $C_H = \$0.001$ \(^3\). In this case $|D| = \frac{4 \text{ TB}}{8 \text{ KB}} \approx 10^9$ so we can store a billion unsolved CAPTCHAs on the hard drives. It would cost the adversary $|D|C_H = \$1,000,000$ to solve all of the CAPTCHAs — or $\$500,000$ to solve half of them. The up front cost of this attack may be large, but once the adversary has solved the CAPTCHAs he can execute offline dictionary attacks against every user who had an account on the server. Many server breaches have resulted in the release of password records for millions of accounts [5, 9, 11, 13]. If each cracked password is worth between $\$4$ and $\$30$ [79] then it may be easily worth the cost to pay humans to solve every CAPTCHA in $D$.

---

\(^1\)At the time of submission a 4 TB hard drive can be purchased on Amazon for less than $\$162.$

\(^2\)The exact value of $S$ may vary slightly depending on the particular method used to generate the CAPTCHA. When we compressed a text CAPTCHA using popular GIF format the resulting files were consistently 8 KB.

\(^3\)Motoyama et al. estimated that spammers paid humans $\$1$ to solve a thousand CAPTCHAs [110]
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