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Abstract

We live in an era of information overload. From online news to online shopping to
scholarly research, we are inundated with a torrent of information on a daily basis. With our
limited time, money and attention, we often struggle to extract actionable knowledge from
this deluge of data. A common approach for addressing this challenge is personalization,
where results are automatically filtered to match the tastes and preferences of individual users.
While showing promise, modern systems and algorithms for personalization face their own
set of challenges, both technical and social in nature. On the technical side, these include the
well-documented “cold start” problem, redundant result sets and an inability to move beyond
simple user interactions, such as keyword queries and star ratings. From a social standpoint,
studies have shown that most Americans have negative opinions of personalization, primarily
due to privacy concerns.

In this thesis, we address these challenges by introducing interactive concept coverage, a
general framework for personalization that incentivizes diversity, and applies in both queryless
settings as well as settings requiring complex and rich user interactions. This framework
involves framing personalized recommendation as a probabilistic budgeted max-cover prob-
lem, where each item to be recommended is defined to probabilistically cover one or more
concepts. From user interaction, we learn weights on concepts and affinities for items, such that
solving the resulting optimization problem results in personalized, diverse recommendations.
Theoretical properties of our framework guarantee efficient, near-optimal solutions to our
objective function, and no-regret learning of user preferences.

We show that, by using the interactive concept coverage methodology, we are able to
significantly outperform both state-of-the-art algorithms and industrial market leaders on two
important personalization domains: news recommendation and scientific literature discovery.
Empirical evaluations—including live user studies—demonstrate that our approach produces
more diverse, more relevant and more trustworthy results than leading competitors, with
minimal burden on the user. Finally, we show that we can directly use our framework
to introduce a level of transparency to personalization that gives users the opportunity to
understand and directly interpret (and correct) how the system views them.

By successfully addressing many of the social and technical challenges of personaliza-
tion, we believe the work in this thesis takes an important step in ameliorating problems of
information overload.
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Chapter 1

Introduction

“The scarce resource in the age of digital journalism is not high-quality content, but attention.”

—Ethan Zuckerman, Berkman Center for Internet and Society at Harvard University, 2010

As early as 1755, the French philosopher Denis Diderot presciently forewarned that there would come
a day when “it will be almost as convenient to search for some bit of truth concealed in nature as it will
be to find it hidden away in an immense multitude of bound volumes,” [Diderot, 1755]. Today, Diderot’s
“immense multitude” is present in nearly every domain, from online news and online shopping to social
networks and scientific research.

Web users trying to gauge public opinion or learn about current events face a torrent of information from
tens of millions of sources worldwide. For example, the blog indexing service Spinn3r retrieves over one
million news articles, blog posts and social media updates every hour.1 At the time of writing, there were
nearly fifty billion indexed pages on the World Wide Web,2 over 72 hours of video uploaded per minute to
YouTube,3 and over 400 million tweets a day on the microblogging site Twitter.4 Similarly, for generations,
scientists have built upon the published work of their predecessors and contemporaries in order to make
new discoveries. However, with tens of millions of articles published in tens of thousands of journals and
conferences,5 researchers face an acute difficulty in sifting through related literature.

Today, most of these information overload problems are addressed using keyword search. Google and
other commercial search engines have been successful at efficiently providing highly relevant content in
response to user queries consisting of short strings of words. However, many common information retrieval
tasks do not fit into this traditional keyword search paradigm. Notably, some information needs are not
naturally representable as queries. For example, reading the day’s news is inherently a queryless process,
as is receiving the most relevant updates from friends on a social network. In other cases, an information
need may have a natural query, but is too complex to be expressed as keywords. An instructive example is
attempting to use Google Scholar to discover related scientific literature: It is easy to find a specific author
or paper, but there is no way to specify a particular research question that returns meaningful, helpful and
non-trivial results.

1http://www.spinn3r.com
2http://www.worldwidewebsize.com
3http://www.youtube.com
4http://www.twitter.com
5Statistics from Thomson Reuters: http://wokinfo.com/about/whatitis/
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These shortcomings of keyword search are presently dealt with in three primary ways:

1. The problems with keyword search are sometimes simply ignored by the service provider, and users
are left to make the best of the situation on their own. They may try (and try again) to express their
complex information needs within the confines of a small text box, and once that inevitably fails,
will be forced to resort to inefficient browsing behavior. For example, with Google Scholar, users
who cannot find what they are looking for using keywords often have no recourse but to scan through
proceedings of relevant conferences or follow long citation trails, with the hope of finding a useful
article.

2. In queryless settings, a simplifying assumption is often made that all users will have the same
information need, thus resulting in a single common view to all users. For example, many online
newspapers subscribe to such a notion.

3. In domains where it is clear that different users are unlikely to have the same tastes (e.g., music
or films), service providers may provide personalized recommendations based on simple user
interactions, to replace or supplement keyword search. Some famous examples include Netflix’s
movie recommendation and Amazon’s product recommendation.

While the first approach can lead to bad user experiences, and the second is overly simplistic in many cases,
the third—personalization—has the potential, when executed correctly, to quickly satisfy a user’s specific
information need. However, personalization is not without its own problems; the subject of this thesis will
be to address many of these problems in such a way that we can demonstrably show how personalization
can succeed in solving complex information retrieval tasks in settings where traditional keyword search
alone is inadequate.

1.1 Personalization and its Discontents

Personalization, particularly in the queryless setting, can help efficiently direct the user to relevant content.
However, several caveats exist that can hold back the performance of a personalization system, and must be
addressed if a personalization approach is to be effective:

1. The cold start problem exists when a personalization system does not have enough information to
make a recommendation for a new user or a new item. For example, a pure collaborative filtering
system for news recommendation will have trouble recommending a newly written article, because it
depends solely on past ratings assigned to the article by other users.

2. The personalization of content exists across multiple dimensions, which may be completely orthogo-
nal to each other. For example, finding out that a user is interested in reading about French cuisine
is qualitatively different than learning that the user trusts The Guardian more than The Washington
Post. User models should be rich enough to encode such different forms of user preferences.

3. Likes, clicks and star ratings are useful user interactions, but are not the limit of what is possible or
useful. Richer user interactions can allow for more powerful personalization by freeing the user to
be more expressive in defining his or her information need.

4. As the quote at the beginning of this chapter alludes, the number of high quality, relevant articles
(or movies or books) exceeds that which can be processed by a single user at one time. Human
attention is a scarce resource that must be modeled when designing a personalization system, and
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thus redundancy of results must be strictly avoided. If a user skips a news article because he finds it to
be redundant to one that he was previously shown, it is a waste of his attention and a lost opportunity
to show him another relevant article.

5. Users are often unaware that personalization is taking place, and when they are aware, they often
find it disconcerting. In a 2012 study by the Pew Internet and American Life Project,6 65% of
respondents described personalized search as a “bad thing,” while 73% of respondents described
personalization as an “invasion of privacy.” Moreover, users sometimes worry that their results are
being overpersonalized, and they are stuck in the so-called Filter Bubble [Pariser, 2011], confining
them to an echo chamber where they only see a narrow view of the world.

In this thesis, we introduce the general framework of interactive concept coverage in order to address each
one of these problems.

1.2 Interactive Concept Coverage

Consider a setting where we are tasked with recommending relevant news articles to a user, personalized to
her tastes. News is a dynamic domain with time-sensitive content, and thus we cannot afford to wait until
many other users have read an article before making our recommendation; in other words, we cannot wait
for the cold start problem to go away on its own, or else we would be recommending old news. Rather, we
must use the content of the articles to decide which documents to present to the user.

In order for a computer to reason about a document in this manner, a representation must be chosen for
the document’s contents. One of the simplest and most common representations for document modeling
is known as the “bag of words” model, where the order of the words in a document is ignored, and the
content of a document is simply represented as a list of words and their frequencies [Salton et al., 1975].
Some more sophisticated representations count n-grams, named entities, noun phrases and richer syntactic
structures, while others represent a document as being generated from latent factors known as topics [Blei
and Lafferty, 2009].

What these representations have in common is that they distill the contents of a document collection into
fundamental concepts that represent the atomic units of information to be reasoned about. The simple
approach we develop in this thesis, which we call interactive concept coverage, utilizes such a concept
representation of a document collection in order to provide diverse, personalized recommendations.

At a high level, our approach entails the following six steps:

1. We first define a weighted concept representation of the content domain from which we wish to
recommend. In our news recommendation example, we might represent the news of the day as a
collection of named entities and noun phrases. For instance, last October, there may have been high
weight on concepts representing Barack Obama and Mitt Romney, due to the American presidential
elections, as well as significant weight on Syria and Hurricane Sandy. This weighting should take
into account the general importance of a concept in addition to anything we know about the particular
user’s tastes and preferences.

6http://www.pewinternet.org/Reports/2012/Search-Engine-Use-2012/
Summary-of-findings.aspx
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Figure 1.1: This figure summarizes our interactive concept coverage approach, from the point of view of a
news recommendation system. Numbers in parentheses correspond to the six steps listed below. In this
diagram, we have nine concepts weighted by importance, indicated by blue bars. The green rectangles
correspond to news articles, and the thickness of the black arrows emanating from them indicates how
much a particular article covers a given concept. For example, the leftmost article covers only the “Obama”
concept, and does so only slightly. The different sizes of the green rectangles allude to the personalized
affinity the user might have for the articles’ non-content features, such as preferring The New York Times to
Fox News. A set of diverse articles, indicated in orange, is selected and presented to the user, who gives
feedback which is then used to modify the concept weighting for future visits by the user.

2. In the cases where our information retrieval task includes a query, we solicit the user for a query of
some sort, and potentially use this information to modify the concept representation. The query does
not have to be limited to a traditional keyword string, but could include richer forms of interaction,
such as specifying a query set of documents, highlighting a portion of a webpage, or specifying a
location on a map. We skip this step in a queryless setting such as news recommendation.

3. We define a coverage function over the individual items to be recommended that describes how much
each item covers each of the concepts. For example, an article about sports is unlikely to cover the
“Syria” concept, whereas an article about the Arab Spring should cover the “Syria” concept strongly.

4. We define a personalized affinity function over the non-content features of the items to be recom-
mended, allowing us to represent preferences unrelated to content, such as “I trust the New York
Times” or “I prefer articles that have many votes on Reddit.” These preferences might be directly
specified by the user, or otherwise learned from user feedback.

5. We return a set of items—up to a budget constraint—that collectively covers the most important
concepts while penalizing redundancy and incentivizing items with high affinity features. In news
recommendation, the budget constraint comes from the fact that a user often does not have much
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time (or screen pixels) to view more than a few articles at once.

6. We record feedback from the user that allows us to update the concept weights and affinity functions,
such that the next round of personalization for this user is more accurate. In our running example,
this might involve traditional feedback such as a user clicking “like” or “dislike” on a particular news
article.

These steps are summarized in Figure 1.1.

1.3 Thesis Statement and Contributions

The core of this thesis research revolves around the following statement:

In a variety of information overload settings, the Interactive Concept Coverage frame-
work produces personal recommendations that are highly relevant, diverse and trans-
parent, incorporating complex user preferences through rich user interaction.

We evaluate this thesis statement by showing that we can successfully address all of the aforementioned
pitfalls of personalization by following the interactive concept coverage methodology in both queryless and
complex query settings.

The specific contributions of this thesis are as follows:

• We introduce the interactive concept coverage framework as a general methodology for producing
diverse, personalized results to information retrieval problems.

• We demonstrate the interactive concept coverage framework in a queryless news recommendation
setting with simple like/dislike interactions. Here, we introduce notions of document coverage func-
tions and set coverage functions that encode a natural diminishing returns property that incentivizes
diversity in the result set. We also introduce a simple online learning algorithm that provides regret
guarantees on learning user preferences over concepts from limited feedback. Experimental results
show that our approach beats state-of-the-art alternatives. (Chapter 3)

• We demonstrate the interactive concept coverage framework in a setting with complex queries:
discovering relevant scientific literature. We show an example of how such queries can be encoded
using an augmented concept representation. We also provide algorithms for computing a personalized
affinity function over research papers based on a user’s trust preferences. We show experimentally that
our approach produces more relevant, more diverse, and more trustworthy results than state-of-the-art
competitors, including Google Scholar. (Chapter 4)

• We address the problem of overpersonalization by defining a transparent user model based on the
self-described attributes of Twitter users, which we call badges. We introduce a probabilistic model
that allows us to learn a user’s badges from his or her Twitter activity, devise an inference algorithm
for the model, and show that we can successfully beat state-of-the-art alternatives at predicting a
user’s attributes from his or her actions. Moreover, we emphasize the interpretability of these learned
user features. (Chapter 5)

• We investigate the problem of document representation by studying multiple approaches for distilling
the content of a document collection into atomic concepts. We devise an approach based on badges
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that allows us to represent documents by attributes of their likely readers, and experimentally show
that such a concept representation is both interpretable and effective at personalization. (Chapter 6)

1.4 Outline

Chapter 2 introduces common terminology and background material that will help the reader understand
the rest of the thesis. Chapters 3-6 provide details on the contributions described above, each containing
algorithmic details, results and extended related work. Chapter 7 details conclusions and insights gained
from this thesis work, while Chapter 8 introduces ideas for future work.
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Chapter 2

Background

2.1 Probabilistic Graphical Models

This section is intended as a brief overview of a rich and complex subfield of machine learning. Combining
elements of both graph theory and probability theory, probabilistic graphical models have become a
fixture of modern statistical methods and real-world applications, from computer vision to computational
biology. Here, we provide a high-level introduction that will allow the reader to better understand the
model presented in Chapter 5. However, for more details, we direct the interested reader to one of many
thorough survey papers and books [Jensen, 2001, Jordan, 2004, Koller and Friedman, 2009, Lauritzen,
1996, Pearl, 1988, Wainwright and Jordan, 2008].

As a motivating example, let us consider a collection of N political columnists. We are interested in
modeling the political leanings of each pundit, so that we can show users articles from different viewpoints.
We assume a simplistic model, where each columnist i is represented by a binary random variable
Xi ∈ {left, right}, indicating whether he is left-leaning or right-leaning.1 By analyzing the articles that
these columnists write, we might try to infer how each one leans politically.

Given such a setup, we can ask: what is the most likely configuration of the biases of the political punditry?
In order to answer such a question, we need access to the full joint distribution over the variables {Xi}.
Naı̈vely, to estimate a discrete distribution over N binary variables, we would need to learn 2N − 1
parameters, one for each possible configuration (taking into account that a discrete probability distribution
must sum to 1). This exponential dependence on N requires an inordinately large amount of training data
for us to accurately estimate all of the parameters.

However, what if we assumed that, when it comes to political leanings, the columnists are fully independent
of each other?2 Namely, the fact that one columnist, Alice, leans left plays no role in determining the
political bias of any another columnist, e.g., Bob. In such a scenario, the joint probability can be factorized
over the N independent columnists, leaving us only N parameters to estimate.

Of course, columnists are not necessarily (marginally) independent of each other; some might work for
the same newspaper, others might live in the same city, while others yet might have similar childhood
or educational experiences, leading them to have similar outlooks on life. For example, if we assume

1In our example, we assume political pundits are never unbiased.
2For all disjoint subsets Y and Z of {Xi}, we assume Y and Z are independent.
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a pundit’s political leanings are solely a result of where she lives, then after observing her location Li,
her political leaning Xi is conditionally independent of Xj for all j 6= i. The machinery of probabilistic
graphical models allows us to cleanly model such conditional independence relationships, leading to a
compact representation of complex probability distributions.

2.1.1 Representation

As the name indicates, a probabilistic graphical model is a graph-based representation of a probability
distribution. We define a graph G = (V, E) to have a set of vertices, V , and a set of edges, E . An edge
(s, t) ∈ E connects two vertices in V . Probabilistic graphical models have different semantics based on
whether the edges in the graph are directed or undirected. In this thesis, we exclusively deal with directed
graphical models—commonly referred to as Bayesian networks or Bayes nets—and so in this background
section, we will we will only discuss the semantics for this case. As such, we assume each edge (s, t) ∈ E
is directional, pointing from a source vertex s ∈ V to a destination vertex t ∈ V .

Definition 2.1.1 (Bayesian network). A Bayesian network is a triplet (X,G,P), where X = {Xi} is a set
of random variables, G = (X, E) is a directed, acyclic graph (DAG) over the variables {Xi}, and P is a
set of conditional probability distributions, one per vertex. Specifically, for each random variable Xi, we
have the conditional probability distribution of Xi given its parents,3 P (Xi|Pa(Xi)), in the set P .

Given this definition, we can ask the following questions to help us understand the semantics of a Bayesian
network:

Q1. How does the graph G encode conditional independence assumptions among the random
variables {Xi}?

To answer this question, we first define the Local Markov Property of a Bayesian network:

Definition 2.1.2 (Local Markov Property). Given a Bayesian network over the variables X, represented
by the graph G, a variable Xi is conditionally independent of its non-descendants given its parents (and
only its parents).

To illustrate this property, let us return to our example of pundits and their political leanings. Figure 2.1a
shows a Bayesian network representation of a slightly more complicated model over the political leanings
of two pundits. Here, Xi, as before, indicates whether the pundit leans left or right. We assume that the
political leaning of a pundit is based on two factors: his wealth, represented by the random variable Wi, and
the identity of his childhood role model, represented by Ri. For example, a wealthy pundit who grew up
idolizing Ronald Reagan may be more likely to lean right, politically. This is represented in the figure by
directed edges to Xi from Wi and Ri. We also assume global prior distributions over the wealth of pundits
(parameterized by ω) and their role models (parameterized by ρ). The local Markov property indicates that
X1, given its parents W1 and R1, is conditionally independent of its non-descendants, W2, R2, X2, λ and
ω.

It is natural to wonder whether the local Markov property implies any other conditional independence
relations. For example, from inspecting the graph in Figure 2.1a, can we decide whether W1 and W2 are
marginally independent? What about W1 and R1? Are W1 and R1 conditionally independent given X1?

3We define the parents of Xi, Pa(Xi), in the graph G to be the set of vertices in G that have a directed edge terminating in Xi.
Specifically, Pa(Xi) = {Xj : (Xj , Xi) ∈ E}.
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Figure 2.1: (a) An example Bayesian network modeling the political leanings of two pundits. (b) A plate
diagram extending the model of (a) to N pundits.

More generally, given a graph G, how do we decide whether a variable X is conditionally independent of a
variable Y given a set of observed evidence variables E?4 In his seminal work on graphical models, Pearl
showed that questions like these can in fact be answered by using the concept of d-separation [Pearl, 1988].
Following Schachter [1998], we explain d-separation by making a simple analogy to a ball traveling along
the edges of the graph G. Specifically, if we want to determine if, given evidence E, X is conditionally
independent of Y , we can place a ball at X , and see if the ball can successfully travel to Y without being
blocked. If this is the case, then we say there is an active path between X and Y , given E, and the two
variables are not conditionally independent given the evidence. If there is no active path, we say the two
variables are d-separated, and, hence, conditionally independent.

Figure 2.2 depicts the rules governing the valid paths a ball can take through the graph. In our example, we
can use these rules to learn that W1 and R1 are marginally independent (there is no active path between
them), but that if we observe X1, then W1 and R1 become statistically dependent through their common
effect (also known as a v-structure).

Q2. Given the conditional distributions in P , how do we write the joint distribution over all the
random variables in {Xi}?
Given a Bayesian network over {Xi} specified by the graph G and the conditional distributions P , the joint
distribution over the entire set of random variables can be written as follows:

P (X1, X2, . . . , XN ) =
N∏
i=1

P (Xi|Pa(Xi)). (2.1)

Q3. Can any joint probability distribution over a set of variables {Xi} be represented as a Bayesian
network?
Given a graph G and a probability distribution P , both over the set of variables {Xi}, the Representation
Theorem of Bayesian networks (cf. Theorem 3.1 and 3.2 of [Koller and Friedman, 2009]) tells us that:

4We write this conditional independence statement as X ⊥ Y |E.
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chain	   common	  cause	   common	  effect	  

Figure 2.2: In order to determine whether two variables X and Y are d-separated given a set of evidence
variables E, we can employ the Bayes Ball algorithm [Schachter, 1998]. In this algorithm, we decide
whether a hypothetical ball can travel between the nodes X and Y in the graph, without being blocked.
This figure shows the rules governing whether the ball can pass through a node in the graph or not. These
rules depend on the directions of the edges going into or out of the node, as well as whether the node is
observed or not (i.e., whether the node is in the evidence set E). Following standard convention, we depict
an evidence node by shading it. Here, green arrows depict cases where the ball can successfully travel
through the node, whereas the red blockade corresponds to cases where the ball is blocked.

1. If the conditional independence relations encoded in a Bayesian network on G are a subset of the
conditional independence relations that exist in P , then P can be factorized over the graph G (as
shown in Eq. (2.1)); and,

2. Any probability distribution P that decomposes over G (as shown in Eq. (2.1)) can be represented
as a Bayesian network defined by G, such that every independence assumption implied by the local
Markov property of the graph also exists in the distribution P .

A corollary of this theorem is that we can represent any distribution P over {Xi} by a directed, acyclic
clique over the variables {Xi}. The reason for this is that a fully connected graph does not encode any
independence assumptions whatsoever, and thus the null set of independence assumptions that it encodes is
trivially a subset of any conditional independence assumptions found in an arbitrary distribution P . Of
course, such a representation would not be compact, as we would have to define the conditional probability
of each node given its large set of parents, which returns us to the problem that motivated our discussion of
graphical models in the first place.

Before we move on to the next section, let us return to our example on the political biases of pundits,
and consider once more Figure 2.1a. In this figure, we are modeling the political leanings of two pundits,
represented by variables X1 and X2. This is a straightforward diagram, since it is easy to visualize all
the relationships connecting these two sets of variables. However, how do we represent the hundreds of
thousands of writers who opine on political topics every day? In Figure 2.1b, we use a plate notation, where
we take advantage of the fact that each pundit will be modeled in exactly the same way (with variables Xi,
Wi and Ri). The rectangle around this triplet of variables has an N in the corner, indicating that we are to
replicate those three variables N times, indexed by i in this case. This is a common convention, and will be
used in this thesis.
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2.1.2 Inference

Given a graphical model, whether directed or undirected, a common task is to infer the distribution (or
a point estimate) of a subset of variables Q = {Qi}, conditioned on some (observed) evidence variables
E. For example, if we know the political leanings of some pundits, what is the distribution over political
leanings of the rest of them? The general problem of graphical model inference is intractable [Cooper,
1990]. However, many approximate inference techniques have been developed over the years, from belief
propagation [Pearl, 1988, Yedidia et al., 2003] to variational methods [Jordan et al., 1999] to Markov Chain
Monte Carlo (MCMC) approaches [Robert and Casella, 2005]. In Chapter 5 of this thesis, we derive a
Gibbs sampler (cf. [Geman and Geman, 1984]) to perform inference in our model, which is a special case
of the latter. In this section, we briefly describe the main ideas behind Gibbs sampling, and direct the reader
to one of many excellent surveys and books to get a more detailed picture (cf. [Casella and George, 1992,
Fox, 2009, Geman and Geman, 1984, Gilks et al., 1995, Koller and Friedman, 2009, Robert and Casella,
2005]).

However, before describing Gibbs sampling, we must address a fundamental question: how does sampling
help us with graphical model inference? To answer this, we consider a common inference scenario of
computing the posterior mean of a function of some random variables Q:

Q̂ =

∫
f (Q) dPG (Q|E) , (2.2)

where PG is the distribution associated with the graphical model G. While computing such an integral is,
in general, intractable, it is often easier to sample from the distribution PG directly. In this setting, if our
samples from PG are independent, then we know by the Strong Law of Large Numbers that the following
sample mean converges almost surely to the true posterior expectation in Eq. (2.2):

Q̂ ≈ 1

B

B∑
b=1

f
(
Q(b)

)
, (2.3)

where Q(1),Q(2), . . . ,Q(B) are B independent samples of the query variables.

We have now replaced the difficult integration problem with an easier sampling problem. The Gibbs
Sampling algorithm [Geman and Geman, 1984] tells us how to sample from a potentially complicated
distribution PG . In particular, in our setting, a Gibbs sampler produces a sequence of samples of the
variables Q, such that the sequence is a Markov chain with stationary distribution equal to PG . Rather than
simultaneously sampling all the variables that make up the query set Q, a Gibbs sampler will sequentially
sample the conditional distribution of each variableQi given the rest. In a graphical model, these conditional
distributions are often much easier to write down (and sample from) than the full joint over Q, and thus
Gibbs sampling is a popular method for graphical model inference.

Succinctly, the Gibbs Sampling algorithm is as follows:

Randomly initialize the variables to be sampled {Q(0)
i }.

for samples b = 1, . . . , B do
for each variable Qi ∈ Q do

sample Q(b)
i from P (Qi|Q(b−1)

−i ).

Many variations of this vanilla Gibbs sampler exist, e.g., handling cases when the conditional distributions
are difficult to sample from (by incorporating Metropolis-Hastings steps [Hastings, 1970, Metropolis et al.,
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1953]), sampling entire blocks of variables simultaneously when possible to improve mixing [Ishwaran and
James, 2001], and so on.

2.2 Sparsity in Machine Learning

As discussed in Chapter 1, many domains today face a torrent of information, from computational biology
to information retrieval. Consequently, in machine learning and statistics, we often find ourselves in
this regime of big data, where problems have many more features than training examples (e.g., large
vocabularies in text corpora, tens of thousands of voxels in a functional brain scan, etc.). One common
approach for dealing with such challenges is to enforce or incentivize sparsity in the solution. For example,
a topic from a topic model [Blei and Lafferty, 2009] may only be about a few words out of a large
vocabulary, a linear predictor may only require a small number of nonzero weights out of a large feature
set [Tibshirani, 1996], and an image might be represented by only a few visual features [Olshausen and
Field, 1996].

Such sparsity can be desirable for many reasons. First and foremost, with sparsity we often get significant
gains in efficiency, both computational and statistical. Given a fixed amount of data and fixed computational
resources, if we only have to store, process and estimate a relatively small number of parameters, we can
potentially do so more quickly and more accurately. Second, along with sparsity often comes interpretability.
A parsimonious explanation of natural phenomena is more interpretable to domain experts, and as Occam’s
Razor would tell us, is more desirable philosophically and probabilistically.

In this section, we give a brief overview of the two primary frameworks for incentivizing sparsity in
machine learning: (1) penalized loss minimization; and, (2) sparse Bayesian methods. We use both of these
approaches later in this thesis (Chapter 6 and Chapter 5, respectively).

2.2.1 Penalized Loss Minimization

To motivate this approach, let us consider the classic problem of linear regression. Here, we assume we
have a data set of N items {(xi, yi)}, each made up of p input variables (or covariates), xi1, xi2, . . . , xip,
and a single, real output yi. Our task is to learn a predictor that, given new input data, can accurately
predict the output. It is straightforward to fit a standard linear model to this data by minimizing the squared
residual:

min
β
‖y −Xβ‖22, (2.4)

where y = [y1, y2, . . . , yN ]T is an N × 1 vector, X = [x1,x2, . . . ,xN]T is an N × p matrix, and β is a
p-dimensional coefficient vector. However, if p� N , solving such an optimization will lead us to likely
overfit to the training data. Moreover, a dense solution where all p values in β are nonzero can be hard to
interpret.

One approach to address this concern is to directly enforce sparsity in our objective function. If we define
the `0 pseudo-norm of a vector β as the number of nonzero elements in β, then we can write our new
objective function as follows:

min
β
‖β‖0 where y = Xβ. (2.5)
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While the direct control over sparsity expressed by Eq. (2.5) is desirable, this objective is intractable to
solve, due to the combinatorial subset selection problem involved [Natarajan, 1995]. However, what if we
consider a small modification to this objective, replacing the `0 pseudo-norm with the `1 norm?

min
β
‖β‖1 where y = Xβ. (2.6)

The objective function in Eq. (2.6) is convex, incentivizes (rather than enforces) sparsity, and, perhaps
surprisingly, under certain conditions, is guaranteed to give the same solution as Eq. (2.5) [Candès et al.,
2006, Chen and Donoho, 1994, Chen et al., 2001, Stodden, 2006].

Commonly, a variation of Eq. (2.6) is instead written as a penalized optimization, as follows:

min
β
‖y −Xβ‖22 + λ‖β‖1, (2.7)

where λ is a regularization parameter, indicating how strong sparsity should be incentivized in the objective.
In this setting of linear regression, this objective is known as the Lasso method [Tibshirani, 1996]. An
identical `1 penalty term can be found in many other objective functions throughout machine learning,
including logistic regression [Koh et al., 2007, Lee et al., 2006], sparse coding [Olshausen and Field, 1996]
and dictionary learning [Mairal et al., 2010], all with the incentive of producing a sparse result vector
β.

Structured Sparsity

In many real world settings, structure exists among the different input variables. For example, in a functional
brain scan, such as an fMRI image, it is naı̈ve to treat the voxels as all being independent of each other;
neighboring voxels correspond to neighboring areas of the brain, and if we have a covariate per voxel, we
might want to specify that voxels in the same functional brain region (e.g., visual cortex) are simultaneously
either all active or all zero, but not a mixture of both.

Yuan and Lin introduced the Group Lasso—an elegant extension of the Lasso for precisely this setting—by
making simple but critical modifications to Eq. (2.7) [Friedman et al., 2010, Yuan and Lin, 2007]. Here,
we assume that the covariates 1, . . . , p are partitioned into L groups, where group ` has p` covariates, and
that we know these partitions a priori. Given this assumption, we can write the group lasso objective as
follows:

min
β
‖y −

L∑
`=1

X`β`‖22 + λ

L∑
`=1

√
p`‖β`‖2, , (2.8)

where the subscript ` selects the covariates associated with group `, and the
√
p` term is to normalize

across potentially different group sizes. The sum of `2 norms acts like the Lasso penalty at the group level,
incentivizing a small number of groups to be non-zero, but the covariates in the same group are either all

16



Xi	   Yi	  

Z	  

N	  

(a)

for all i = 1, . . . , N do
Xi ∼ Normal(0, 1)
Yi ∼ Bernoulli(0.1)

Z ∼ Normal(
∑N

i=1Xi · Yi, 1)

(b)

Figure 2.3: A simple example of how sparsity can be directly encoded into a graphical model.

zero or all non-zero simultaneously. Jacob et al. extended this model to deal with overlapping groups [2009],
while Friedman et al. extended it with an additional within-group sparsity term [2010].

Recent work in structured sparsity has led to methods that allow for richer sparsity structure to be specified
in the optimization. For example, the approach we use in Chapter 6 of this thesis is the graph-guided fused
lasso [Chen et al., 2012, Kim et al., 2009]. In this method, the structure of the problem is encoded as a
graph G over the covariates, rather than simple groups, and the objective incentivizes covariates connected
with a strongly weighted edge to have similar coefficients:

min
β
‖y −Xβ‖22 + λβ‖β‖1 + λG

∑
(s,t)∈E(G)

wst|βs − βt|, (2.9)

where wst is the strength of edge (s, t) in the edge set of G. The graph fusion regularization encourages βs
to be close to βt for all edges (s, t) in the graph where the strength of the regularization is proportional
to the weight of the edge. In this way, highly related covariates, being closely connected in the graph by
heavily weighted edges, would be incentivized to simultaneously have either all zero or all non-zero values
in entries of β. The graph fusion regularization parameter, λG , regulates how big a role the graph should
play in imposing structure on β. This method is illustrated in more detail in Chapter 6.

2.2.2 Sparse Bayesian Methods

The sparse methods described so far in this section have been predominantly frequentist in nature. However,
Bayesian statistics has its own rich set of tools for incentivizing and enforcing sparsity. We start with
what is perhaps the most natural Bayesian equivalent to our subset selection problem from Eq. (2.5): the
spike and slab prior [Ishwaran and Rao, 2005, Mitchell and Beauchamp, 1988]. In such a setting, we
place a prior distribution on each βj such that there is a discrete mass at βj = 0. Generalizations of this
approach lead to natural Bayesian extensions of the Lasso—Tibshirani himself indicated that the optimal
solution to the Lasso problem can be viewed as a maximum a posteriori (MAP) inference in a Bayesian
network with independent Laplace priors on the covariates βj [Tibshirani, 1996]. These generalizations
almost universally are based on the idea of scale mixtures of Normal distributions (cf. [Armagan et al.,
2011, Carvalho et al., 2009, Griffin and Brown, 2010, Hans, 2009, MacLehose and Dunson, 2010, Park and
Casella, 2008, Polson and Scott, 2010]).
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Moving on from direct generalizations of the Lasso, we consider the simple idea of enforcing sparse
structure in a probabilistic graphical model, which is what we do in Chapter 5 of this thesis. If we
consider Figure 2.3, we see a simple model where the value of Z is based on a small fraction of the
variables {Yi}, as specified by the random mask {Xi}. This graphical model exhibits context-specific
independence, because Z is independent of each variable Yi where Xi = 0.5

5Such notions of sparsity are easily extended to the Bayesian nonparametric setting via the Beta/Bernoulli process [Griffiths
and Ghahramani, 2005, Thibaux and Jordan, 2007].
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Chapter 3

Interactive Concept Coverage with Simple
Interactions

TIME Magazine once asked, “How many blogs does the world need?” [Kinsley, 2008], claiming that
there were too many. Indeed, the blogosphere has experienced a substantial increase in the number of
posts published daily.1 One immediate consequence is that many readers now suffer from information
overload.

While the vast majority of blogs are not worth reading for the average user, even the good ones are too
many to keep up with. Moreover, there is often significant overlap in content among multiple blogs. To
further complicate matters, many stories seem to resonate in the blogosphere to an extent that is largely
uncorrelated with their true importance. For example, in the spring of 2007, Politico broke a story about
John Edwards’ $400 haircut in a blog post [Smith, 2007], which was almost instantly seized upon by the
rest of the blogosphere. Over the next two weeks, the haircut story sparked several major online debates.
Avoiding this story was difficult for most Web users, and nearly impossible for those interested in politics
but not in this particular line of debate.

In this chapter, we demonstrate how we can use the interactive concept coverage methodology, as described
in Section 1.2, to successfully address this problem. We will describe in detail how the steps of the
methodology can be applied in this setting to effectively recommend a small set of relevant blog posts
to a user, covering the important stories of the day and personalized to the user’s individual tastes.2 In
addressing this problem of information overload in the blogosphere, we will be able to demonstrate how our
methodology can work at its most basic level: in a queryless setting with simple user interactions.

First, however, we must ask: why is interactive concept coverage an appropriate approach for this task?
Recommending blog posts has many of the hallmarks of the problems we described in the previous chapter
that motivated our methodology:

• Reading news articles and blog posts is a naturally queryless endeavor, and thus keyword search is
not an appropriate solution.

• People have different interests and tastes, and so showing everyone the same set of blog posts is not
optimal.

1http://en.wordpress.com/stats/posting/
2We will defer discussing queries and the personalized affinity function (Steps 2 and 4 of our methodology) until Chapter 4.
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(a) (b) (c)

Figure 3.1: (a) Global term frequency across the blogosphere (January 17, 2009). The size of a term is
proportional to its frequency. (b) Coverage vs. (c) incremental coverage of a post about Obama and China,
given that we already saw a post about Obama. The incremental coverage of Obama is much smaller than
the regular coverage.

• According to the Pew Research Center’s Project for Excellence in Journalism, nearly a quarter of
all Americans consumed news on their mobile devices in 2011,3 where screen real estate is at a
premium. Moreover, this proportion is rising. The cost of displaying redundant news articles or
blog posts to such users is high, and thus any recommendation system for news and blogs should
incentivize diversity.

• It is natural for users to give simple like/dislike feedback on news articles and blog posts, and thus
this recommendation task is an ideal initial testbed for our personalization methodology.

Having established that this news article and blog post recommendation domain is a reasonable fit for
our approach, we can now instantiate the interactive concept coverage methodology and evaluate its
performance on this task. In the remainder of this chapter, we will:

• Formally define potential concept representations for blogs and online news.

• Define a document coverage function that indicates how much a particular blog post or news article
covers a concept. For example, an article about the 2012 American Presidential election might cover
an “Obama” concept.

• Define a set coverage function that encodes an intuitive notion of diminishing returns, incentivizing
us to pick a diverse set of relevant posts.

• Describe an optimization algorithm for selecting a constrained set of posts efficiently and near-
optimally, with respect to a natural objective function.

• Describe an online learning algorithm for learning a personalized concept weighting from simple
user feedback.

3.1 Concept Representation and Coverage

In order to reason about the textual content of a document collection, we need some manner of distilling
each document into the concepts that it is about. For decades, the linguistics, machine learning and natural

3http://stateofthemedia.org/2012/

20

http://stateofthemedia.org/2012/


language processing (NLP) communities have proposed different representations of text, from low-level
term-based representations such as the classic bag of words [Salton et al., 1975] model, to higher level topic
models [Blei and Lafferty, 2009]. While in Chapter 6 we will introduce a novel concept representation
of documents inspired by the challenges of personalization, in the balance of this thesis—including
this chapter—we will incorporate simple variations of these common document representations into our
framework to solve our problem of selecting relevant posts from the blogosphere. Specifically, we use a
variety of simple “bag of features” models in our work, ranging from bags of words (Chapters 4) to bags of
named entities and noun phrases (this chapter). It is important to note here that we do not explore the use
of more advanced NLP techniques in this thesis, such as syntactic parsing, leaving this for future work. We
do, however, occasionally use part-of-speech information to guide us with feature selection, and always
simplify words into stems (e.g., “personalization” goes to “personal”), allowing us to consolidate related
words to the same token.4

We now formally define a weighted concept representation as follows:

Definition 3.1.1 (Weighted Concept Representation). A weighted concept representation is a quadruple
〈C,D, cover·(·),w〉. C is a finite set of concepts and D is a finite set of documents. The relation between
documents and concepts is captured by the document coverage function, coverj(i) : C → R≥0, which
quantifies the amount document dj ∈ D covers concept ci ∈ C. w ∈ R|C|≥0 is a weight vector over concepts,
indicating the relative importance of each concept.

In the simplest case, we can use terms in a vocabulary to represent our concepts C, and we can define each
concept weight wi to reflect the prevalence of concept ci in the document collection D, thereby encoding
the idea that covering, e.g., “Central Catholic High School” should not be as valuable as covering “Obama.”
For example, Figure 3.1(a) shows a typical day in the blogosphere (January 17, 2009), where the size of a
term is proportional to its frequency across the blogosphere. Examining the picture, we can spot some of
the popular stories for that day: the inauguration of Barack Obama and the Israel-Gaza conflict. If we define
cover·(·) to be a binary indicator function, turning documents into subsets of concepts, we can imagine
formalizing our post selection problem as the well-known budgeted maximum coverage problem [Khuller
et al., 1999]:

Definition 3.1.2 (Budgeted Maximum Coverage).
Given a set of ground elements C, a weighting w ∈ R|C|≥0, a collection S = {S1, ...Sm} of subsets of C, and
a budget k ≥ 0, select A ⊆ S of size at most k which maximizes the total weight of the covered elements,⋃
{Sj ∈ A}.

In our setting, this coverage can be formalized as maximizing:

F (A) =
∑
i∈C

wi1(∃dj ∈ A : coverj(i) = 1),

subject to a budget of |A| ≤ k.

Although max-coverage is an NP-hard problem, there are several efficient and effective approximation
algorithms for this task. However, this naı̈ve approach suffers from two serious drawbacks:

• Concept importance in document : The binary document coverage function does not characterize how
relevant a document is to a particular concept, e.g., a post about Obama’s inauguration speech covers

4A more detailed description of document representations can be found in one of many books on computational linguistics
(e.g., [Smith, 2011].)
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Obama just as much as a post that barely mentions him. As a side effect, this objective rewards
“name-dropping” posts (posts that include many concepts, without being about any of them, such as a
page with the tour dates of a band).

• Incremental coverage: This objective function results in a notion of coverage that is too strong, since
after seeing one post that covers a certain concept, we will never gain anything from another post that
covers the same concept. This does not correspond to our intuitive notion of coverage: each additional
time we see a concept we should get an additional reward, which decreases with the number of
occurrences. For example, suppose we show the user a post about Obama’s inauguration. The second
post we consider showing her is about the effect of Obama’s presidency on China. Figure 3.1(b)
shows the raw coverage of the second post, and “Obama” is the top-covered concept. However, if we
take into account the fact that we have already covered the concept “Obama” to some extent by the
first post, the coverage by the second post changes. Figure 3.1(c) shows the incremental coverage
by the second post. As illustrated, the significance of this post towards “Obama” is diminished, and
most of our reward would come from covering “China.”

We address these two problems in turn.

First, each document should exhibit different degrees of coverage for the concepts it contains, which
can be achieved by softening the notion of coverage, coverj(i). One approach is to use a probabilistic
definition of coverage, as defined by, e.g., a generative model of text. In such a setting, we assume we are
given P (ci | dj), the probability of a concept given a document. If, for example, our concepts are topics
discovered by a topic model, such as latent Dirichlet allocation (LDA) [Blei et al., 2003], then this term
is simply the probability that document j is about topic i. More generally, any generative model for the
particular set of concepts can be used to define this probability.

Given such a probabilistic model, we can define the notion of soft coverage more formally. However, first,
we must consider that concepts occur at different levels of granularity, and that, intuitively, a document is
likely to cover more concepts in a fine-grained concept representation than in a coarse-grained concept
representation. For example, a single document might cover only one or two topics from a topic model
(e.g., topics representing the inauguration and the Middle East), whereas it might cover over a dozen words
and phrases (e.g., “Obama,” “White House,” “politics,” “Chief Justice,” “Palestinians,” “Israel,” “Gaza,”
etc.). With this in mind, we can define our soft, probabilistic notion of coverage as:

coverj(i) = 1− (1− P (ci | dj))`, (3.1)

where ` is a parameter associated with the granularity of the concept representation. If we assume that, for
each document dj , we draw ` random concepts (with replacement) from its concept probability distribution,
P (ci | dj), then coverj(i) is precisely defined to be the probability that concept ci appears at least one time
in this set.5

Now we move to the second problem described above, Incremental coverage.

Our probabilistic approach allows us to define the importance of concepts in individual posts. However,
if we define coverage as F (A) =

∑
i∈C wi

∑
dj∈A coverj(i), then the Incremental coverage problem

would persist, as this function does not possess the diminishing returns property. Instead, extending the
probabilistic interpretation further, we can view set coverage as a sampling procedure: each document dj

5It is important to note that, by defining P (ci | dj) as a probability distribution that must sum to one over the entire space of
concepts, we alleviate the problem of “name-dropping,” since a post cannot cover a large number of features well.
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Figure 3.2: This plot shows how two documents who each identically cover a single feature with coverage
probability x combine to jointly cover that feature, under both the probabilistic set coverage function
defined in Eq. (3.2) and also using a simple additive combination. We note that, for small values of x, the
two set coverage functions act linearly, with no diminishing returns.

tries to cover concept ci with probability coverj(i), and the concept is covered if at least one of the posts in
A succeeds. Thus, as A grows, adding a post provides less and less additional coverage.

Formally, we can define the probabilistic set coverage of a concept by a set of documents A as:

coverA(i) = 1−
∏
dj∈A

(1− coverj(i)). (3.2)

It is instructive to note here the importance of the concept granularity parameter, `, for ensuring that our
probabilistic set coverage function in fact gives us our desired diminishing returns property. Consider
an example of two documents that cover a concept ci by the same amount, x ∈ [0, 1]. For a given
document coverage probability x, we can compute the set coverage of this concept by the two documents
as 1− (1− x)2, which we have plotted in Figure 3.2 as a solid blue line. Note that for small values of x
(i.e., small document coverage probabilities less than 0.2), we see that the behavior of the probabilistic
set coverage function falls in a linear regime. This means that, for small values of x, we will not obtain
diminishing returns, but rather observe additive behavior, as evident by comparing our coverage function
to the additive coverage function plotted in black. As such, when we have many fine-grained concepts,
such as words or named entities, that naturally have small concept probabilities, P (ci | dj), the concept
granularity parameter is needed to push the document coverage probability out of the linear regime and
into the regime of diminishing returns.6

Finally, given our definition of set coverage, we propose the following objective function for the problem
of probabilistic coverage of the blogosphere:

F (A) =
∑
i∈C

wicoverA(i). (3.3)

Our task is to find k posts maximizing the above objective function:

A∗ = argmax
A⊆D:|A|≤k

F (A). (3.4)

6Appendix 3.10 describes a simple heuristic based on this observation for defining `. Learning this concept granularity
parameter directly from user feedback is an interesting subject for future work.

23



3.2 Optimizing Set Coverage

Using the probabilistic notions of document coverage (Eq. (3.1)) and set coverage (Eq. (3.2)) in the previous
section, our goal now is to find the set of posts A that maximizes our objective function in Eq. (3.3).
Unfortunately, we can show by reduction from max-coverage that this objective is NP-complete, suggesting
that the exact maximization of this function is intractable. However, our objective function satisfies an
intuitive diminishing returns property, submodularity, which allows us to find good approximations very
efficiently:

Definition 3.2.1 (Submodularity). A set function F is submodular if, ∀A ⊆ B ⊆ V, ∀s ∈ V \ B,
F (A ∪ {s})− F (A) ≥ F (B ∪ {s})− F (B).

Claim 3.2.1. The probabilistic coverage objective function for the blogosphere in Eq. (3.3) is submodular.

Proof. Let B ⊆ V and s ∈ V \ B.

coverB∪{s}(i)− coverB(i) = 1−
∏

j∈B∪{s}

(1− coverj(i))−

1−
∏
j∈B

(1− coverj(i))

 ,

=
∏
j∈B

(1− coverj(i))−
∏

j∈B∪{s}

(1− coverj(i)),

=
∏
j∈B

(1− coverj(i)) (1− (1− covers(i))) ,

=
∏
j∈B

(1− coverj(i)) (covers(i)) .

Because coverj(i) is defined as a probability, it is in the range [0, 1], and therefore (1− coverj(i)) ∈ [0, 1]
(for all j). Thus, for any A ⊆ B, we have that,

∏
j∈B(1− coverj(i)) ≤

∏
j∈A(1− coverj(i)). Hence,∏

j∈B
(1− coverj(i)) (covers(i)) ≤

∏
j∈A

(1− coverj(i)) (covers(i)) ,

=
∏
j∈A

(1− coverj(i))−
∏

j∈A∪{s}

(1− coverj(i)),

= coverA∪{s}(i)− coverA(i).

Thus, coverA(i) is submodular. Since submodularity is closed under nonnegative linear combinations, and
our weights wi ≥ 0, it directly follows that our coverage function F (A) is submodular.

Intuitively, submodularity characterizes the notion that reading an article s after reading a small set of
articles A provides more coverage than reading s after having already read the larger set B ⊇ A.

Although maximizing submodular functions is NP-hard [Khuller et al., 1999], by discovering this property
in our problem, we can take advantage of several efficient approximation algorithms with theoretical
guarantees. For example, the classic result of Nemhauser et al. [1978] shows that by simply applying a
greedy algorithm to maximize our objective function in Eq. (3.3), we can obtain a (1− 1

e ) approximation
of the optimal value. Thus, a simple greedy optimization can provide us with a near-optimal solution.
However, since the number of blog posts published daily is quite large, a naı̈ve greedy approach can be

24



too costly. Therefore, we use the Cost-Effective Lazy Forward Selection (CELF) algorithm [Leskovec
et al., 2007], which provides the same approximation guarantees, but uses lazy evaluations, often leading to
dramatic speedups.7

3.3 Personalizing with Simple Interaction

To this point, we have described how we can use our interactive concept coverage methodology to address
the problem of information overload in the blogosphere, formalizing the notions of a weighted concept
representation, document coverage and set coverage. Thus far, we have assumed a fixed, global set of
concept weights w, implying a universal set of preferences over concepts. However, in reality, each user
has different interests, and using a global definition of what is important could result in articles being
selected and presented to a user containing many topics that do not interest him or her. For example, one
user might care about a “NASCAR” concept, while others may be indifferent to it. Our goal in this section
is to utilize simple user feedback—liking or disliking an article—to learn a personalized notion of concept
importance for each user.

Recall that, in the previous section, F (A) assigns a fixed weight wi to every concept, representing its
importance. Here, we will augment the fixed weights wi with personalized preferences πi for each feature
i.

In the following, we assume that a user’s coverage function is of the form:

Fπ∗(A) =
∑
i∈C

π∗i wi coverA(i), (3.5)

for some unknown set of weights {π∗i }. Our goal now is to learn a user’s coverage function Fπ∗(A) by
learning the optimal personalized preferences {π∗i } over the concepts C.

3.3.1 Interaction Models

In order to receive personalized results, users need to communicate their preferences. Since Fπ is a set
function, the most natural notion of feedback from a machine learning perspective would be for users to
provide a single label for the set of posts that they are presented, indicating whether they like or dislike the
entire set. However, this approach suffers from two limitations. First, from the point of view of the user, it
is not very natural to provide feedback on an entire set of posts. Second, since there are exponentially many
such sets, we are likely to need an extensive amount of user feedback (in terms of sets of posts) before we
could learn this function. Instead, we assume that users go through a list of posts A in order, submitting
feedback fj (“liked”= +1, “indifferent” = 0, “disliked” = -1) for each post dj ∈ A. We take no feedback on
a post to mean “indifferent.”

3.3.2 Personalization by Minimizing Regret

Our objective function is defined in terms of sets, but our feedback is in terms of individual posts. How
should we provide an appropriate credit assignment?

7Chapter 5 of Krause’s doctoral thesis provides an excellent overview of submodularity, including pseudocode of the CELF
algorithm [2008].
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One possible solution would be to assume that the feedback that a user provides for a particular post is
independent of the other posts presented in the same set. In this case, one can view the user feedback as
being labeled data on which we can train a classifier to determine which posts the user likes. However,
this assumption does not fit with our interaction model, as a user might not like a post either because of its
content or because previous posts have already covered the story.

To address this issue, we consider the incremental coverage of a post, i.e., the advantage it provides over
the previous posts. The incremental coverage we receive by adding post dj to the set A is:

inc-coverj(A, i) = coverA∪dj (i)− coverA(i).

Note that if coverA(i) is defined as in Eq. (3.2), then the incremental coverage is the probability that dj
is the first post to cover feature ci, given that we have already seen the posts in A. Furthermore, if we
view the set of documents A as an ordered set A = {d1, . . . , dk},8 the sum of incremental coverages is a
telescoping sum that yields the coverage of a set of documents A:∑

dj∈A
inc-coverj(d1:j−1, i) =

∑
dj∈A

coverd1:j (i)− coverd1:j−1
(i),

= coverA(i),

where d1:j−1 is shorthand for the set of documents {d1, . . . , dj−1}.

Using incremental coverages, we define an intuitive reward we receive after presenting A to a user with
preferences π and obtaining feedback f :

Rew(π,A, f) =
∑
i∈C

πi wi
∑
dj∈A

fj inc-coverj(d1:j−1, i).

If the user liked all of the documents in A (i.e., ∀j, fj = 1), this reward becomes exactly the coverage
function we are seeking to maximize, Fπ(A) =

∑
i∈C πi wi coverA(i), as in Eq. (3.5).

Our algorithm maintains an estimate of the user’s preferences at each time step t, π(t). Given this estimate,
we optimize Fπ(t)(A) and pick a set of documents A(t) to show the user. After receiving feedback f (t), we
gain a reward of Rew(π(t),A(t), f (t)). After T time steps, our average reward is therefore:

AvgRew(T ) =
1

T

T∑
t=1

Rew(π(t),A(t), f (t)).

Since our decisions at time t can only take into account the feedback we have received up to time t− 1,
the decisions we made may have been suboptimal. For comparison, consider the reward we would have
received if we had made an informed choice for the user’s preferences π considering all of the feedback
from the T time steps:

BestAvgRew(T ) = max
π

1

T

T∑
t=1

Rew(π,A(t), f (t)). (3.6)

That is, after seeing all the user feedback, what would have been the right choice for user preference
weights π? The difference between our reward and this best choice in retrospect is called the regret:

8This ordering could be defined by the order the posts are presented to the user, e.g., the one picked by the greedy algorithm.
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Definition 3.3.1 (Regret). Our average regret after T time steps is the difference BestAvgRew(T ) −
AvgRew(T ).

Positive regret means that we would have preferred to use the weights π that maximize Eq. (3.6) instead of
our actual choice of weights π(t). A no-regret learning algorithm, such as the one we describe below, will
allow us to learn π(t) such that, as T goes to infinity, the regret will go to zero at a rapid rate. Intuitively, this
no-regret guarantee means that we learn a sequence π(t) that does as well as any fixed π—including the true
user preferences, π∗—on the sets of posts that the user is presented. By learning the personalized coverage
function for a particular user in this manner, the posts we provide will be tailored to his tastes.

3.3.3 Learning a User’s Preferences

We now describe our algorithm for learning π∗ from repeated user feedback sessions. Like many online
algorithms [Cesa-Bianchi and Lugosi, 2006], our approach updates our estimated π(t) using a multiplicative
update rule. In particular, our approach can be viewed as a special case of Freund and Schapire’s
multiplicative weights algorithm [Freund and Schapire, 1999].

The algorithm starts by choosing an initial set of weights π(1). (Without loss of generality, we assume
weights are normalized to sum to 1, since the coverage function is insensitive to scaling.) In the absence of
prior knowledge about the user, we can choose the uniform distribution:

π
(1)
i =

1

|C|
.

If we have prior knowledge about the user, we can start from the corresponding set of weights.

At every round t, we use our current distribution π(t) to pick k posts,A(t), to show the user. After receiving
feedback f (t), we would like to increase the weight of features covered by posts the user liked, and decrease
the weight of features covered by posts the user disliked. These updates can be achieved by a simple
multiplicative update rule:

π
(t+1)
i =

1

Z
π

(t)
i

(
1

β

)M(i,f (t))

, (3.7)

where Z is the normalization constant, β ∈ (0, 1) is the inverse learning rate, and, intuitively,M(i, f (t))
measures the contribution (positive or negative) that feature i had on our reward:

M(i, f (t)) :=
wi
∑

dj∈A(t) f
(t)
j inc-coverj(d1:j−1, i)

2 maxiwi
, (3.8)

where the normalization by 2 maxiwi is simply used to keep this term in the range [−0.5, 0.5].

If the learning rate 1/β is large, we make large moves based on the user feedback. As the learning rate
tends to 0, these updates become less significant. Thus, intuitively, we will start with a small value of β and
slowly increase it.

Claim 3.3.1. If, for number of personalization epochs T , we use an inverse learning rate βT given by:

βT :=
1

1 +

√
2 ln |C|
T

, (3.9)
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then our preference learning procedure will have regret bounded by:

BestAvgRew(T )−AvgRew(T ) ≤ O

(√
ln |C|
T

)
.

Since our regret goes to zero as T goes to infinity, our approach is called a no-regret algorithm. The proof
follows from Freund and Schapire [1999], by formalizing our learning process as a two-player repeated
matrix game involving our algorithm and the user. (More details can be found in Appendix 3.8.)

3.4 Experimental Results

In this section, we evaluate the effectiveness of our methodology at Turning Down the Noise (TDN) in the
blogosphere, by analyzing real blog data collected over a two week period in January 2009. These posts
come from a diverse set of blogs, including personal blogs, blogs from mainstream news sites, commercial
blogs, and many others.

We obtain the data from Spinn3r,9 which at the time of these experiments, indexed and crawled 12 million
blogs, collecting approximately 500,000 posts per day. After performing some simple data cleaning steps,
such as removing web forums and classifieds, we reduce this number to about 200,000 posts per day in
our data set. However, as this is real Web data, it is still invariably noisy even after cleaning. Thus, our
algorithm must be robust to content extraction problems.

For each post, we extract named entities and noun phrases using the Stanford Named Entity Recognizer
[Finkel et al., 2005] and the LBJ Part of Speech Tagger [Rizzolo and Roth, 2007], respectively. We remove
infrequent named entities and uninformative noun phrases (e.g., common nouns such as “year”), leaving us
with a total vocabulary size of nearly 3,000. (More details can be found in Appendix 3.9.)

We evaluate two instantiations of our model, one with a high-level, coarse-grained concept representation
and one with a low-level, fine-grained concept representation:

1. In our high-level concept representation, our concepts are topics from an LDA topic model [Blei
et al., 2003], learned on the noun phrases and named entities described above. We take the global
importance weight of each topic, wi, to be the fraction of terms in the corpus assigned to that topic.
As this is a coarse-grained representation, we use a concept granularity of ` = 1, thus directly
defining coverj(i) = P (ci | dj), which in the setting of topic models is the probability that dj is
about topic i. We use a Gibbs sampling implementation of LDA [Griffiths and Steyvers, 2004] with
100 topics and the default parameter settings. We refer to this instantiation as TDN+LDA.

2. For our low-level concept representations, we use the named entities and noun phrases directly.
As this variant uses a lower-level concept set, we use a higher value for the concept granularity
parameter, setting ` = 16, which is approximately the mean number of occurrences of named entities
and nouns per document in our corpus. We define P (ci | dj) to be the probability of the term i
given document j under the LDA model (i.e., after marginalizing out the topics). We refer to this
instantiation as TDN+NE.

9http://www.spinn3r.com
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3.4.1 Evaluating Coverage

The motivation as laid out in the beginning of this chapter was to select a set of blog posts that best
covers the important and prevalent stories currently being discussed in the blogosphere. The major world
events that took place during the time corresponding to our data set included the Israel-Gaza conflict, the
inauguration of Barack Obama, the gas dispute between Russia and Ukraine, as well as the global financial
crisis. As an example, here is the set of posts that our algorithm selects for an eight hour period on January
18, if our budget k is set to five:

1. Israel unilaterally halts fire as rockets persist

2. Downed jet lifted from ice-laden Hudson River

3. Israeli-trained Gaza doctor loses three daughters and niece to IDF tank shell

4. EU wary as Russia and Ukraine reach gas deal

5. Obama’s first day as president: prayers, war council, economists, White House reception

The selected five posts all cover important stories from this particular day. The Israel-Gaza conflict appears
twice in this set, due to its extensive presence in the blogosphere at the time. It is important to note, however,
that these two posts present different aspects of the conflict, each being a prevalent story in its own right.
By expanding the budget to fifteen posts, the algorithm makes additional selections related to other major
stories of the day (e.g., George W. Bush’s legacy), but also selects “lifestyle” posts on religion and cooking,
since these represent the large portion of the blogosphere that is not directly related to news and current
events.

As another example, here are the top five selected posts from the morning of January 23, the day after the
Academy Award nominations were announced:

1. Button is top Oscar nominee

2. Israel rules out opening Gaza border if Hamas gains

3. Paterson chooses Gillibrand for U.S. Senate

4. Fearless Kitchen: Recipe: Medieval Lamb Wrap

5. How Obama avoided a misguided policy blunder

A post describing the Oscar-nominated movie The Curious Case of Benjamin Button supplants the Israel-
Gaza conflict at the top of the list, while a cooking post makes it up to the fourth position.

We wish to quantitatively evaluate how well a particular post selection technique achieves the notion of
coverage we describe above on real blog data. However, the standard information retrieval metrics of
precision and recall are not directly applicable in our case, since we do not have labels identifying all
the prevalent stories in the blogosphere on a given day and assigning them to specific posts. Rather, we
measure the topicality of individual posts as well as the redundancy of a set of posts. We say a post is
topical with respect to a given time period if its content is related to a major news event from that period.
A post r is redundant with respect to a previous post p if it contains little or no additional information to
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Figure 3.3: Topic representing the peanut butter recall from January 18, 2009, with the size of a term
proportional to its importance in the topic.

post p. An ideal set of posts that covers the major stories discussed in the blogosphere would have high
topicality and low redundancy.

We conducted a study on 27 users to obtain labels for topicality and redundancy on our data. We
compared TDN+LDA and TDN+NE to four popular blog aggregation sites: the front page of Digg, Google
Blog Search,10 Nielsen BuzzMetrics’ BlogPulse, and Yahoo! Buzz. Additionally, we also examine the
performance of simpler objective functions on the post selection task.

Measuring Topicality

In order for users to measure the topicality of a blog post, they need an idea of what the major news
stories are from the same time period. We express this information to our study participants by providing
them with headlines gathered from major news sources in five different categories: world news, politics,
business, sports, and entertainment. The headlines for each category are aggregated from three different
news sources to provide a wider selection for the users and to avoid naming a single source as the definitive
news outlet for a category. For instance, for politics we present headlines from Reuters, USA Today, and
The Washington Post. This collection of headlines is akin to a condensed newspaper, and we refer to these
stories as reference stories.

We present the participants with reference stories gathered at a particular time, e.g., January 18, 2009,
2:00pm EST, which we call the reference time. We then show each participant a set of ten posts that was
chosen by one of the six post selection techniques, and ask them to mark whether each post is “related”
to the reference stories. Each post is presented as a title along with a short description. The users are not
made aware of which technique the posts come from, so as not to bias their ratings. The posts selected by
TDN+LDA and TDN+NE were chosen from an eight hour window of data ending at the reference time,
while the posts selected by the popular blog aggregation sites were retrieved from these sites within fifteen
minutes of the reference time.

Figure 3.4(left) shows the results of the topicality user ratings on the six techniques. On average, the sets of
ten posts selected by Google Blog Search, TDN+LDA and Yahoo! Buzz each contain five topical posts
out of ten presented. The topicality of these techniques is significantly better than that of TDN+NE, Digg
and BlogPulse. BlogPulse selects the most linked-to posts of the day, which does not seem to be a good
heuristic for covering the important stories. Many of these posts are technology how-to pages, such as
“Help With Social Bookmarking Sites,” the highest ranked post from January 18. Digg selects its top posts

10In early 2009, when this study was conducted, the front page of Google Blog Search (http://www.google.com/
blogsearch) had a listing of top blog posts of the day.

30

http://www.google.com/blogsearch
http://www.google.com/blogsearch


Google TDN+LDAY! Buzz TDN+NE Digg BlogPulse0

1

2

3

4

5

6

Av
g 

N
um

be
r o

f P
os

ts
 R

el
at

ed
 to

 R
ef

er
en

ce

Google TDN+LDAY! Buzz TDN+NE Digg BlogPulse0

0.5

1

1.5

2

2.5

3

3.5

Av
g 

N
um

be
r o

f R
ed

un
da

nt
 P

os
ts

 p
er

 R
es

ul
t S

et

Figure 3.4: Left: Results from user study measuring topicality. The bars show the average number of
posts (out of 10) that users found to be topical with respect to the reference stories. Right: Results of the
redundancy user study. Users report the number of redundant posts for each post selection technique they
are presented with. Error bars on all plots indicate standard error.

by user voting, and thus the top selected posts consist of a few prevalent stories and many entertaining or
shocking posts, such as “Teen Stabbed But Makes It To Job Interview,” the top post from February 6.

TDN+LDA outperforms TDN+NE because high-level concepts, such as LDA topics, capture stories in a
better way than low-level concepts do. For example, for one eight hour period in our data set, there is a
coherent LDA topic about the EU-Russia gas crisis. Therefore, when we cover this topic, we will present
a story that is about the crisis. However, the named entity “Russia” may be covered by multiple stories.
TDN+NE selects a post about Russia’s plan to go ahead with the opening of a pediatric medical center
in Moscow despite the current financial crisis, since it contains important named entities and nouns like
“Russia,” “Putin,” “crisis,” etc. Hence, if we only cover low-level concepts, we might select a post that is
not topical, yet contains multiple important concepts.

While topicality captures a major aspect of our notion of coverage, in that important current events are
covered by the selected posts, one drawback of this evaluation method is that lifestyle blog posts are not
adequately represented. It is difficult to define a set of reference sites that summarize the day’s most
important recipes or most prevalent do-it-yourself tips, for instance. Furthermore, in our case, we did not
want to show our study participants more than five categories of reference stories, so as not to overwhelm
them. As a result, a post related to an important technology story would likely not be considered topical, as
we left this category out.

Measuring Redundancy

The user study described in the previous section allowed us to measure whether posts were topical or not.
However, topicality is not enough to judge the goodness of a set of posts, since they may all be about the
same story, and hence not interesting. Instead, we want the posts to be diverse, so that they capture all of
the important stories in the blogosphere, as well as appeal to everyone’s interests. As part of our user study,
we asked users to look at a set of fifteen posts selected by one of the six previously described post selection
techniques, and mark any occurrences they thought were redundant. Each of 27 participants was presented
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with either two or three sets of posts generated by different algorithms over the same time period. The users
were not aware of the sources of the posts.

Figure 3.4(right) shows that both variants of our algorithm outperform Digg, BlogPulse and Google Blog
Search on the redundancy metric. In other words, our algorithm selects diverse sets of posts. This diversity
is primarily due to the diminishing returns property of our objective function. If we have covered the
important concepts of a story once, covering it again yields only a small reward. Google Blog Search has
the highest number of redundant results, and has high variance, suggesting that on some days many of the
posts on its front page are similar. In fact, on average, the posts selected by Google Blog Search are nearly
six times as redundant as those selected by TDN+LDA.

However, it should be noted that performing well on the redundancy metric alone is not sufficient. For
example, it may turn out that all the posts picked by an algorithm are non-redundant, but meaningless, and
hence of no interest to a user. Thus, an algorithm needs to perform well on both the topicality and the
redundancy metric in order for it to be useful.

TDN+LDA and Yahoo! Buzz were the two techniques that performed well in both metrics. However,
while Yahoo! Buzz uses Web search trends, user voting and other features to select its posts, TDN+LDA
achieves the same topicality and redundancy performance by selecting posts only using simple text features.
Furthermore, TDN+LDA adapts its results to user preferences, as described in Section 3.4.2.

Alternative Objective Functions

As an alternative to the submodular objective function defined in Eq. (3.3), we consider two simpler
objective functions.

LDA-based Modular Function. A modular function is an additive set function where each element is
associated with a fixed score, and the value for a set A is the sum of the scores of the elements of A. Since
the score of a post does not depend on the other elements in the set, there is no incentive to select a diverse
set of posts. The naı̈ve way of selecting posts using LDA fits under this modular framework. We first pick
the top k topics based on their weight in the corpus. For each one, we pick the post that covers it the most.
In addition to the potential for redundancy mentioned above, this technique suffers from the fact that it
commits to a topic irrespective of the quality of the posts covering it. Furthermore, even if a post covers
multiple topics well, it might not be selected as there may be some posts that better cover each individual
topic. Using a strictly submodular objective function alleviates these problems.

For example, if we define our concepts based on a 50-topic LDA model trained on an eight hour data set
from January 18, the topic with the lowest weight is about the peanut butter recall, a major news story at
this time (cf. Figure 3.3). Thus, if we select fifteen posts following the naı̈ve LDA approach, we do not pick
a post from this topic. However, the weight of this topic (0.019) is not much lower than the mean topic
weight (0.020). Moreover, since this topic closely corresponds to a prevalent news story, many posts cover
it with high probability. TDN selects such a post because, unlike the naı̈ve LDA approach, it simultaneously
considers both the topic weights and the post coverage probabilities.

Budgeted Maximum Coverage. Another simple objective function we consider is budgeted maximum
coverage, introduced in Definition 3.1.2, but with each concept (in this case, noun phrases and named
entities) weighted by its corpus frequency. Optimizing this objective leads to the aforementioned “name-
dropping” posts. For example, on an eight hour data set from January 20, the second post selected
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announces the schedule of a rock band’s upcoming world tour, and thus completely covers the concepts,
“Washington,” “Boston,” “New York,” “London,” “Rome,” and a few dozen more cities and countries. Once
this post has been selected, there is no further incentive to cover these concepts.

3.4.2 Personalization

There are two methods by which we evaluate how well our algorithm personalizes the posts it selects in
response to user feedback. In one setting, we conduct a user study to directly measure how many of the
presented posts a study participant would like to read. In the second setting, we simulate user preferences
on a targeted set of blog posts and observe how our objective function F (A) changes with respect to the
unpersonalized case.

Preferences of Real Users

We divide our blog data into 33 eight hour segments (epochs), and pick a starting segment at random for
a particular user. We present our user with a set of ten posts from his starting segment, selected using
TDN+LDA. The posts are displayed as a title and short summary. The user is instructed to read down
the list of posts and, one by one, mark each post as “would like to read,” “would not like to read,” or
“indifferent.” The user is told to make each decision with respect to the previous posts displayed in that set,
so as to capture the notion of incremental coverage. For example, a user might be excited to read a post
about Obama’s inauguration appearing at the top slot in a particular result set, and thus would mark it as
“like to read.” However, if four other very similar posts appear below it, by the time he gets to rating the
fifth inauguration post in a row, he will likely label it as “not like to read.”

After each set of ten posts, our personalization algorithm uses the user ratings to update the weights π(t),
and selects a personalized set of posts for the next epoch.11 We also ask the user to mark his preferences on
unpersonalized posts presented for the same epochs. The order in which these two conditions are presented
is randomized. We repeat this process for a total of five epochs. As this is not a longitudinal study, and
we do not wish it to be overly tedious for our participants, we accelerate the personalization process by
using an inverse learning rate β of 0.5, corresponding to a short-term learning horizon (i.e., T ≈ 9 from
Eq. (3.9)).

Figure 3.5(a) shows the result of this study on twenty users. The vertical axis of the plot shows the average
number of posts liked by a user in a single epoch. As one would expect, at epoch 0, when the posts are
always unpersonalized, the number of liked posts is approximately the same between the personalized
and unpersonalized runs. However, in just two epochs, the users already show a preference towards the
personalized results.

If a user only prefers sports posts, personalization is easy, as the user’s interests are narrow. In our study,
however, the participants were simply instructed to rate posts with their own personal preferences. As
people are often eclectic and have varied interests, this task is harder, but more realistic. Thus, it is
notable that we are still able to successfully adjust to user tastes in very few epochs, showing a significant
improvement over the unpersonalized case.

11For this study, we train a separate LDA model on each epoch. As topics tend to change from one epoch to the next, we employ
a simple bipartite matching algorithm to map personalization weights across epochs. Chapter 6 discusses more advanced concept
representations that can elegantly handle this dynamism over time.
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If instead of asking users to rate posts according to their personal tastes, we ask them to pretend that they
only want to read posts on a specific subject (e.g., India), we observe interesting qualitative behavior.
Initially, the top posts selected are about the main stories of the day, including the Israel-Gaza conflict and
the Obama inauguration. After a few epochs of marking any India-related posts as “like” and all others as
“dislike,” the makeup of the selected posts changes to include more posts about the Indian subcontinent
(e.g., “Pakistan flaunts its all-weather ties with China”). This is particularly notable given that these posts
appear relatively infrequently in our data set, and thus without personalization, are rarely selected. Also,
while after enough epochs, stories about India eventually supplant the other major news stories at the top
of the result set, the Israel-Gaza stories do not disappear from the list, due to their high prevalence. We
believe this is precisely the behavior one would want from such a personalization setting.

Simulating Preferences

We consider the case of a hypothetical sports fan, who always loves to read any sports-related post. In
particular, every day, he is presented with a set of posts from the popular sports blog FanHouse.com, and
he marks that he likes all of them. We simulate such a user in order to empirically examine the effect of
personalization on the objective function.

Specifically, we simulate this sports fan by marking all FanHouse.com posts as “liked” over a specified
number of personalization epochs, updating the personalization weights π(t)at each epoch. On the next
epoch, which we call the evaluation epoch, we compute our objective function F (A) on three different
sets of posts. First, we compute F (A) on the FanHouse.com posts from this epoch, hypothesizing that the
more epochs we spend personalizing prior to the evaluation epoch, the higher this value will be. Second,
we compute F (A) on all the posts from DeadSpin.com, another popular sports blog. We also expect
to see a higher value of our objective in this case. Finally, we compute F (A) on all the posts from the
HuffingtonPost.com Blog, a popular politics blog. The expectation is that by personalizing on sports
posts for several days, F (A) for a set A of politics posts will decrease with respect to the unpersonalized
case.

Figure 3.5(b) shows the results of this experiment with a β value of 0.5, and we observe precisely the
hypothesized behavior. The vertical axis of this plot shows the ratio of F (A) computed with the learned
personalization weights to that of F (A) with the unpersonalized uniform weights, allowing us to compare
across the three blogs. Thus, points on the plot that appear higher along the vertical axis than 1 indicate an
improvement over the unpersonalized case, while any value below 1 indicates a decline with respect to the
unpersonalized case.

Figure 3.5(c) shows the same simulation but with β = 0.1. This is an aggressive setting of the learning rate,
and thus, as expected, the plot shows the objective function changing in the same direction but more rapidly
when compared to Figure 3.5(b). These figures capture an important trade off for a deployed system, in
that by varying the inverse learning rate β, we trade off the speed of personalization with the variety of
selected posts.

3.5 Extensions

In this chapter, we give a no-regret guarantee on our algorithm for learning personalized concept weights
from user feedback. However, a stronger guarantee would be to show that the weights π(t) not only do
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Figure 3.5: (a) Results of the personalization user study, measuring how many posts each user liked, out of
the ten presented by TDN+LDA in each epoch. The personalized line corresponds to an inverse learning
rate β = 0.5. (b,c) Effect of number epochs spent personalizing to the simulated preferences of a sports fan
on the objective function F, with respect to no personalization. F is evaluated on two sports blogs and one
politics blog. Inverse learning rate β = 0.5 (b), 0.1 (c)

well on the sets of posts from which they were learned, but also on the posts that would have been selected
had we used the true π∗ as the user preference weights for each day. For example, consider a user who
is interested in politics and sports, but is also passionate about bagpiping. We may never show him any
bagpiping posts, since they are not likely to be common. Thus, we may never receive feedback that would
allow us to accurately model this portion of the user’s true preferences. Yue and Guestrin developed an
extension to our model to specifically deal with this exploration/exploitation tradeoff, using a contextual
bandit framework [2011]. In particular, this is a tradeoff between exploring more of the space of possible
user preferences—perhaps at the risk of recommending suboptimal results in the short-term—and exploiting
the current preference model we already have learned.

Furthermore, in this work, we assume an explicit feedback model, where a user is observed providing “like,”
“dislike,” or “indifferent” feedback on the individual articles that he or she is presented with. While we can
apply this setup to implicit feedback data (e.g., all clicks count as “like,” everything else is a “dislike”), it
conflates indifference towards an article with disliking it. Recent work by Ahmed et al. extends our model
to address this concern, using a more complex model of user viewing behavior [2012b].

3.6 Related Work

There are two categories of related work to consider in this chapter. First, we will look at alternative
methods for selecting a diverse set of documents from a corpus. Second, we will look at various alternative
methods for combating information overload in the blogosphere.

3.6.1 Incentivizing Diversity

When tasked with selecting a diverse set of documents from a large corpus, perhaps the most natural idea is
to first cluster the posts, where posts in the same cluster cover the same concepts. Then, given clusters, we
can pick a representative post from each of the k largest clusters. Such clustering approaches are common
in the literature [Zhang et al., 2005]. However, most clustering methods require us to compute the distance
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between every pair of posts, which amounts to O(n2) comparisons for n posts. Due to the sizable amount
of posts published daily, methods that require O(n2) computation are practically infeasible. Our first
desirable property for a coverage function is scalability, i.e., we should be able to evaluate coverage in time
linear in the number of posts.

Early work by Carbonell and Goldstein [1998] introduced the concepts of “relevant novelty” and “marginal
relevance” for retrieving diverse result sets in response to a user query. A line of related research is the area
of subtopic retrieval [Chen and Karger, 2006, Zhai et al., 2003], where the task is to retrieve documents
that cover many subtopics of the given query. For example, in response to the query “apple,” such an
algorithm would return documents covering the different subtopics that might go along with this query,
including both the consumer electronics company and the fruit. In the traditional information retrieval
setting, it is assumed that the relevance of each document is independent of the other documents. However,
in subtopic retrieval the utility of a document is contingent on the other retrieved documents. In particular,
a newly retrieved document is relevant only if it covers subtopics other than the ones covered by previous
documents. Thus, the concept of relevance in subtopic retrieval is similar to our notion of coverage, which
has a diminishing returns characteristic. However, while subtopic retrieval is query-based, we intend to
apply our framework to more general retrieval tasks, even those with no explicit query.

More recent work has investigated the use of structural support vector machines (SVMs) to predict diverse
subsets of documents by directly training for subtopic diversity [Yue and Joachims, 2008]. Such an
approach requires labeled training data indicating subtopic coverage, which may be difficult or costly to
obtain in practice. More closely related to our approach is the line of recent research on using submodular
coverage functions to solve various sensor selection and placement problems, including which blogs a
reader should follow to keep up to speed with breaking news [Krause and Guestrin, 2009, Krause et al.,
2008, Leskovec et al., 2007].

Finally, there is a popular line of current research in the machine learning community on using determinantal
point processes (DPPs) and derivative models as Bayesian priors that incentivize diversity [Affandi et al.,
2012, Gillenwater et al., 2012a,b, Kulesza, 2012, Kulesza and Taskar, 2010, 2011a,b]. DPPs concisely
capture the notion of probabilistic mutual exclusion, where similar objects (as determined by a kernel) are
unlikely to appear together. In particular, the k-DPP model is quite related to our approach, as it defines a
probability distribution over diverse sets of size k [Kulesza and Taskar, 2011a]. If an appropriate kernel
function is defined over concepts, then this work can be used as an alternative to our submodular coverage
approach for selecting diverse documents.

3.6.2 Taming Information Overload in the Blogosphere

Recently, there has been an increase in the number of websites that index blogs and display a list of the
most popular stories. Some examples of such websites are Google Blog Search, Yahoo! Buzz, Digg,
Technorati, Reddit and Blogpulse. Some of these websites display posts without any manual intervention,
e.g., Google Blog Search and Blogpulse. However, most of these websites display posts which have
either been handpicked by editors or have been voted for by users of the website. Most websites that
pick posts automatically use a combination of features such as link structure (Blogscope), trends in search
engine queries (Yahoo! Buzz), and the number of times a post is emailed or shared. Currently, we are only
using features derived from the text of the posts, although in the future we hope to incorporate the link
structure between posts into our algorithm. Another key difference is that most of these websites lack the
personalization functionality we provide.
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Agarwal et al. address a problem similar to ours [2009]. Their task is to select four out of a set of sixteen
stories to be displayed on the Yahoo! homepage. The sixteen stories are manually picked by human editors;
hence, all are of high quality. The authors use click-through rate to learn online models for each article.
Their setting differs significantly from ours, since we tackle the problem of selecting ten out of roughly
60,000 posts for each eight hour segment. Moreover, as described in Section 3.4, our data is very noisy,
and we do not have access to click-through rates.

Leskovec et al. propose a solution to the problem of selecting which blogs to read in order to come across
all the important stories quickly [Leskovec et al., 2007]. Although related to our problem, a fundamental
difference is that instead of trying to select which blogs to read, we present the user with a selection of
posts from various blogs. Moreover our approach is completely content based, whereas the approach of
Leskovec et al. is based only on the links between blogs. In addition, we also incorporate personalization
into our algorithm, which they do not.

There has also been extensive work on building models and analyzing the structure of the blogosphere.
For example, Finin et al. [2008] present a model of information flow in the blogosphere. Blogscope is
intended to be an analysis and visualization tool for the blogosphere. Unlike us, they are not trying to cover
the blogosphere. Instead, Blogscope presents the user with a search interface, and suggests some related
words based on the search query. They give a preference to words whose frequency increases by a large
amount in the past 24 hours (e.g., words with a high “burstiness”). Moreover, they do not employ any
personalization.

3.7 Conclusions

In this chapter, we set out to show that, in a basic setting with no queries and simple user interaction,
our interactive concept coverage methodology can effectively solve a real world information retrieval
problem that is not amenable to traditional keyword search. In order to demonstrate this, we gave a formal
definition of a weighted concept representation and probabilistic notions of document coverage and set
coverage. We defined a submodular objective function and described an efficient approximation algorithm
for optimizing it to obtain a diverse set of relevant documents. Finally, as not all users have the same
interests, we described an algorithm for learning user preferences for concepts from simple user feedback,
achieving no regret versus the best fixed preference vector in hindsight.

On the application side, we showed that, for two different concept representations, our approach could
successfully compete with or outperform state of the art commercial blog aggregation websites like Google
Blog Search, Yahoo! Buzz, Digg, and BlogPulse. In addition to post content, most of these websites use
richer features such as click-through rate, trends in search queries and link structure between posts, or use
human intervention to pick posts. We present results based on simulations and a user study. Our TDN
algorithm outperforms all others except for Yahoo! Buzz (with which it is comparable), despite having
access to text-based features only. Furthermore, our experiments demonstrate that our algorithm can adapt
to individual users’ preferences.

Our results emphasize that the simple notion of coverage we introduced in our interactive concept coverage
methodology successfully captures the salient stories of the day. We believe that this combination of
coverage and personalization will prove to be a useful tool in the battle against information overload.
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3.8 Appendix: No-Regret Learning

We cast our problem of learning a user’s preferences in the framework of repeated matrix games. Each row
i represents a concept. Our goal is to learn a probability distribution P over the concepts. Each column
f (t) represents the feedback for an ordered set of posts. The only difference from the Freund and Schapire
framework [Freund and Schapire, 1999] is that our loss lies in the range [−0.5, 0.5], instead of [0, 1]. This
is because we define the loss for a cell (i, f (t)) in our matrix as,

L(i, f (t)) := −M(i, f (t)) =
−wi

∑
dj∈A(t) f

(t)
j inc-coverj(d1:j−1, i)

2 maxk wk
.

The maximum value of
∑

dj∈A(t) f
(t)
j inc-coverj(d1:j−1, i) is 1, and the minimum value is −1.

Let us denote the above game by G. Consider another matrix game G′ which has the same structure as G.
Define the loss function L′ for the game G′ as L′(i, f (t)) = L(i, f (t)) + 0.5. Thus, by construction, the
loss function L′ lies in the range [0, 1]. We will show that using multiplicative updates leads to a no-regret
algorithm for the game G′, and equivalently for the game G.

Let the initial mixed strategy for game G′ be P ′1, and letQ′t be the mixed strategy of the column player (i.e.,
the environment) at round t. After each round t, we compute a new mixed strategy for the next round using
Freund and Schapire’s multiplicative update rule:12

P ′t+1(i) = P ′t(i)
βL
′(i,Q′t)

Z ′t
,

where Z ′t is the normalization factor, and β ∈ [0, 1) is a parameter of the algorithm.

Similarly, let the initial mixed strategy for game G be P1. After each round t, we compute a new mixed
strategy for the next round using the analogous multiplicative update rule:

Pt+1(i) = Pt(i)
βL(i,Qt)

Zt
,

where Zt is the normalization factor, and β ∈ [0, 1) is a parameter of the algorithm. By definition, we see
that,

Zt =
n∑
i=1

Pt(i)βL(i,Qt)

=
n∑
i=1

Pt(i)βL
′(i,Q′t)−0.5

=
1√
β

n∑
i=1

Pt(i)βL
′(i,Q′t).

12The reader should note that our original update equation (Eq. (3.7)) is defined directly in terms ofM, and thus contains a
negative sign. We use loss in this proof to match the convention of Freund and Schapire.
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Thus, if Pt(i) = P ′t(i), then Zt = 1√
β
Z ′t. Also, we notice that,

Pt+1(i) =Pt(i)
βL(i,Q′t)

Zt

=Pt(i)
βL
′(i,Q′t)−0.5

Zt

=
1√
β
Pt(i)

βL
′(i,Q′t)

Zt
.

If Pt(i) = P ′t(i), then,

Pt+1(i) =
1√
β
P ′t(i)

βL
′(i,Q′t)

1√
β
Z ′t

=P ′t(i)
βL
′(i,Q′t)

Z ′t
=P ′t+1(i).

Therefore, if we set P ′1 = P1, then,
∀t,P ′t = Pt. (3.10)

We now use the following theorem from Freund and Schapire:

Theorem 3.8.1. For any matrix L′ with n rows and entries in [0, 1], and for any sequence of mixed
strategies Q′1, . . . ,Q′T played by the environment, the sequence of mixed strategies P ′1, . . . ,P ′T produced
by the multiplicative weights algorithm satisfies:

T∑
t=1

L′(P ′t,Q′t) ≤ min
P ′

[
αβ

T∑
t=1

L′(P ′,Q′t) + cβKL(P ′||P ′1)

]

where αβ =
ln(1/β)

1− β
, cβ =

1

1− β
.

Now, suppose we set P ′1 = P1. Then, as a corollary of the above theorem, we can say,

T∑
t=1

(L(Pt,Qt) + 0.5) ≤ min
P

[
αβ

T∑
t=1

(L(P,Qt) + 0.5) + cβKL(P||P1)

]

=⇒
T∑
t=1

L(Pt,Qt) ≤ min
P

[
αβ

T∑
t=1

L(P,Qt) + cβKL(P||P1)

]
+ 0.5 T (αβ − 1).

If we set P ′1 = P1 to the uniform distribution over the n rows of the matrix, we obtain,

T∑
t=1

L(Pt,Qt) ≤ min
P

[
αβ

T∑
t=1

L(P,Qt) + cβ ln n)

]
+ 0.5 T (αβ − 1). (3.11)
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Corollary 3.8.2. If we set β to,
1

1 +
√

2 ln n
T

,

the average per-trial loss suffered by the learner is,

1

T

T∑
t=1

L(Pt,Qt) ≤ min
P

1

T

T∑
t=1

L(P,Qt) +O

(√
ln n

T

)
.

Proof. The right hand side of Eq. (3.11) consists of three components. We look at each one of them in turn.
We first look at αβ .

For β ∈ (0, 1], by log series expansion we get,

−ln β = −2

∞∑
n=0

1

2n+ 1

(
β − 1

β + 1

)2n+1

= 2
∞∑
n=0

1

2n+ 1

(
1− β
1 + β

)2n+1

≤ 2
∞∑
n=0

(
1− β
1 + β

)2n+1

= 2

(
1− β
1 + β

)
1

1−
(

1−β
1+β

)2

= 2
(1− β)(1 + β)

(1 + β)2 − (1− β)2

=
1− β2

2β
.

Therefore,

αβ =
−ln β
1− β

≤ 1 + β

2β
=

1

2β
+

1

2
= 1 +

√
ln n

2T
. (3.12)

We now look at the second term in Eq. (3.11):

cβln n =
1

1− β
ln n =

(
1 +

√
T

2ln n

)
ln n = ln n+

√
T ln n

2
. (3.13)

We now look at the third term in Eq. (3.11). By Eq. (3.12),

0.5T (αβ − 1) ≤ 0.5T

√
ln n

2T
. (3.14)
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From Eq. (3.11), Eq. (3.12), Eq. (3.13), Eq. (3.14), and the fact that L(., .) ≤ 1, we obtain,

1

T

T∑
t=1

L(Pt,Qt) ≤ min
P

1

T

[
αβ

T∑
t=1

L(P,Qt) + cβ ln n)

]
+

1

T
0.5 T (αβ − 1)

≤ min
P

[(
1

T

T∑
t=1

L(P,Qt) +

√
ln n

2T

)
+

(
ln n

T
+

1

T

√
T ln n

2

)]
+ 0.5

√
ln n

2T

= min
P

1

T

T∑
t=1

L(P,Qt) +O

(√
ln n

T

)
.

The inverse learning rate β depends on the number of rounds, T . As we often do not know this number in
advance, one common approach, suggested by Freund and Schapire, is to divide the sequence into segments
of increasing length, where the kth segment has length Tk = k2. The learning rate for segment k can now
be defined based on Tk, rather than the (unknown) total number of rounds, T . Freund and Schapire provide
more details on the theoretical guarantees of this technique [Freund and Schapire, 1999].

3.9 Appendix: Data Preprocessing

In order to use the blog feeds gathered from Spinn3r, a series of preprocessing steps are first employed to
clean the data. Spinn3r categorizes all posts as belonging to one of four categories: Weblog, Mainstream
News, Forum, and Classified. We remove any posts that are tagged with the Forum or Classified labels, as
we assume that users would not wish to be presented with such posts. This step reduces the number of
posts by approximately half. Additionally, a short blacklist (121 sites) is used to filter out sites that are
known to contain spam or that were misclassified as blogs. Finally, using a standard shingling approach,
near-duplicate posts that appear in the same blog are removed. This allows us to deal with a common
manifestation of post content extraction errors, as well as spam blog sites that often contain many duplicate
posts. Note that we do not remove duplicate posts across different blogs, as these provide important
information regarding the prevalence of a particular story.

At this point, the named entity recognizer and part of speech tagger are used to extract all the named entities
and noun phrases, as described in sec3.4. After the standard steps of removing stop words and stemming
the nouns, there are still over 20,000 total features. Retaining all of these features is wasteful, as most do
not add any value, either because they rarely occur in the corpus or because they are uninformative for
other reasons. Specifically, we perform the following feature selection steps on each eight hour epoch of
data:

1. Select the 2,000 most frequent named entities, and discard the rest.

2. Select the 2,100 most frequent noun phrases, and discard the rest.13 (The first two steps discard
rarely occurring features.)

3. Discard the 200 most frequent noun phrases, as they tend to be uninformative (e.g., “Post” or
“Comment”).

13A noun phrase is defined to be a sequence of consecutive words all tagged as nouns by the part of speech tagger (i.e., “NN” or
“NNS”).
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4. For each of the remaining noun phrases, compute how often it appears in each post in the corpus.
Calculate the mean and variance of these counts for each noun phrase.

5. Use the statistics calculated in the previous step to prune away uninformative noun phrases. For
instance, noun phrases with an extremely low variance of occurrence (i.e., whenever they occur in a
document, they occur the same number of times), are often indicative of “boilerplate” text incorrectly
parsed as post content (e.g., the word “copyright”). As another example, nouns that have a high
average frequency of occurrence (i.e., whenever they occur, they occur many times) may indicate
spam. Based on cursory observations, we empirically selected cutoff values14 for these two statistics
that allowed us to reduce the number of noun phrases we keep to below 1,000.

After this process, we are left with slightly fewer than 3,000 features per eight hour epoch, upon which we
then run LDA.

3.10 Appendix: Setting the Concept Granularity Parameter

Following is a simple heuristic for appropriately setting the concept granularity parameter, `, following the
analysis presented in Figure 3.2.

// Define a redundancy threshold, indicating where along the horizontal axis in Figure 3.2 we want our
coverage values to be.
r ← 0.4
// Compute the mean maximum concept probability for the document collection
y ← 1

|D|
∑

d∈Dmaxi P (ci | d)
if y ≥ r then
`← 1

else
` = log(1−r)

log(1−y)

In words, this algorithm computes the ` required such that, on average, the most important concept per
document achieves a level of coverage equal to the redundancy threshold.

14We keep noun phrases whose average frequency of occurrence in a post is in the range (1.3, 6), and whose variance is in the
range (0.25, 12).
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Chapter 4

Complex Queries and Trust Preferences

In the previous chapter, we examined how our interactive concept coverage approach can be successfully
applied to address the problem of information overload in the blogosphere. Our methodology allowed us to
elegantly formalize an important real-world problem, and, in turn, this problem setting allowed us to define
and instantiate various steps of our methodology, such as probabilistic notions of document coverage and
set coverage.

However, two steps of our methodology were not discussed in the previous chapter:

• While the blog and news recommendation setting is a queryless one, many domains exist where
queries are necessary. Moreover, these queries may naturally be complex, not necessarily limited to
traditional strings of keywords.

• The personalization that occurred in the previous chapter was focused on the content of the items
being recommended. Specifically, we provided an algorithm for learning a personalized preference
weighting over the concept set C, via simple user feedback. However, we did not discuss how a
personalized affinity function (Step 4 of our methodology) could be used to allow us to model user
preferences that are orthogonal to item content, such as “I trust the New York Times.”

In this chapter, we will show how our methodology can be extended to address these two challenges. We
will do so by considering a domain where dealing with these challenges is critical to successfully addressing
information overload: discovering relevant scientific literature.

4.1 Problem Description

Today, scientific researchers primarily rely on keyword search of online indices such as Google Scholar and
PubMed. While these tools are indispensable, there are many instances where a researcher’s information
need cannot be easily specified as a simple string of keywords. Often, such a keyword query is either overly
broad, returning many articles that are at best loosely related to the researcher’s specific need, or too narrow,
potentially returning no articles at all. In these occasions, it may be more natural for the scientist to specify
his query as a small set of papers rather than as a set of words. In particular, having already read some
articles that are related to the specific task at hand, the scientist can ask, “given that these papers represent
my immediate research focus, what else should I read?”.
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More formally, given a small set of papers Q that we refer to as the query set, we seek to return a set A of
additional papers that are related to the research focus defined by the query. Intuitively, a paper that cites
all of the articles in Q is likely to represent related research. Likewise, a paper that is cited by every article
in Q might contain relevant background information. However, it is restrictive to require the papers in A to
have a direct citation to or from every article in the query set, as such papers are not guaranteed to exist.
Instead, we wish to select a set A that maximizes a more general notion of influence to and from the papers
in Q.

Moreover, in scientific research, some articles command more respect than others, based on their authorship,
publication venue, citation counts or other factors often unrelated to their textual content.

In the remainder of this chapter, we show how we can apply and extend our interactive concept coverage
methodology to deal with these two problems:

1. We describe how we can extend our notion of weighted concept representation to incorporate the
complex queries described above. We will do so by defining a document coverage function based on
a notion of influence to and from the query documents.

2. We describe how we can learn a personalized affinity function over the documents in a corpus of
scientific papers, modeling a user’s trust preferences by using the aforementioned side information.

Finally, we present experimental results showing that researchers find the scientific papers recommended
by our method to be more useful, trustworthy and diverse than those selected by popular alternatives, such
as Google Scholar and a state-of-the-art topic modeling approach.

4.2 Modeling Scientific Influence

To define a notion of influence in scientific literature, we observe that the content of a publication is an
amalgam of several sources, combining cited prior work with the authors’ novel insights and background
experience. For a given collection of articles, ideas travel from cited papers to citing papers, and from
earlier to subsequent papers by the same author (Figure 4.1A). Our notion of influence should capture this
transfer of ideas, modeling both the extent to which ideas travel between documents, as well as their topical
matter. To achieve such fine-grained detail, we define influence with respect to the individual concepts
found in a document collection. Just as in Chapter 3, these could be either coarse- or fine-grained features,
such as topics, technical terms or key phrases. For example, we might say that the ideas transferred from
one paper to another involve the concepts “energy” or “nitric oxide.” For the remainder of this chapter, we
will assume our set of concepts C to be a set of informative words extracted from the corpus.1

For each concept c in our vocabulary of concepts C, we define a directed, acyclic graph Gc, where the nodes
represent papers that contain c and the edges represent citations and common authorship.2 Figures 4.1B
and 4.1C show two such graphs for a subset of articles from the Proceedings of the National Academy of
Sciences (PNAS), for the concepts “plant” and “stress.” While a path between two nodes in such a graph
may indicate influence with respect to a particular concept, mere existence of a path does little to express
the degree to which this influence occurs. To capture the degree of influence, we define a weight θ(c)

x→y for
each edge (x, y) in graph Gc, representing the probability of direct influence from paper x to paper y with

1More details can be found in Appendix 4.8, at the end of this chapter.
2In this chapter, we treat cited papers that are also co-authored simply as cited papers.
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Figure 4.1: (A) A graph of articles from the Proceedings of the National Academy of Sciences (PNAS). Nodes
represent papers, solid edges represent citations (x→ y if y cites x) and dotted edges represent common authorship
(x→ y if x is older than y and x, y share an author). More details on the data sets used in this chapter can be found
in Appendix 4.8. (B,C) Subgraphs of (A), limited to papers containing the concepts “plant” and “stress,” respectively
(other papers are grayed out). Thick dashed lines indicate paths of influence between papers 5550 and 11770. (D)
Example illustrating how Eq. (4.2) penalizes redundancy. The first two papers selected exhibit a high influence with
respect to “plant,” and thus subsequently adding such papers to A causes little increase in Eq. (4.2) (solid lines),
especially when compared to the sum of individual influences (dashed lines). The influence with respect to “stress”
remains low, thus never triggering such a redundancy penalty.

respect to concept c. We can then use these edge weights to define a probabilistic, concept-specific notion
of influence between any two papers in the document collection.

4.2.1 Defining edge weights

Figure 4.2 shows an example from the PNAS data set illustrating how we define the weight θ(c)
x→y on each

edge. Here, article 9467 cites two articles containing the concept “oxygen,” {424, 13344}, indicated by
the solid black edges. The dotted black edges indicate that two other articles, {1829, 7657}, contain the
concept “oxygen” and share authors with 9467. (The dotted gray edge indicates that there is a third article
sharing authors with 9467 that does not contain “oxygen.”) We assume that every occurrence of the concept
“oxygen” in 9467 is either a novel idea or is directly inspired by one of these sources. Thus, we view the
weight θ(c)

x→y as the probability a random instance of concept c in paper y was directly inspired by paper
x.

The bar graph over the nodes in Figure 4.2 illustrates the proportion of the content of each paper consisting
of the “oxygen” concept. For instance, the height of the first bar on the left is n(oxygen)

424 /N424, where
n

(c)
x is the frequency of concept c in document x, and Nx =

∑
c∈C n

(c)
x is the total length of document x.

Additionally, the bars over 1829 and 7657 are shortened to one third of their original height (indicated
in light gray), representing the intuition that an explicit citation is a more informative relationship than
common authorship. The authors of 9467 have three prior publications in this example, and thus by dividing
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Figure 4.2: An example from the PNAS data set, illustrating the edge weight computation for a node in Goxygen.
Solid black edges indicate citations, while dotted black edges indicate common authorship. The dotted gray edge
refers to a paper sharing an author with 9467, but not containing the concept “oxygen.” Edge weights are assigned
proportional to the bar chart, indicating the prevalence of “oxygen” in each parent node. The bars over 1829 and 7657
are shortened to one third of their original height (indicated in light gray), such that the contribution due to common
authorship is equivalent to that of a single paper. The novelty node is only used to normalize the edge weights, and in
this case is dominated in influence by the other articles.

by three, the effective total contribution of these papers is that of a single paper. Finally, we represent
the novelty distribution for a particular paper y as the average distribution over concepts for all papers
published in the same year as y. In this case, the novelty contribution for “oxygen” is dominated by the
four papers. (We note that there are no actual novelty nodes in the graph, as the associated distribution is
only used for normalization.)

Here, θ(oxygen)
x→9467 is proportional to the height of the corresponding bar in the plot. More generally, if a paper

y cites papers {r1, . . . , rk}, and the authors have previously written papers {b1, . . . , bl}, then the edge
weights are defined as follows:

θ(c)
ri→y =

1

Z

n
(c)
ri

Nri

,

θ
(c)
bi→y =

1

Z

n
(c)
bi

l ·Nbi

,

with normalization constant,

Z =
k∑
j=1

n
(c)
rj

Nrj

+
1

l

l∑
j=1

n
(c)
bj

Nbj

+ novel (c)
y ,

where novel
(c)
y is the average proportion of concept c across all papers published in the same year as

y.

4.2.2 Calculating influence

Given a concept-specific weight for each edge in the citation graph, representing the direct influence
between two neighboring nodes, we can now define the influence between any two papers in our collection.
In particular, if we say that each edge x→ y in Gc is active with some probability θ(c)

x→y, we arrive at the
following definition:
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Definition 4.2.1. The influence between papers u and v with respect to concept c, Influencec(u↔ v), is
the probability there exists a directed path in Gc from one paper to the other, consisting only of active
edges.

While intuitive, the exact computation of this probability is intractable, as the problem of computing
connectedness in a random graph belongs to the #P-complete class of computational problems [Provan and
Ball, 1983, Valiant, 1979], for which there are no known polynomial-time solutions. We can overcome
this computational hurdle via approximation, by employing one of two methods: 1) a simple Monte Carlo
sampling procedure with theoretical guarantees; and, 2) a deterministic, linear-time dynamic programming
heuristic, based on the assumption that the paths between two nodes are independent of each other.

Sampling

The simplest procedure for estimating the influence between two nodes is to generate samples directly
based on the definition of influence. Each sample is generated as follows:

For each concept c:

1. Mark each edge x→ y in Gc as active with probability θ(c)
x→y.

2. For all pairs of nodes (u, v), record whether a path exists between them using only active edges.

After generating B samples, the probability that a node u influences a node v with respect to concept c
is simply estimated as the proportion of the B samples for concept c in which an active path from u to v
exists. A natural question to ask is, how many samples do we need for a reasonable estimate of influence?
A short proof using Hoeffding’s Inequality shows us that the number of samples we need grows only
logarithmically with the number of articles in the document collection.

Theorem 4.2.1. In order to estimate m influence values such that, with probability η, each of the m
estimates is no more than δ away from its true value, a sufficient number of samples B is 2

δ2
log(2m/η).

Proof. We wish to estimate m influence probabilities, p1, p2, . . . , pm, using p̂1, p̂2, . . . , p̂m, where p̂j =
1
B

∑B
i=1X

(i)
j , and each X(i)

j is a random variable that is either 0 or 1, representing whether the jth
pair of nodes is connected via an active path in sample i. Note that by our definition of influence,
E[p̂j ] = 1

B

∑B
i=1E[X

(i)
j ] = pj .

We let εj = |p̂j−pj |, the absolute difference between influence value pj and its estimate using the sampling
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methodology from above. Given some δ, we want P (ε1 ≥ δ ∨ ε2 ≥ δ ∨ . . . ∨ εm ≥ δ) to be small.

P

 m∨
j=1

(εj ≥ δ)

 ≤
m∑
j=1

P (εj ≥ δ)

=

m∑
j=1

P (|p̂j − pj | ≥ δ)

=
m∑
j=1

P

(∣∣∣∣∣ 1

B

B∑
i=1

X
(i)
j −

1

B

B∑
i=1

E
[
X

(i)
j

]∣∣∣∣∣ ≥ δ
)

=

m∑
j=1

P

(∣∣∣∣∣ 1

B

B∑
i=1

X
(i)
j − E

[
X

(i)
j

]∣∣∣∣∣ ≥ δ
)

=
m∑
j=1

P

(∣∣∣∣∣
B∑
i=1

X
(i)
j −B · E

[
X

(i)
j

]∣∣∣∣∣ ≥ Bδ
)

≤
m∑
j=1

2 exp

(
−2B2δ2

4B

)

= 2m exp

(
−Bδ2

2

)
,

where the first inequality is due to the union bound, and the second inequality is due to Hoeffding [1963].

Thus, the probability that any of our m estimates is more than δ away from its true value given B samples
is less than or equal to 2m exp(−Bδ2/2). For this probability to be less than or equal to η, we need:

2m exp

(
−Bδ2

2

)
≤ η,

exp

(
−Bδ2

2

)
≤ η

2m
,

−Bδ2 ≤ 2 log
( η

2m

)
,

B ≥ −2

δ2
log
( η

2m

)
=

2

δ2
log

(
2m

η

)
.

As the number of influence values to estimate is quadratic in the number of articles, the number of samples
we need is logarithmic in the total number of articles. While this is a heartening result, we find that for
large document collections, generating enough samples can still be a time-consuming process.

Independence heuristic

As an alternative to sampling, we describe an efficient dynamic programming heuristic based on the
assumption that the paths between two nodes in Gc are independent of each other. For instance, in Figure
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1B, the two influence paths between 5550 and 11770 with respect to the concept “plant” are completely
independent of each other. Thus, the probability of at least one active path existing between the two nodes
in this situation can be computed exactly:

Influenceplant(5550→ 11770)

= 1− P (there is no influence between 5550 and 11770)

= 1− P (there is no direct influence from 5550) ·
P (there is no influence through 1839)

= 1− (1− θ(plant)
5550→11770)(1− θ(plant)

5550→1839θ
(plant)
1839→11770).

The second equality follows from the independence of the two paths. On the other hand, looking at Figure
1C, we find the paths between the two nodes in Gstress are not independent, making such a calculation
more problematic.

Based on this intuition, if we rashly assume that the paths between two nodes will always be independent
of each other in Gc, for all c, we arrive at a simple, efficient heuristic for computing the influence between
all pairs of nodes (Algorithm 4.1). By traversing the graph in topological order, we know that when we
arrive at a node we will have already computed all the influence going to its parents. Using these influences
and our independence assumption, we can then immediately compute the influence to the node itself. We
note that this algorithm requires the graphs to be acyclic.3

While the independence assumption upon which this heuristic is based certainly is not true in general,
we find that, nevertheless, the values we compute are close to what we would expect from sampling (cf.
Figure 4.3). Thus, despite not being amenable to theoretical guarantees, we find this heuristic works well in
practice.

4.3 Selecting Articles

Thus far, we have defined a probabilistic notion of influence between any two documents in a corpus of
research papers. However, our end goal is to select a set of relevant articles that exhibit high influence to or
from a set of query papers. In this section, we show how we can apply our interactive concept coverage
methodology to address this problem. At a high level, we will maintain the same set coverage function and
overall objective function as defined in the previous chapter, while defining a new concept representation
designed to take the query set of documents into account.

We start by defining an augmented concept representation:

Definition 4.3.1 (Augmented Concept Representation). An augmented concept representation is a quintuple
〈C,D,Q, cover·(·, ·),w〉. C is a finite set of concepts, D is a finite set of documents and Q is a finite set
of augmented items. The relation between documents, concepts and augmented items is captured by
the augmented document coverage function, coverj(i, q) : C × Q → R≥0, which quantifies the amount
document dj ∈ D covers concept ci ∈ C with respect to item q ∈ Q. w ∈ R|C|×|Q|≥0 is a weight vector over
concept-item pairs, indicating relative importance.

3Based on simple chronology, one would expect a citation graph to be acyclic; after all, a researcher cannot cite a paper if it
does not yet exist. However, this is not quite the case in practice (e.g., colleagues writing papers simultaneously may cite each
other). Details on how we address this problem can be found in Appendix 4.8, at the end of this chapter.
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Algorithm 4.1: Dynamic Programming Heuristic for Influence
N : number of documents
C: vocabulary of concepts
// Initialize to empty 3D array
// influenceEstimate[c][x][y] will contain influence
// from x to y with respect to concept c.
influenceEstimate← array[|C|][N ][N ]
for all c ∈ C do

for all nodes y in Gc do
// Initialize to identity
influenceEstimate[c][y][y]← 1

topoOrder ← topological order of nodes in Gc
for y ∈ topoOrder do

// influenceEstimate[c][][x] already calculated
// for all x ∈ parents(y)
if parents(y) = ∅ then

continue
influenceFromParents← array[|parents(y)|]
for all x ∈ parents(y) do

// Influence to the parent multiplied by
// the edge weight
influenceFromParents[x]← influenceEstimate[c][][x] · θ(c)

x→y
// Product is element-wise
influenceEstimate[c][][y]← 1−

∏
x∈parents(y)(1− influenceFromParents[x])

4.3.1 Influence-based Coverage

Rather than simply covering concepts, we will use the augmented concept representation to define a
document coverage function over concept-query document pairs. Intuitively, we want an article d to cover
a concept c with respect to query document q if:

• There is a high degree of influence between documents d and q with respect to concept c; and,

• Concept c is important in document d.

The first condition reiterates the initial motivation of this chapter, of finding articles with high influence to
and from the query set, and can be satisfied by ensuring that our document coverage function includes our
expression for influence: Influencec(q ↔ d).

The second condition ensures that a document cannot cover a concept unless that concept is prominently
featured in that document. For example, a document d might contain a single occurrence of the concept
“plant,” and that single occurrence might be heavily influenced by one of the query documents q. However,
as d only tangentially mentions “plant,” we do not wish this strong influence to incentivize its inclusion in
the result set. To address this concern, we again assume we have a probability distribution over concepts for
document d, P (c | d), and a concept granularity parameter ` (cf. Section 3.1), which we can use to define
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Figure 4.3: This figure shows a comparison on the PNAS data set between the influence values computed
via sampling (B = 6530) and those computed using the independence heuristic. For all concepts and
all pairs of articles with meaningful influence between them (i.e., not trivially zero, as is the case when
the nodes are not connected in the graph), we compute the influence using both methods, and record the
absolute deviation (|sampling− heuristic|) and relative error (|sampling− heuristic|/sampling). The worst
case and mean values of these measures for each concept are plotted above. For this setting of B, the
estimates computed via sampling are likely (> 95%) to be within 0.075 of their true values.

an importance probability β(c)
d = 1 − (1 − P (c | d))`.4 We note that this is identical to the expression

for probabilistic document coverage in Eq. (3.1). We use this importance probability to safeguard against
selecting documents that are only tangentially related to the imported concepts in the query papers.

Putting these together, we obtain the following augmented document coverage function:

coverd(c, q) = Influencec(q ↔ d) · β(c)
d . (4.1)

Finally, to ensure that the selected documents pertain to the concepts most prevalent in the query set, we
define the concept-item weight vector w such that wc,q is proportional to the frequency of concept c in

4For the experiments in this chapter, we set the concept granularity parameter ` = 20 and P (c | d) to be proportional to the
frequency of concept c in document d.
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Figure 4.4: The top cloud represents a query paper (5550), the bottom word cloud represents a paper to be selected
(11770) and the lines between them represent individual influences of varying strength. In each word cloud, the
size of a word is proportional to its frequency in the corresponding article. w is illustrated by the shaded ellipses
in the top word cloud, showing a higher incentive to pick articles about “plant” or “resistance” than about “stress.”
However, despite its prevalence in the query document, “plant” is only tangentially present in article 11770, and thus
β ensures a low degree of influence. This can be contrasted with “resistance,” which is prevalent in both documents
and displays a high degree of influence.

query document q.

Figure 4.4 provides an illustrative example of the weights defined in this section.

4.3.2 Optimization

Given the augmented concept representation we defined above, we can now extend the probabilistic set
coverage function and objective from the previous chapter to allow us to select a diverse set of scientific
articles, related to the query set. We note that diversity is important in this setting as it is difficult to
predict the exact information need of a researcher, and thus providing a wide variety of papers increases the
likelihood of query satisfaction.

Our augmented probabilistic set coverage function is:

coverA(c, q) = 1−
∏
d∈A

(1− coverd(c, q)). (4.2)

This is the natural extension of our set coverage function from the last chapter, in Eq. (3.2), to the augmented
case, indicating that a set of documents A covers concept c with respect to query article q if at least one of
the articles in A covers c with respect to q. The diminishing returns property exhibited by this function is
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illustrated in Figure 4.1D, showing how the marginal gain in augmented set coverage of the concept “plant”
diminishes as more papers are added to the result set A. In particular, beyond a certain level of influence,
the gain observed in Eq. (4.2) from adding additional documents to the result set is smaller than would be
expected if we were naı̈vely summing the individual influences. We do not see the same redundancy penalty
with respect to “stress,” as the result set is not sufficiently influenced with respect to this concept.

Finally, we can put everything together by extending our submodular objective function from Chapter 3 to
this setting, such that, when maximized, it returns a diverse set of papers highly relevant to the query:

FQ(A) =
∑
q∈Q

∑
c∈C

wc,q coverA(c, q). (4.3)

This objective is of identical form to Eq. (3.3) in the previous chapter, has the same theoretical guarantees,
and can be optimized using the same efficient CELF algorithm [Leskovec et al., 2007].

4.4 Trust and Personalization

Considering our running example of PNAS articles (Figure 4.1A), we can set our query set to be Q =
{4468, 5688}, the parents of “Nitric Oxide in Plant Immunity” (5550). Optimizing Equation 4.3 for this
query produces a result set of articles ranging in topics from plant biology to immunology (cf. Table 4.2).
While these articles may be relevant to the query, a major shortcoming is that every researcher who submits
this query will receive an identical result set. For any given topic, different researchers trust different authors
and publications, and the objective in Equation 4.3 provides no means to express these preferences. Unlike
the content-based personalization introduced in Chapter 3, the personal preferences we seek to model in
this section are based on side information of the documents being recommended, such as authorship or
publication venue. As such, we introduce a personalized affinity function, defined over documents, to
encode such preferences.

While a long line of prior work exists on summarizing the impact of an author or publication with a single
number [Adler et al., 2009], often based on citation statistics [Garfield, 1972, Hirsch, 2005] or eigenvector
methods [Chen et al., 2007, Kleinberg, 1999, Page et al., 1999, Radicchi et al., 2009], here we wish to
capture a more detailed picture of the relationship between a researcher and the authors he cites.

In order to properly model such an individual notion of trust in the setting of scholarly research, we consider
two motivating scenarios:

1. Different authors command different levels of respect from their research communities, e.g., a Nobel
laureate versus a first-year graduate student, as an extreme case.

2. Even among distinguished scientists, a particular researcher’s interests may be aligned more closely
with some than others. Thus, beyond simply differentiating novices from experts, a notion of trust
should also capture differences in research interests. For example, asking computer scientists to
name whom they most associate with the concept “network” may yield Judea Pearl (Bayesian
networks), Jon Kleinberg (social networks), Geoff Hinton (neural networks) or Van Jacobson
(computer networks), depending on who is answering. All are distinguished researchers, but each is
associated with a distinct subfield of computer science.
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Figure 4.5: Example illustrating trust calculation for an immunologist asking, “How much do I trust Carl Nathan
with respect to the concept ‘nitrogen’?” Thick dashed lines indicate influence from Dr. Nathan to individual elements
of B, and pie chart represents relative prevalence of the word “nitrogen” in the two papers in B.

At the heart of both scenarios is a personal question that is often answered differently by different
researchers: How much do I trust this author with respect to this concept?

By answering this question, a researcher would enable us to formally incorporate his trust preferences
into our objective function, allowing us to select papers tailored specifically to his tastes. However, as
researchers will not be able to provide an answer for every combination of authors and concepts, we must
elicit their trust preferences in a less onerous manner. In order to do so, we assume that trust is transitive.
For example, if Alice trusts an article, and that article is heavily influenced by Bob with respect to the
concept “network,” then Alice is likely to also trust Bob with respect to “network.” Thus, at a fundamental
level, a researcher need only specify a set of trusted papers B, from which we can infer answers to the
above question. As a shortcut, a researcher may choose to define B indirectly by specifying a list of trusted
journals and conferences, or subsets thereof (e.g., a particular conference track or article classification).
B could also be specified as the papers cited by one or more trusted authors, representing a look at one’s
research through the eyes of another scientist, potentially in another field. Thus, a plucky physicist could
ask, “What would Steven Chu recommend I read?”, and obtain a set of papers related to his query, yet
tailored to the research interests and trust preferences of the Nobel laureate.

With this intuition in mind, we define τ (c)
a|B, the probability a researcher trusts author a with respect to

concept c, given trusted articles B. (The “|B” notation in this section indicates personalizing with respect to
trusted set B.) Figure 4.5 illustrates how we compute τ (c)

a|B for a particular example from PNAS, where the
concept c is “nitrogen,” the author a is Carl Nathan, MD, and the researcher has specified two immunology
papers as his trusted set, B = {10161, 9318}. For each paper b ∈ B, we compute how much the author a
influenced b with respect to concept c. As our influence is now expressed from an author to an article, we
treat all of an author’s papers as a single unit.

Definition 4.4.1. The influence from author a to article b with respect to concept c, AuthorInfluencec(a→
b), is the probability there exists a directed path in Gc from any article written by a to article b consisting
only of active edges, where each edge is (independently) active with probability θ(c)

x→y.

As before, we employ sampling or dynamic programming to efficiently estimate this otherwise intractable
computation (cf. Algorithm 4.2).

In our example, we first look at how much Dr. Nathan’s papers influence 10161 with respect to “nitrogen,”
and again from Dr. Nathan’s papers to 9318. We now weigh these two influences by the prevalence of
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Algorithm 4.2: Dynamic Programming Heuristic for Author Influence
N : number of documents
C: vocabulary of concepts
// Initialize to empty 3D array
// authorInfluence[c][a][y] will contain influence from author a to paper y w.r.t. concept c.
authorInfluence← array[|C|][numAuthors][N ]
for all c ∈ C do

for all authors a do
// Every author influences his or her own papers
authorInfluence[c][a][papers(a)]← 1

topoOrder ← topological order of nodes in Gc
for y ∈ topoOrder do

// authorInfluence[c][][x] already calculated for all x ∈ parents(y)
if parents(y) = ∅ then

continue
influenceFromParents← array[|parents(y)|]
for all x ∈ parents(y) do

// Influence to the parent multiplied by the edge weight
influenceFromParents[x]← authorInfluence[c][][x] · θ(c)

x→y
// Product is element-wise
authorInfluence[c][][y]← 1−

∏
x∈parents(y)(1− influenceFromParents[x])

// Retain authors’ self-influence
authorInfluence[c][authors(y)][y]← 1

the word “nitrogen” in each paper b (as indicated by the pie chart in Figure 4.5), and define τ (c)
a|B to be the

weighted sum of the two.

More generally, we have:

τ
(c)
a|B =


1

N
(c)
B

∑
b∈B n

(c)
b AuthorInfluencec(a→ b), if N (c)

B > 0

τ
(c)
a|D, otherwise,

where N (c)
B is the total weight of concept c in the set B, n(c)

b is the weight of concept c in paper b, and
D is the set of all papers in the corpus. Here, the influence to each b ∈ B is weighted by the relative
prevalence of concept c with respect to B, n(c)

b /N
(c)
B . We note that if a researcher’s trusted set B contains

no occurrences of a particular concept, we assign the trust value to τ (c)
a|D, as if all the papers in the corpus

were trusted equally.

In order to incorporate trust into paper selection, we assume an author will trust a paper if and only if he
trusts at least one of its authors. This intuition can be encoded in a personalized affinity function:

affinity(d) = 1−
∏

a∈authors(d)

(1− τ (c)
a|B).

We can now include this affinity into our augmented document coverage function, thereby encoding the
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personal trust preferences of the user:

coverd|B(c, q) = Influencec(q ↔ d) · β(c)
d · affinity(d). (4.4)

We can plug this in to the same objective function as in the unpersonalized case—Eq. (4.3)—and optimize
it the same way with the same guarantees. The objective remains submodular and monotonic, as the
document coverage function is still defined as a probability, over the range [0, 1].

Figure 4.6 shows our PNAS example from before, with the same query set Q = {4468, 5688}, but
now incorporating the trust preferences of two hypothetical researchers: a plant biologist (A) and an
immunologist (B). The figure highlights how differences in trust preferences can manifest themselves in
article selection. In Figure 4.7, we provide another example, this time from computer science. Here, we
take the famous Faloutsos, Faloutsos and Faloutsos paper, “On power-law relationships of the Internet
topology” [Faloutsos et al., 1999], and select related literature for it using the trust preferences of each
author. Specifically, the visualization in the figure shows that by assuming that Michalis Faloutsos trusts
SIGCOMM papers, Petros Faloutsos trusts SIGGRAPH papers, and Christos Faloutsos trusts KDD papers,
we can select related work tailored to each author’s perspective. While some relevant papers are common
to all three points of view, other selected papers are particular to just one. For example, in Christos’
data mining-focused result set, we find a few papers related to the evolution of social networks (e.g.,
“Microscopic evolution of social networks” by Leskovec et al.) which are not found in Michalis’ and Petros’
results. Moreover, these papers are not selected in the unpersonalized setting, when no trust preferences are
taken into account.

4.5 Experimental Results

While these illustrative examples provide intuition, in order to truly evaluate our methodology we must
solicit feedback from real scientific researchers. To this end, we conducted a user study involving sixteen
subjects (all doctoral students in computer science or related fields).

We compare two variants of our algorithm–with and without incorporating trust preferences of the
participant–with three representative alternative techniques: Google Scholar,5 Information Genealogy [Sha-
parenko and Joachims, 2007] (a hypothesis testing approach based on document text), and the Relational
Topic Model [Chang and Blei, 2010] (a state-of-the-art topic model incorporating both text and citations to
model latent themes in data).6 For each participant, we use each of these techniques to find related work for
a previously written paper–that participant’s study paper–thereby simulating a real research scenario. We
define each query set Q to be the references of the corresponding study paper, and we ask each participant
to list up to four trusted conferences or journals, which we use to define B. The articles used in this study
come from the ACM Digital Library,7 as described in Appendix 4.8.

In the case of Google Scholar, we ask a coauthor of the participant to provide the ideal keyword query he
or she would use to find related work for the study paper. We enter this query into Google Scholar, and
retrieve a result set containing the top ten papers that also appear in our ACM data set. In some cases, the
keyword query provided was too specific, resulting in fewer than ten Google Scholar results.

5http://scholar.google.com
6Previous work [McNee et al., 2002] has shown that Google keyword search outperforms collaborative filtering techniques for

selecting useful papers, and thus we do not directly compare against these approaches.
7http://portal.acm.org
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Figure 4.6: Top ten papers selected for Q = {4468, 5688} where B is defined as (A) all the plant biology papers, or
(B) all the immunology papers, in the PNAS data set. Node colors correspond to article classification, as indicated
by the key. (Colloquium refers to the National Academy of Sciences Colloquium on Virulence and Defense in
Host-Pathogen Interactions: Common Features Between Plants and Animals. “Other” refers to unclassified papers,
e.g., “From the Academy.”.) Numbers indicate order of selection by optimization algorithm, roughly indicating order
of importance (cf. Tables 4.3 and 4.4).

For the Relational Topic Modeling approach, we fit the model to our data using the collapsed Gibbs
sampling package provided by the authors [Chang, 2010]. We use K=50 topics, a burn-in of 750 samples,
and collect our results over 750 additional samples. The parameters are set according to guidance from the
first author (alpha=1/K, beta=4, eta=1/(size of vocabulary)). To select a set of related work, we compute the
link probability from the study paper to each additional paper, and return the top ten most likely new links.
We note that we give the model access to the abstract of the study paper–information that our algorithms do
not have access to.

Finally, as the Information Genealogy model only takes into account document text, we provide the
algorithm with the abstract of the study paper and retrieve the ten papers in the corpus with the most
influence on the study paper. We use the same convex optimization package as used by the authors of the
paper.8

Unlike many previous studies, each participant was asked to evaluate all five comparison methods, rather
than just a single technique. In total, 612 distinct papers were recommended using these five techniques
across all sixteen participants.

Each participant was presented with the recommended articles for his or her study paper in a double-
blind fashion, masking the identity of the technique used to select each paper. Participants were asked

8http://www.mosek.com
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Figure 4.7: A visualization of related work for Faloutsos, Faloutsos, and Faloutsos’ “On power-law relationships of
the Internet topology.” The top word cloud represents papers selected using Equation 4.3, with no trust preferences.
(The size of each word in the cloud is proportional to its prevalence in the selected documents.) The subsequent three
word clouds represent papers selected using the notion of personalized coverage defined in Equation 4.4, with three
different trusted sets B, one representing each author’s perspective. Each word cloud visualizes the selected papers
that are unique to each author’s result set. For example, the bottom word cloud shows the papers found in Christos’
data mining-focused results, but do not exist in Petros’ or Michalis’ result sets.

to answer questions on the usefulness, novelty and trustworthiness of each paper with respect to their
research.9 Additionally, participants were presented with entire result sets and asked to evaluate them in
terms of diversity. Figure 4.8 shows the results of the study, from which we can glean the following main
observations:

1. On average, users find the papers our algorithm selects to be more useful than those selected by the
comparison techniques. The topic modeling approach performs especially poorly, with fewer than
half of selected papers deemed useful.

2. Explicitly modeling the individual trust preferences of users leads to more trustworthy papers being
selected. However, this comes at the expense of novelty in the selected articles, as researchers are
more familiar with the work of authors they trust.

9Specific questions asked can be found in Appendix 4.9.
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Figure 4.8: User study results comparing two variants of our algorithm, Beyond Keyword Search (BKS), with and
without incorporating trust preferences, with the Relational Topic Model (RTM), Information Genealogy (IG) and
Google Scholar. Values in bar plots (A), (B) and (C) are responses to the indicated study questions averaged over all
sixteen participants, with error bars indicating one standard error. (D) shows how many participants (out of 16) found
that our method produced more diverse results compared to the alternative techniques.

3. Our algorithm provides more diverse results than the comparison techniques, which is unsurprising,
as our objective functions penalize redundancy.

4.6 Related Work

Researchers in both the library science and computer science communities have studied the shortcomings
of the traditional keyword search paradigm [Bates, 1989, Olston and Chi, 2003, Pandit and Olston, 2007].
In fact, our specific query model of defining a researcher’s information need as a set of papers rather
than as a keyword string has been described before [Bollacker et al., 2000, McNee et al., 2002]. In one
particularly related line of research, collaborative filtering techniques that have been successful for movie
and product recommendations were adapted to the paper recommendation setting [McNee et al., 2002,
Torres et al., 2004]. Another approach uses hypothesis testing to determine the articles that most influence
each paper–the paper’s Information Genealogy–based only on article text [Shaparenko and Joachims, 2007].
Unlike these previous approaches, our methodology is based on a unified model of text and citations that
places special emphasis on the different trust preferences of individual researchers.

Previous work has also considered the more general, yet related, problem of taking positive examples of
membership in a set and using them to expand the set [Elkan and Noto, 2008, Ghahramani and Heller,
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2006]. While such approaches have been applied to the domain of research literature, they do not explicitly
model the particular characteristics of our problem, e.g., the effect of citations, publication venues and
authorship.

Moreover, it is also important to note that our algorithm is operational in that it describes a method
for selecting papers, in contrast with many descriptive studies in bibliometrics, sociology and other
fields [Barabási, 2002, de Solla Price, 1965, Newman, 2001a,b, Redner, 1998, Rosvall and Bergstrom,
2008]. In particular, the large body of work on topic modeling in computer science and statistics focuses
on fitting probabilistic models to document collections by modeling latent themes in the data [Blei and
Lafferty, 2009]. While often applied to corpora of scholarly literature [Airoldi et al., 2010, Blei and Lafferty,
2006, 2007, Dietz et al., 2007, Erosheva et al., 2004, Gerrish and Blei, 2010, Griffiths and Steyvers, 2004,
Rozen-Zvi et al., 2004], paper recommendation is not the primary objective of these models. Rather, our
algorithm follows from a line of work that frames document selection as an explicit optimization problem
(cf. [El-Arini et al., 2009]).

Finally, we note that the approach we describe in this chapter is, in fact, agnostic to the specific definition
of influence we use, and thus while we define influence to have an explicit probabilistic interpretation,
other such definitions are possible. For instance, recent work by Lao and Cohen [2010] provides an
approach based on path-constrained random walks, which we can plug in as an alternative definition for
influence.

4.7 Conclusions

The problem addressed in this chapter—how to move beyond keyword search when trying to find relevant
scientific literature— very much inspired the title of this thesis. Here, we have a critical information
retrieval task that is query-dependent, but the most natural form of querying does not correspond to the
traditional keyword queries we are used to when it comes to Web search.

We hypothesized that the interactive concept coverage methodology that we introduced in the previous
chapters was flexible enough to successfully address this qualitatively different problem. This was evident
in that the underlying objective function and probabilistic set coverage functions remained mostly the same
between this chapter and the last, resulting in identical optimization algorithms and theoretical guarantees.
However, in this problem setting, we had the opportunity to examine two different aspects of our six-step
methodology that we had not encountered before:

• While the news recommendation setting is queryless, here we showed how to successfully incorporate
a complex query structure into our approach, defining an augmented concept representation and
corresponding document coverage function that captured a domain-specific idea of influence.

• Personal trust preferences play an important role when scholars decide which articles to read or cite.
However, much of these preferences and affinities are based on side information, not on the actual
content that we are covering with our objective function. As such, we showed how we can define
a probabilistic personalized affinity function, which we seamlessly incorporate into our notion of
document coverage, that incentivized our objective function to select documents that were more
likely to be trusted by the user.

In both of these cases, we moved beyond the simple user interaction process of the previous chapter, instead
soliciting richer information from users in non-onerous, natural methods.
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The success of our interactive concept coverage methodology at addressing this problem was demonstrated
by our experimental results, where an in-depth user study showed that the articles recommended by our
approach were more relevant, more trustworthy and more diverse than those recommended by a variety
of state-of-the-art approaches, including the current gold standard of Google Scholar. We envision this
particular application of our methodology to become an important complement to keyword search for the
scholarly research community.

4.8 Appendix: Data Details and Preprocessing

In this chapter we refer to two data sets of scientific publications:

1. PNAS Data: Five years worth of articles from the Proceedings of the National Academy of Sciences
(1997-2001; 13,648 papers).

2. ACM Data: A subset of the Association for Computing Machinery Digital Library, focused on papers
in machine learning and related areas (1959-2009; 35,042 papers).

Both data sets include the title, authors, publication date, venue or publication track, citations, abstract and
full text (when available) of each paper. The particular running example in this chapter refers to the PNAS
articles in Table 4.1.

Each data set was preprocessed to ensure the acyclicity of the citation graph, as well as to extract a
vocabulary C of important concepts. The content of each paper is represented as a frequency vector of these
selected concepts.

Processing the citation graph. Based on simple chronology, one would expect a citation graph to be
acyclic; after all, a researcher cannot cite a paper if it does not yet exist. However, this is not quite the case
in practice. For instance, colleagues writing several papers simultaneously may cite each other, leading to
doubly-connected pairs in the graph. As our algorithms rely on the acyclicity of the citation graph, we take
the following steps to remove cycles:

1. Remove self cycles from the graph (i.e., edges that start and end at the same node).

2. Find the strongly connected components (SCCs) of the graph (i.e., maximal subgraphs such that for
any two nodes x, y in the subgraph, there is a path from x to y and a path from y to x). In a directed
acyclic graph (DAG), all the SCCs are of size one. However, this is generally not the case in real
citation graphs.

3. For SCCs of size two (i.e., “I cite you and you cite me”), we employ the following heuristic to
determine which edge to cut:

• If the two papers were published in different years, have the later paper cite the earlier paper.

• Else, if number of citations is different, have the lesser cited paper cite the more highly cited
paper.

• Else, pick one of the two edges uniformly at random.

61



4. While the previous step takes care of most cycles, a few peculiar cases with SCCs of size greater than
two usually remain. There are few enough of these that we look at each such component individually,
and manually decide which edges to cut.

Finally, recall that we augment the citation graph with edges indicating common authorship. In this step,
we only connect papers that were written within five years of each other, as influence may tend to diminish
over time. Moreover, when augmenting the graph with these edges, we ensure that we are not creating any
cycles.

Selecting concepts. A typical corpus of scientific publications may contain tens of thousands of unique
words, but only a fraction of them will be informative. Thus, working with the entire set of words rather
than a particular subset can be wasteful. To this end, for each data set, we select a subset of words that we
use as concepts:

• Ignore stop words (e.g., “the,” “and,” “of,” etc.), words containing non-alphanumeric characters, and
words that are too long (> 20 characters) or too short (< 3 characters).

• Of the remaining words, select the top 10,000 most frequent.

• Of these words, select ones that appear in at least 40 articles but fewer than 3,500 articles. If a word
appears in too few articles, it is likely to be overly specific, while if it appears in a large fraction of
articles, it is likely to be too general (e.g., the word “cell” for the case of PNAS, or “computer” for
ACM). (These numbers are for the PNAS data set. For the larger ACM collection, we require words
to appear in at least 100 documents and in no more than 8,000.)

• Finally, in an attempt to avoid selecting marginal words, we only select words such that when they
appear in a document, they appear at least twice (on average).

4.9 Appendix: User Study Details

The following questions were asked of each user study participant, for each article presented:

1. Assume you came across this paper while working on the study paper. From reading the title and
abstract, would you have been inclined to:

(a) continue reading the paper (even if just to skim), because you think it might be useful to the
work of the study paper?

(b) walk away (i.e., from the title and abstract alone, you can already tell that this paper is not
useful to the work of the study paper)?

2. Do you feel that this paper would have been a must read for you when working on the study paper?
(i.e., you would have read this paper carefully had you known about it, and perhaps would have cited
it) [Yes, No]

3. Did you know about this paper before? [Yes, No]

4. Taking the authors and venue into account, would you be inclined to trust what this paper has to say?

(a) For sure [4]
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(b) Probably [3]

(c) Not sure [2]

(d) Probably not [1]

(e) Not at all [0]

(Figure 4.8A plots the responses to questions 1 and 2. Figure 4.8B plots the responses to question 4.
Figure 4.8C plots the responses to question 3.)

After answering these questions for all papers selected by all five approaches, the participant is presented
with all ten pairings of the five approaches, head to head, one pair of result sets at a time (e.g., RTM results
on the left of the screen, our results with trust on the right). For each pair of result sets, the participant is
asked to indicate which of the result sets is more diverse, or if they are equally diverse. As a diverse set
of useless results is not beneficial to a researcher, in this part of the study we only display the papers that
were indicated as useful by the participant in the previous section (i.e., an affirmative answer to question 1).
(These diversity results are plotted in Figure 4.8D.)

4.10 Appendix: Selected Papers

Tables 4.2-4.4 show the papers selected for our running PNAS example. In particular, Tables 4.3 and 4.4
show the papers presented in Figure 4.6. Table 4.5 provides the papers selected for the example in
Figure 4.1D. Tables 4.6-4.9 show the papers selected for the example in Figure 4.7.
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Table 4.1: Articles from PNAS example

ID Title Year Volume Pages
160 Physiological reactions of nitric oxide and hemoglobin: A radical

rethink
1999 96 9967-9969

244 Isolation of a temperate bacteriophage encoding the type III ef-
fector protein SopE from an epidemic Salmonella typhimurium
strain

1999 96 9845-9850

292 Bacteriophages in the evolution of pathogen-host interactions 1999 96 9452-9454
1139 Nitroreductase A is regulated as a member of the soxRS regulon

of Escherichia coli
1999 96 3537-3539

1304 A mechanism of paraquat toxicity involving nitric oxide synthase 1999 96 12760-12765
1839 Ancient origins of nitric oxide signaling in biological systems 1999 96 14206-14207
2094 Hemoglobin induction in mouse macrophages 1999 96 6643-6647
2136 Virulent Salmonella typhimurium has two periplasmic Cu, Zn-

superoxide dismutases
1999 96 7502-7507

2389 A highly conserved sequence is a novel gene involved in de novo
vitamin B6 biosynthesis

1999 96 9374-9378

2452 The oxyhemoglobin reaction of nitric oxide 1999 96 9027-9032
4468 Periplasmic superoxide dismutase protects Salmonella from prod-

ucts of phagocyte NADPH-oxidase and nitric oxide synthase
1997 94 13997-14001

5550 Nitric oxide in plant immunity 1998 95 10345-10347
5688 Defense gene induction in tobacco by nitric oxide, cyclic GMP,

and cyclic ADP-ribose
1998 95 10328-10333

7273 Roles for mannitol and mannitol dehydrogenase in active oxygen-
mediated plant defense

1998 95 15129-15133

8305 S-nitrosothiol repletion by an inhaled gas regulates pulmonary
function

2001 98 5792-5797

8365 Flavohemoglobin denitrosylase catalyzes the reaction of a nitroxyl
equivalent with molecular oxygen

2001 98 10108-10112

8445 Expression and phylogeny of claudins in vertebrate primordia 2001 98 10196-10201
8490 Peptide methionine sulfoxide reductase from Escherichia coli and

Mycobacterium tuberculosis protects bacteria against oxidative
damage from reactive nitrogen intermediates

2001 98 9901-9906
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Table 4.1 (cont.): Articles from PNAS example

ID Title Year Volume Pages
8643 Plant mitogen-activated protein kinase cascades: Negative regula-

tory roles turn out positive
2001 98 784-786

8853 Myoglobin: A scavenger of bioactive NO 2001 98 735-740
8901 Simultaneous observation of the O—O and Fe—O2 stretching

modes in oxyhemoglobins
2001 98 479-484

8910 Activation of a mitogen-activated protein kinase pathway is in-
volved in disease resistance in tobacco

2001 98 741-746

9135 Catalytic consumption of nitric oxide by 12/15- lipoxygenase:
Inhibition of monocyte soluble guanylate cyclase activation

2001 98 8006-8011

9318 Helicobacter pylori arginase inhibits nitric oxide production by
eukaryotic cells: A strategy for bacterial survival

2001 98 13844-13849

9429 Reciprocal electromechanical properties of rat prestin: The motor
molecule from rat outer hair cells

2001 98 4178-4183

9452 B lymphocyte-restricted expression of prion protein does not en-
able prion replication in prion protein knockout mice

2001 98 4034-4037

9467 Plasma nitrite rather than nitrate reflects regional endothelial nitric
oxide synthase activity but lacks intrinsic vasodilator action

2001 98 12814-12819

9573 Supermolecular structure of the enteropathogenic Escherichia coli
type III secretion system and its direct interaction with the EspA-
sheath-like structure

2001 98 11638-11643

9582 Modulation of nitric oxide bioavailability by erythrocytes 2001 98 11771-11776
9625 Cysteine-3635 is responsible for skeletal muscle ryanodine recep-

tor modulation by NO
2001 98 11158-11162

9890 In vivo mechanism-based inactivation of S-adenosylmethionine
decarboxylases from Escherichia coli, Salmonella typhimurium,
and Saccharomyces cerevisiae

2001 98 10578-10583

10008 Structure of sortase, the transpeptidase that anchors proteins to the
cell wall of Staphylococcus aureus

2001 98 6056-6061

10090 Comparison of a hair bundle’s spontaneous oscillations with its
response to mechanical stimulation reveals the underlying active
process

2001 98 14380-14385

10118 Compressive nonlinearity in the hair bundle’s active response to
mechanical stimulation

2001 98 14386-14391

10123 In vivo evidence for a cochlear amplifier in the hair-cell bundle of
lizards

2001 98 2826-2831
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Table 4.1 (cont.): Articles from PNAS example

ID Title Year Volume Pages
10161 Defective localization of the NADPH phagocyte oxidase to

Salmonella-containing phagosomes in tumor necrosis factor p55
receptor-deficient macrophages

2001 98 2561-2565

10372 Regulation of the Mycobacterium tuberculosis hypoxic response
gene encoding α-crystallin

2001 98 7534-7539

10605 Physical basis of two-tone interference in hearing 2001 98 9080-9085
10642 A fatty acid desaturase modulates the activation of defense signal-

ing pathways in plants
2001 98 9448-9453

10693 Scrapie prion protein accumulation by scrapie-infected neuroblas-
toma cells abrogated by exposure to a prion protein antibody

2001 98 9295-9299

10844 Neuroglobin is up-regulated by and protects neurons from hypoxic-
ischemic injury

2001 98 15306-15311

10850 Oxygen radical inhibition of nitric oxide-dependent vascular func-
tion in sickle cell disease

2001 98 15215-15220

10900 Epitope tagging of chromosomal genes in Salmonella 2001 98 15264-15269
10940 Polymerization of a single protein of the pathogen Yersinia entero-

colitica into needles punctures eukaryotic cells
2001 98 4669-4674

11134 Relative role of heme nitrosylation and β-cysteine 93 nitrosation
in the transport and metabolism of nitric oxide by hemoglobin in
the human circulation

2000 97 9943-9948

11770 Protection from nitrosative stress by yeast flavohemoglobin 2000 97 4672-4676
11791 The Pseudomonas syringae Hrp pathogenicity island has a tripar-

tite mosaic structure composed of a cluster of type III secretion
genes bounded by exchangeable effector and conserved effector
loci that contribute to parasitic fitness and pathogenicity in plants

2000 97 4856-4861

12134 Arabidopsis RelA/SpoT homologs implicate (p)ppGpp in plant
signaling

2000 97 3747-3752

12176 Cochlear mechanisms from a phylogenetic viewpoint 2000 97 11736-11743
12270 Putting ion channels to work: Mechanoelectrical transduction,

adaptation, and amplification by hair cells
2000 97 11765-11772

12286 Molecular mechanisms of sound amplification in the mammalian
cochlea

2000 97 11759-11764

12379 Contribution of Salmonella typhimurium type III secretion compo-
nents to needle complex formation

2000 97 11008-11013

13042 A conserved amino acid sequence directing intracellular type III
secretion by Salmonella typhimurium

2000 97 7539-7544
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Table 4.1 (cont.): Articles from PNAS example

ID Title Year Volume Pages
13204 Reactive oxygen and nitrogen intermediates in the relationship

between mammalian hosts and microbial pathogens
2000 97 8841-8848

13240 The Arabidopsis dnd1 “defense, no death” gene encodes a mutated
cyclic nucleotide-gated ion channel

2000 97 9323-9328

13264 Nitric oxide and salicylic acid signaling in plant defense 2000 97 8849-8855
13279 Genetic complexity of pathogen perception by plants: The exam-

ple of Rcr3, a tomato gene required specifically by Cf-2
2000 97 8807-8814

13283 Pseudomonas syringae Hrp type III secretion system and effector
proteins

2000 97 8770-8777

13316 Nitric oxide prevents cardiovascular disease and determines sur-
vival in polyglobulic mice overexpressing erythropoietin

2000 97 11609-11613

13344 Role of circulating nitrite and S-nitrosohemoglobin in the regula-
tion of regional blood flow in humans

2000 97 11482-11487

Table 4.2: Selected papers for PNAS example (no trust)

Rank Title Year Volume Pages
1 Nitric oxide in plant immunity 1998 95 10345-10347
2 Defective localization of the NADPH phagocyte oxidase to

Salmonella-containing phagosomes in tumor necrosis factor p55
receptor-deficient macrophages

2001 98 2561-2565

3 Ancient origins of nitric oxide signaling in biological systems 1999 96 14206-14207
4 Virulent Salmonella typhimurium has two periplasmic Cu, Zn-

superoxide dismutases
1999 96 7502-7507

5 Nitric oxide and salicylic acid signaling in plant defense 2000 97 8849-8855
6 Reactive oxygen and nitrogen intermediates in the relationship

between mammalian hosts and microbial pathogens
2000 97 8841-8848

7 A mechanism of paraquat toxicity involving nitric oxide synthase 1999 96 12760-12765
8 Roles for mannitol and mannitol dehydrogenase in active oxygen-

mediated plant defense
1998 95 15129-15133

9 The Arabidopsis dnd1 “defense, no death” gene encodes a mutated
cyclic nucleotide-gated ion channel

2000 97 9323-9328

10 Arabidopsis RelA/SpoT homologs implicate (p)ppGpp in plant
signaling

2000 97 3747-3752
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Table 4.3: Selected papers for PNAS example (as a plant biologist)

Rank Title Year Volume Pages
1 Nitric oxide and salicylic acid signaling in plant defense 2000 97 8849-8855
2 Ancient origins of nitric oxide signaling in biological systems 1999 96 14206-14207
3 The Arabidopsis dnd1 “defense, no death” gene encodes a mutated

cyclic nucleotide-gated ion channel
2000 97 9323-9328

4 Roles for mannitol and mannitol dehydrogenase in active oxygen-
mediated plant defense

1998 95 15129-15133

5 Defective localization of the NADPH phagocyte oxidase to
Salmonella-containing phagosomes in tumor necrosis factor p55
receptor-deficient macrophages

2001 98 2561-2565

6 Arabidopsis RelA/SpoT homologs implicate (p)ppGpp in plant
signaling

2000 97 3747-3752

7 A fatty acid desaturase modulates the activation of defense signal-
ing pathways in plants

2001 98 9448-9453

8 Reactive oxygen and nitrogen intermediates in the relationship
between mammalian hosts and microbial pathogens

2000 97 8841-8848

9 Virulent Salmonella typhimurium has two periplasmic Cu, Zn-
superoxide dismutases

1999 96 7502-7507

10 A highly conserved sequence is a novel gene involved in de novo
vitamin B6 biosynthesis

1999 96 9374-9378

Table 4.4: Selected papers for PNAS example (as an immunologist)

Rank Title Year Volume Pages
1 Defective localization of the NADPH phagocyte oxidase to

Salmonella-containing phagosomes in tumor necrosis factor p55
receptor-deficient macrophages

2001 98 2561-2565

2 Virulent Salmonella typhimurium has two periplasmic Cu, Zn-
superoxide dismutases

1999 96 7502-7507

3 Reactive oxygen and nitrogen intermediates in the relationship
between mammalian hosts and microbial pathogens

2000 97 8841-8848

4 Helicobacter pylori arginase inhibits nitric oxide production by
eukaryotic cells: A strategy for bacterial survival

2001 98 13844-13849

5 Nitric oxide and salicylic acid signaling in plant defense 2000 97 8849-8855
6 Nitric oxide in plant immunity 1998 95 10345-10347
7 Peptide methionine sulfoxide reductase from Escherichia coli and

Mycobacterium tuberculosis protects bacteria against oxidative
damage from reactive nitrogen intermediates

2001 98 9901-9906

8 Ancient origins of nitric oxide signaling in biological systems 1999 96 14206-14207
9 The oxyhemoglobin reaction of nitric oxide 1999 96 9027-9032

10 A mechanism of paraquat toxicity involving nitric oxide synthase 1999 96 12760-12765
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Table 4.5: Selected papers for example in Figure 4.1D

Rank Title Year Volume Pages
1 Defense gene induction in tobacco by nitric oxide, cyclic GMP,

and cyclic ADP-ribose
1998 95 10328-10333

2 Ancient origins of nitric oxide signaling in biological systems 1999 96 14206-14207
3 Periplasmic superoxide dismutase protects Salmonella from prod-

ucts of phagocyte NADPH-oxidase and nitric oxide synthase
1997 94 13997-14001

4 A mechanism of paraquat toxicity involving nitric oxide synthase 1999 96 12760-12765
5 Nitroreductase A is regulated as a member of the soxRS regulon

of Escherichia coli
1999 96 3537-3539

6 Nitric oxide and salicylic acid signaling in plant defense 2000 97 8849-8855
7 S-nitrosothiol repletion by an inhaled gas regulates pulmonary

function
2001 98 5792-5797

8 Cysteine-3635 is responsible for skeletal muscle ryanodine recep-
tor modulation by NO

2001 98 11158-11162

9 The oxyhemoglobin reaction of nitric oxide 1999 96 9027-9032
10 Protection from nitrosative stress by yeast flavohemoglobin 2000 97 4672-4676
11 Hemoglobin induction in mouse macrophages 1999 96 6643-6647
12 Physiological reactions of nitric oxide and hemoglobin: A radical

rethink
1999 96 9967-9969

13 Cochlear mechanisms from a phylogenetic viewpoint 2000 97 11736-11743
14 Plant mitogen-activated protein kinase cascades: Negative regula-

tory roles turn out positive
2001 98 784-786

15 Flavohemoglobin denitrosylase catalyzes the reaction of a nitroxyl
equivalent with molecular oxygen

2001 98 10108-10112

16 Relative role of heme nitrosylation and β-cysteine 93 nitrosation
in the transport and metabolism of nitric oxide by hemoglobin in
the human circulation

2000 97 9943-9948

17 Role of circulating nitrite and S-nitrosohemoglobin in the regula-
tion of regional blood flow in humans

2000 97 11482-11487

18 Modulation of nitric oxide bioavailability by erythrocytes 2001 98 11771-11776
19 Nitric oxide prevents cardiovascular disease and determines sur-

vival in polyglobulic mice overexpressing erythropoietin
2000 97 11609-11613

20 Plasma nitrite rather than nitrate reflects regional endothelial nitric
oxide synthase activity but lacks intrinsic vasodilator action

2001 98 12814-12819
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Table 4.6: Selected papers for example in Figure 4.7 (unpersonalized)

Rank Title Authors Year
1 Prediction of future world wide web traffic characteristics for

capacity planning
Christensen, Javagal 1997

2 Self-similarity in World Wide Web traffic: evidence and possible
causes

Crovella, Bestavros 1997

3 Characteristics of WWW Client-based Traces Cunha et al. 1995
4 Empirically derived analytic models of wide-area TCP connections Paxson 1994
5 End-to-end available bandwidth as a random autocorrelated QoS-

relevant time-series
Chobanyan et al. 2008

6 Efficiently serving dynamic data at highly accessed web sites Challenger et al. 2004
7 A Prefetching Protocol Using Client Speculation for the WWW Bestavros, Cunha 1995
8 Power laws and the AS-level internet topology Siganos et al. 2003
9 Power-law relationship and self-similarity in the itemset support

distribution: analysis and applications
Chuang et al. 2008

10 On the origin of power laws in Internet topologies Medina et al. 2000
11 Spatio-temporal network anomaly detection by assessing devia-

tions of empirical measures
Paschalidis, Smaragdakis 2009

12 Network topology generators: degree-based vs. structural Tangmunarunkit et al. 2002
13 Mathematical models for academic webs: linear relationship or

non-linear power law?
Payne, Thelwall 2005

14 A random graph model for massive graphs Aiello et al. 2000

Table 4.7: Selected papers for example in Figure 4.7 (networks)

Rank Title Authors Year
1 Self-similarity in World Wide Web traffic: evidence and possible

causes
Crovella, Bestavros 1997

2 Empirically derived analytic models of wide-area TCP connections Paxson 1994
3 Power laws and the AS-level internet topology Siganos et al. 2003
4 Characteristics of WWW Client-based Traces Cunha et al. 1995
5 Weighted graphs and disconnected components: patterns and a

generator
McGlohon et al. 2008

6 Learning for accurate classification of real-time traffic Li, Moore 2006
7 BLINC: multilevel traffic classification in the dark Karagiannis et al. 2005
8 Graphs over time: densification laws, shrinking diameters and

possible explanations
Leskovec et al. 2005

9 Graph evolution: Densification and shrinking diameters Leskovec et al. 2007
10 A Prefetching Protocol Using Client Speculation for the WWW Bestavros, Cunha 1995
11 Scalable modeling of real graphs using Kronecker multiplication Leskovec, Faloutsos 2007
12 ANF: a fast and scalable tool for data mining in massive graphs Palmer et al. 2002
13 A random graph model for massive graphs Aiello et al. 2000
14 Profiling internet backbone traffic: behavior models and applica-

tions
Xu et al. 2005
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Table 4.8: Selected papers for example in Figure 4.7 (graphics)

Rank Title Authors Year
1 Characteristics of WWW Client-based Traces Cunha et al. 1995
2 Power laws and the AS-level internet topology Siganos et al. 2003
3 Empirically derived analytic models of wide-area TCP connections Paxson 1994
4 ANF: a fast and scalable tool for data mining in massive graphs Palmer et al. 2002
5 Self-similarity in World Wide Web traffic: evidence and possible

causes
Crovella, Bestavros 1997

6 Weighted graphs and disconnected components: patterns and a
generator

McGlohon et al. 2008

7 Parallax photography: creating 3D cinematic effects from stills Zheng et al. 2009
8 On inferring autonomous system relationships in the internet Gao 2001
9 Power-law relationship and self-similarity in the itemset support

distribution: analysis and applications
Chuang et al. 2008

10 On the origin of power laws in Internet topologies Medina et al. 2000
11 Composable controllers for physics-based character animation Faloutsos et al. 2001
12 Segmenting motion capture data into distinct behaviors Barbič et al. 2004
13 Efficiently serving dynamic data at highly accessed web sites Challenger et al. 2004
14 Graph mining: Laws, generators, and algorithms Chakrabarti, Faloutsos 2006

Table 4.9: Selected papers for example in Figure 4.7 (data mining)

Rank Title Authors Year
1 Characteristics of WWW Client-based Traces Cunha et al. 1995
2 Power laws and the AS-level internet topology Siganos et al. 2003
3 Graph evolution: Densification and shrinking diameters Leskovec et al. 2007
4 Graphs over time: densification laws, shrinking diameters and

possible explanations
Leskovec et al. 2005

5 Weighted graphs and disconnected components: patterns and a
generator

McGlohon et al. 2008

6 Self-similarity in World Wide Web traffic: evidence and possible
causes

Crovella, Bestavros 1997

7 Microscopic evolution of social networks Leskovec et al. 2008
8 Statistical properties of community structure in large social and

information networks
Leskovec et al. 2008

9 Scalable modeling of real graphs using Kronecker multiplication Leskovec, Faloutsos 2007
10 Empirically derived analytic models of wide-area TCP connections Paxson 1994
11 ANF: a fast and scalable tool for data mining in massive graphs Palmer et al. 2002
12 Structure and evolution of online social networks Kumar et al. 2006
13 Visualization of large networks with min-cut plots, A-plots and

R-MAT
Chakrabarti et al. 2007

14 GraphScope: parameter-free mining of large time-evolving graphs Sun et al. 2007
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Chapter 5

Transparent User Models for
Personalization

In Chapter 1 of this thesis, we argued that, while personalization might be necessary in today’s world
of information overload, it comes with a litany of problems that must be addressed in order to achieve
better results. Many of these problems were technical in nature, from cold starts to redundancy to complex
queries. Chapters 3 and 4 focused on how we could use our interactive concept coverage methodology to
address these technical concerns, and we showed that we could do so successfully.

However, in addition to the technical problems of personalization, we described social issues with such
technology that remain unsettled. As mentioned in the introduction to this thesis, the Pew Internet and
American Life Project reports that many Americans have an unfavorable view of personalization, finding it
to be an invasion of privacy.1 Additionally:

• Users often do not know that their results are being personalized in the first place, and as such, may
not understand why their Web experience is different from (and perhaps worse than) that of their
friends.

• Even if they are aware that their results are personalized, users are rarely provided with information
about how the particular site or service perceives them, and, as such, have little recourse to make
corrections, if necessary. For example, in a famous critique of personalization as applied to television
show recommendation in TiVo,2 Zaslow describes the drastic steps users feel they need to take in
order to correct misperceptions that the system has of them, reaching the conclusion that “there’s just
one way to change its ‘mind’: outfox it,” [Zaslow, 2002].

• Even when a system correctly models a user’s interests and tastes, it may not always be desirable to
use such information. Whether because of privacy concerns or to avoid groupthink (cf. Pariser’s The
Filter Bubble [2011]), users may wish to selectively inhibit certain signals or attributes from being
used for personalization.

In this chapter, we seek to address these social challenges by making personalization more transparent. In
other words, users should know, (1) when personalization is happening, and, (2) how they are perceived by

1http://www.pewinternet.org/Reports/2012/Search-Engine-Use-2012/
Summary-of-findings.aspx

2http://www.tivo.com
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Figure 5.1: An example Twitter profile, showing an anonymized user’s self-reported description. Here, if
we are interested in the “Apple fanboy” badge, we can observe this user’s actions on Twitter to help us
figure out what it means to be an Apple fanboy.

the system (with the ability to correct this perception as necessary).

We provide this transparency by representing each user as a set of interpretable, explainable attributes (e.g.,
“vegetarian,” “hipster,” or “Apple fanboy”) that we learn from user behavior. It is important that both the
meaning of these attributes and why they were assigned to the user be readily apparent. Following the
paradigm made popular by location-aware social networks such as Foursquare,3 we refer to these attributes
as badges.

In particular, we consider the microblogging site Twitter,4 and we associate each badge with a characteristic
label (e.g., “Apple fanboy”) that a user might use to describe himself in his Twitter profile. For any user,
we can observe his or her profile and determine whether or not it contains a particular label. For example,
the user profile in Figure 5.1 contains the label “Apple fanboy,” which we might associate with an Apple
fanboy badge. It is important to note that there is a probabilistic relationship between labels and the
badges they correspond to. For example, most users who adore Apple products will not explicitly identify
themselves with “Apple fanboy” in their Twitter profiles.5 Nevertheless, we wish to use the actions of those
self-identified Apple fanboys to help us learn what it means to be one. We can then hope to predict which
other users might also be Apple fanboys, even if they don’t identify themselves as such.

Moreover, in this chapter, we take the view that the set of possible badges (and their corresponding labels)
are defined a priori in a supervised manner. Specifically, we assume we are given some set of possible
badges (e.g., as in Table 5.1), and wish to infer: (1) their presence or absence for each user, and, (2) how
they manifest themselves in terms of Twitter behavior.

In the remainder of this chapter, we describe how we learn badges from user activity on Twitter, using a
Bayesian framework to explicitly model uncertainty. We show experimental results on real Twitter users,
and present both quantitative evidence and qualitative anecdotes demonstrating the effectiveness of our
method at producing transparent user models. Next, in Chapter 6, we will build upon the ideas developed
here to define a novel concept representation that takes advantage of such transparency.

3http://www.foursquare.com
4http://www.twitter.com
5This stands in contrast to Foursquare, where badges are deterministic (e.g., five check-ins at an airport guarantee the “jet-setter”

badge).
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5.1 Modeling Badges

We describe each user as a set of latent badges that, collectively, explain the user’s behavior. The
fundamental problem we seek to solve is: how do we infer the badges for each user based on observed
actions and labels?

For each user u, we observe two binary vectors:

1. The label vector λ(u), with λ(u)
i = 1 indicating that the Twitter profile of user u contains the label

corresponding to badge i. As an example, if we let badge i correspond to the “runner” label, then
λ

(u)
i = 1 if the Twitter profile of user u contains the word “runner,” and λ(u)

i = 0 otherwise.

2. The action vector a(u), where a(u)
j = 1 if user u is observed performing action j. In our Twitter

domain, we take the set of possible actions to include all hashtags and retweets. For example, action
j might correspond to tweeting with the hashtag #runkeeper, and a(u)

j = 1 for users u that have
such a tweet.

We model these observations as probabilistically arising from a latent set of badges b(u), where b(u)
i ∈ {0, 1}

indicates whether or not user u has badge i. In particular, we elect to define a generative—rather than
discriminative—model; while the high precision labels may provide us with positive training examples,
their low recall leads to no meaningful negative examples. Moreover, if a user chooses to decline a badge
that we predict for him (e.g., he might not really be an Apple fanboy), this simply corresponds in our model
to observing the latent variable b(u)

i = 0. Additionally, we note that our model differs from traditional
unsupervised latent variable models, such as topic models [Blei and Lafferty, 2009], in that the badge
labels provide identifiability that we would not otherwise achieve. Thus, for example, if we define the label
for badge i to correspond to those users with “runner” in their Twitter profile, then the actions explained
by badge i will always correspond to (our view of) runners, which is a property we do not get with fully
unsupervised topic models, such as latent Dirichlet allocation [Blei et al., 2003].

5.1.1 Generating labels

Given a particular user’s badge assignments, the generative process for labels encodes our intuition that
each label λi is a high precision, low recall indicator of the presence or absence of a badge. Specifically,
“high precision” here means that it is very unlikely for someone without badge i (i.e., with b(u)

i = 0) to
use the corresponding label (i.e., λ(u)

i = 1) in his profile, while “low recall” indicates that many users
u with b(u)

i = 1 nevertheless have λ(u)
i = 0. For example, while most vegetarians on Twitter do not

describe themselves as “vegetarian” in their Twitter profiles, it is much more rare (but not impossible) for
non-vegetarians to have the word “vegetarian” in their profiles.

As such, we model label λ(u)
i as being a priori present with a true positive rate γT

i and false positive rate
γF
i (with γF

i � γT
i < 1 and γF

i ≈ 0). Formally, we have:

p(λ
(u)
i = 1 | b(u)

i , γT
i , γ

F
i ) = Bernoulli(b

(u)
i γT

i + (1− b(u)
i )γF

i ),

given the user’s badge b(u)
i . In other words, the presence of a badge does not necessarily imply its

appearance in a user’s profile, and it is precisely these badges that we aim to infer.
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5.1.2 Generating actions

We assume that the observed actions a(u)
j ∈ {0, 1} of a user u can be explained by one or more of his latent

badges b(u)
i . In the Twitter domain, possible actions j might include a user re-tweeting some author, or

using a particular hashtag.

For each possible badge i and action j, there is a probability sijφij of associating them; it is decomposed
into a context-specific rate φij ∈ (0, 1) and a sparsity prior sij ∈ {0, 1}. The si variables for a badge i
act as a mask, delineating which actions can be explained by this particular badge, and their sparsity is
controlled by a badge-specific prior ηi. Given that sij = 1, the variable φij represents the probability that a
user with badge i undertakes action j, in the absence of any other badges. For example, if a user only has the
“runner” badge active, and srunner,#runkeeper = 1, meaning that the “runner” badge can explain tweeting
#runkeeper, then our user will tweet #runkeeper with probability φrunner,#runkeeper.

As a user may have more than one badge active that can explain a particular action, we combine their
influence in a noisy-or fashion, indicating that a user performs an action j if at least one of his badges
induce him to do so. Moreover, it is plausible that a user’s behavior is influenced not just by his particular
attributes, but by the environment at large, and thus we assume a background model φbg,j , acting as a
badge that every user shares, that has some probability of explaining every action.

Thus, formally, action a(u)
j is observed if it is explained by either the background or at least one of the

badges of user u, which we can write as follows:6

p(a
(u)
j = 1 | b(u), φ•j , s•j) =

Bernoulli

1− (1− φbg,j)
∏

i:b
(u)
i =1

(1− φijsij)

 .

5.1.3 Prior probabilities

Keeping with a proper Bayesian approach, we specify prior distributions on our badge assignments b, rates
γT and γF, sparsity masks s and action probabilities φ encoding our modeling assumptions.

First, as some badges are more prevalent than others (e.g., there are likely more vegetarians on Twitter than
machine learning enthusiasts), we assume that each badge assignment b(u)

i is drawn from a beta-distributed
prior rate ωi, shared across all users for each badge i.

Second, to encode that we expect the false positive rate to be considerably lower than the true positive rate,
we place separate beta priors on γT and γF, setting the hyperparameters accordingly.

Third, as we want each badge i to explain only a sparse set of actions, we place badge-specific beta-
distributed prior rates ηi from which we sample sij , allowing different badges to have different degrees of
sparsity.

6We note that, by assuming the influence of the badges to be independent of each other for a particular user, we can write this
“at least one” clause as the complement of a product of complements. While this assumption may be violated in practice, we posit
that the computational savings we achieve by this simplification will outweigh the induced bias.
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for all badges i = 1, . . . , B do
ωi ∼ Beta(αω, βω)
γT
i ∼ Beta(αT, βT)
γF
i ∼ Beta(αF, βF)
ηi ∼ Beta(αη, βη)
for all actions j = 1, . . . , F do
sij |ηi ∼ Bernoulli(ηi)
φij ∼ Beta(αφ, βφ)

for all actions j = 1, . . . , F do
φbg,j ∼ Beta(αφ, βφ)

for all users u = 1, . . . , N do
for all badges i = 1, . . . , B do
b
(u)
i |ωi ∼ Bernoulli(ωi)

λ
(u)
i |b

(u)
i , γF

i , γ
T
i ∼ Bernoulli

(
b
(u)
i γT

i + (1− b(u)i )γF
i

)
for all actions j = 1, . . . , F do
a
(u)
j |b

(u),φ•j , s•j ∼ Bernoulli
(
1− (1− φbg,j)

∏
i:b

(u)
i =1

(1− φijsij)
)

(b)

Figure 5.2: Plate diagram and generative model.

Finally, we place vague beta priors on the action probabilities φ seeking to learn these primarily from
data.

A depiction of our graphical model and a summary of the full generative process can be found in Figure 5.2.
(Section 2.1 in the background chapter of this thesis contains a brief introduction to probabilistic graphical
models, for the unfamiliar reader.)
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5.1.4 Badge inference

Given our model and the observations from each user, we wish to infer the latent badge assignments
b, as well as which actions are explained by each badge (and to what degree). As computing the exact
posterior probabilities in a graphical model such as this is intractable, we employ Markov Chain Monte
Carlo (MCMC) methodology and estimate the posterior probabilities on b, s and φ by deriving a Gibbs
sampler with interleaved Metropolis-Hastings steps. In particular, we derive a collapsed Gibbs sampler,
marginalizing out η, ω, γT and γF, leaving only the variables of interest. This results in the following
sampler:

1. Sample b. We sample each badge assignment b(u)
i for a particular user u from its conditional

distribution, which we can write as proportional to the product of an action likelihood, a label
likelihood and a prior:

p(b
(u)
i |a

(u),λi, b
(−u)
i ,φ, s, b

(u)
−i ) ∝

p(a(u)|b(u),φ, s) · p(λi|bi) · p(b(u)
i |b

(−u)
i ). (5.1)

2. Sample s. We sample the binary variable sij from its conditional distribution, which we can write as
follows:

p(sij |aj , s(−ij),φ, b) ∝ p(sij |si(−j)) · p(aj |φ, s, b), (5.2)

which is a product of a prior on sij and an action likelihood term. In practice, for statistical efficiency
(and following Fox [2009]), rather than sampling from the conditional distribution directly, we
employ a Metropolis Hastings step with a deterministic proposal of flipping sij from some value s to
its complement, s̄ [Frigessi et al., 1993, Liu, 1996].

3. Sample φi. To sample φij , we first write its conditional distribution as a product of a prior and an
action likelihood term:

p(φij |aj ,φ−(ij), s, b) ∝ p(φij) · p(aj |φ, s, b). (5.3)

We use a Metropolis Hastings step here to obtain our sample, with a beta-distributed proposal
distribution:

q(φ′ij |φij = φ) = Beta(φ′ij ;φν, (1− φ)ν), (5.4)

parameterized with mean φ and effective sample size ν, meaning that each proposal is centered
around the φ of the previous step.

4. Sample φbg. We sample the background action probability, φbg,j , in the same manner that we
sample the per badge action probability, using a Metropolis Hastings step with the same proposal
distribution.

Further details of our sampling algorithm, including complete derivations of all conditional distributions,
can be found in Appendix 5.5, at the end of this chapter.
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Table 5.1: The 31 badges we defined for our experiments, as specified by their corresponding labels.

1 vegetarian 17 entrepreneur
2 Apple fanboy 18 golfer
3 cyclist 19 wine lover
4 gamer 20 book worm
5 runner 21 coffee
6 hacker 22 Harry Potter
7 feminist 23 Ruby on Rails
8 photographer 24 Manchester United
9 teacher 25 Hello Kitty
10 artist 26 anime
11 foodie 27 Warcraft
12 hipster 28 jetsetter
13 NASCAR 29 Taylor Swift
14 redneck 30 Lady Gaga
15 country music fan 31 jQuery
16 yoga

5.2 Experimental Results

5.2.1 Data

We evaluate our model on a data set of approximately seven million active Twitter users by monitoring
Twitter’s “firehose” stream in early August 2011, recording users with non-empty profiles. We scanned
through these seven million users–which at the time of collection represented approximately 3.5 percent
of all Twitter users–and manually defined a set of 31 badges by specifying a label for each one, based
on the occurrence of a particular phrase or word in each user’s Twitter profile. For example, we define a
“vegetarian” badge by specifying:

λ
(u)
vegetarian = 1 if user u has the word “vegetarian” in her Twitter profile.

Table 5.1 contains a full listing of our 31 badges. We note that while these badges were defined
as a proof of concept, a real personalization system would include a principled method for defining a large
quantity of badges, as discussed further in Section 5.4 and Chapter 6.

Of the seven million users in our data set, we identified 376,916 that had at least one of the 31 labels in their
profiles. We took this subset of users and monitored the firehose for one week, from 5 August 2011 to 12
August 2011, collecting every tweet and retweet by these users. This resulted in a set of approximately two
million tweets. From these tweets, we extracted all unique hashtags (e.g., #runkeeper) and retweeted
users (e.g., @MacRumors), defining a vocabulary of actions. We culled this vocabulary to remove any
actions belonging to just a single user, leaving us with a final vocabulary of 32,030 actions (broken down
into 18,003 hashtags and 14,027 retweets), performed by 75,880 different users. The most common action
over this time period was the hashtag #londonriots, referring to the riots that took place in the British
capital during the week of our data collection. Moreover, Figure 5.3a shows how many users in the data set
described themselves using each of the 31 labels, with the most common being “artist.”

Finally, we note that our model is not dependent on Twitter, as both the labels and the actions could be
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Figure 5.3: (a) A bar chart indicating how many users in our Twitter data set have each of the 31 labels
(corresponding to each of our badges.) (b) A box plot showing that the badge definitions we learn are
significantly sparser than the topics learned by labeled LDA. The horizontal line in the middle of each box
represents the median number of actions per badge, and the triangles delineate confidence intervals, giving
us a 5% significance threshold.

defined to take advantage of any other user signals one has access to, including location, shopping patterns,
clicks, query logs and so on.7 Twitter is, however, a convenient open platform for experimentation.

5.2.2 Evaluation

We ran our sampler on the data set described above, estimating posterior probabilities of badge assignments
(b) and badge definitions (φ and s) under our modeling assumptions. For each iteration, our sampler
has time complexity O (B (F +N)). Our implementation in the F# functional programming language
achieves a runtime of approximately 3.5 minutes per sample, which is the time it takes to make a single,
complete pass over more than 3.3 million random variables. Our hyperparameter settings and initialization
condition are detailed in Appendix 5.6.

In an effort to compare our methodology to a state-of-the-art alternative, we wanted a model that: (1) can
represent multiple labels per user; (2) provides a mechanism for interpreting the definitions of each badge;
and, (3) can probabilistically infer badge assignments, especially in cases where the corresponding label is
not present for the particular user.

We found the most suitable comparison technique to be the labeled latent Dirichlet allocation (labeled LDA)
model of Ramage et al. [2009]. This model makes a slight, but important, modification to the original LDA
model, by assuming that each document is labeled with one or more tags, with each tag associated with one
and only one topic. Thus, e.g., a document labeled with tags 1, 2 and 5 is assumed to have been generated
from topics 1, 2 and 5, and no others. Like our model, labeled LDA provides a level of identifiability not
obtained in traditional unsupervised approaches.

7For instance, we can imagine generalizing “labels” to instead represent any high-precision, low-recall rule that we intend on
associating with a badge, not necessarily based on the content of a user’s Twitter profile.
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In order to adapt labeled LDA to our setting, we first associate a tag (and thereby a topic) with each badge,
as well as an additional tag corresponding to a background topic. In our particular example, this leads to 32
unique tags. We then run labeled LDA twice: once for learning badge definitions, and once for inferring
badge probabilities for each user.8 This two-stage approach contrasts with our model–which performs
both functions simultaneously–and is necessary here because the labeled LDA model does not allow us to
specify uncertainty in the label assignments.

In the first run of labeled LDA, we assign each user tags corresponding to the labels present in his or her
user profile, as well as the background tag. For example, a user with the word “runner” in his Twitter
profile would have to be modeled by only two topics: the one corresponding to the “runner” label, and the
background topic. This first run learns a topic corresponding to each of the badges, giving the probability
that each badge explains each action in our vocabulary. However, as each topic is a multinomial distribution
over actions, its probabilities must sum to one, leading to qualitative differences with the badges learned
from our model. First, for a given badge i in our model, the probability of each action φij lies in the set
(0, 1), and are conditionally independent of each other given their prior. This allows several actions to have
high probability of being explained by the same badge, if that is what can best model the user data. Second,
by explicitly modeling sparsity using the s variables, a badge is not forced to explain actions it is only
weakly associated with, simply for the sake of getting its distribution to sum to one. This is a characteristic
not only of labeled LDA, but of all such topic models. Figure 5.3b shows the difference in the sparsity of
our badge definitions when compared to labeled LDA.

After learning the topics with the first run of labeled LDA, we keep them fixed and infer the badge
assignments, this time giving all 32 tags to each user, allowing for badges to be inferred beyond the ones
corresponding to observed labels. However, as before, because labeled LDA provides no explicit model of
sparsity, and is modeling a multinomial distribution, every user will, in expectation, be assigned to one
badge, but this probability mass will be spread over all 32 topics, even if they are all unlikely.

We take the badges learned and inferred by our model and compare it to those from labeled LDA, evaluating
both the interpretability of the badge definitions and the correctness of the badge assignments.

Interpretability of Badge Definitions

One important desideratum from our problem description is that, whichever model we use, if we are to
bring transparency to the personalization process, we must provide users with meaningful and interpretable
answers when they ask, “Why did I get badge X?” A convenient way to visualize badge definitions is via
word clouds, with the size of an action proportional to its weight in the badge, concisely summarizing what
it means to have a particular badge. Specifically, in our model, the “weight” of action j in badge i refers
to the quantity sijφij , while in labeled LDA, the weight is the probability of action j coming from topic
i.

Figure 5.4 shows six examples of badges learned from running our model on the Twitter data set described
above.9 These badges do an excellent job of describing actions that are consistent with their definitions,
and are precisely the types of explanations we would hope to expose to the user. For instance, the “runner”
badge in Figure 5.4d explains the action #runkeeper, which is a hashtag automatically tweeted when

8In both cases, we use the implementation provided by Ramage and Rosen in the Stanford Topic Modeling Toolbox, using the
default hyperparameter settings and the CVB0 inference algorithm. (http://nlp.stanford.edu/software/tmt/)

9A full visualization of all 31 badges learned from our model can be found in Appendix 5.7.

80

http://nlp.stanford.edu/software/tmt/)


(a) Harry Potter (b) Vegetarian

(c) Manchester United (d) Runner

(e) Entrepreneur (f) Redneck

Figure 5.4: Word clouds (generated via www.wordle.net) representing six (of 31) badges learned by
our model. Here, the size of a word is proportional to the action probability φij .

using a particular smartphone application10 that helps manage and track a user’s workouts.

However, looking at Figure 5.4f, which we learn by generalizing from the actions of self-described
“rednecks,” we find that while some actions are expected for such a badge (e.g., #teaparty and #tcot11),
others are more surprising, (e.g., #p2, a popular hashtag among progressives). In fact, looking at other
hashtags here such as #obama, #debt and #syria, we see that we actually learn a more general badge,
referring to American politics and global affairs, rather than one narrowly focused on rednecks. A plausible
explanation for this phenomenon can be found in Figure 5.3a, where we see that “redneck,” associated
with label 14, appears in the Twitter profiles of very few users–perhaps too few to effectively learn what it
means to be a “redneck” on Twitter.

Figure 5.5 shows two other badges corresponding to labels present in very few users. The first example,
Figure 5.5a, is a more extreme form of overgeneralization than the “redneck” badge, as we see the idea of a
wine lover translating to actions representing enjoyable (and often expensive) interests and activities, such
as #swarowski, #travel and #jewelry. Figure 5.5b, on the other hand, shows the extreme situation
where the original label–in this case for “Ruby on Rails”–is present in so few users that the badge can be
completely overwhelmed by a more popular topic. Here, we see that this badge has been taken by actions
relating to the London riots, which was the most prevalent news item in our data.

10http://www.runkeeper.com
11“Top Conservatives on Twitter”
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When we look at the topics learned by labeled LDA, we find that they also represent interpretable badge
descriptions. However, as we described earlier in this section, we do not find the same sparsity that we
achieve using our model, because topic modeling approaches assume each topic is a distribution over the
entire vocabulary. This contrast is made clear in Figure 5.6, where we see an extremely sparse badge
representation for Apple fanboys, as learned by our model, compared to a much denser distribution over
actions, learned by labeled LDA. The badge we learn focuses on a few informative actions, such as
following @MacRumors, whereas the topic learned using labeled LDA includes, in addition to many
Apple-related actions, many actions that are just tangentially related (e.g., #runkeeper).

Correctness of Badge Assignments

The fundamental goal of this work is not just to produce interpretable badges, but to accurately assign
badges to users based on their actions. After all, badges are only useful for personalization if we infer them
correctly. We expect our model to significantly outperform labeled LDA here, as we explicitly model the
uncertainty relating badges and their corresponding labels, which labeled LDA does not.

In order to quantitatively measure our performance in this area, and compare it to that of labeled LDA,
we re-trained both models on the Twitter data set, this time holding out a random tenth of present labels,
which we treat as ground truth labels that we seek to recover. Specifically, of all badge-user pairs (i, u)

corresponding to present labels λ(u)
i = 1 (of which there are 83,020), we select 10% uniformly at random,

and hold them out. We then take the perturbed data set and run both labeled LDA (two stages, as before)
and our model, leading to estimated posterior probabilities of badge assignments, b(u)

i .

In order to compare the two models as fairly as possible, we take each user and rank his or her badges from
most probable to least probable, and see where the held out points (i, u) appear. When ranking badges for
a user u using our model, we rank them by descending posterior probability of b(u)

i = 1. When ranking
based on the labeled LDA model, we rank the topics for each user by decreasing topic proportion. If label i
was held out for user u, then the better of the two models will rank badge i closer to the top.12 Figure 5.7a
demonstrates that our model significantly outperforms labeled LDA on this metric, with the held out badges
appearing, on average, approximately four positions higher in the ranking. Moreover, we hypothesize that
the more active a user is (i.e., the more actions we observe for her in our data set), the better we will do in
predicting the held out badge, as we will have more information to base our inference on. This prediction is
confirmed in Figure 5.7b, where we see a six position difference in the ranking separating the most active
from the least active users.

Moving beyond this quantitative comparison, we observe several qualitative properties of our inferred
badges that provide anecdotal support for our model’s effectiveness. First, as we model each user’s badge
assignments as a binary vector, we can use our samples to estimate the posterior marginal probability on
pairs of badges appearing together in the same user, as predicted by our model. These results, shown
in the annotated matrix in Figure 5.8, indicate that the hot spots of badge co-occurrence correspond to
pairs of badges that we would expect to see together. In particular, the top four pairs of badges, ranked by
decreasing posterior probability, are:

1. Entrepreneur and jQuery

2. Feminist and “London riots” (originally the “Ruby on Rails” badge)

12We note that this is a fairer comparison than directly measuring the posterior badge assignment probability, since the labeled
LDA probabilities are constrained to sum to one, giving us an unfair advantage. By ranking the badges, we avoid this problem.
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(a) Wine lover: overgeneralization (b) Ruby on Rails: overwhelmed

Figure 5.5: Two cases showing current limitations of our model that arise when we have labels present in
only a small number of people.

(a) badges (b) labeled LDA

Figure 5.6: Two word clouds for the “Apple fanboy” badge, contrasting the sparsity of our learned badge
(a) versus the corresponding labeled LDA topic (b).

3. Feminist and “American politics” (the generalized “redneck” badge)

4. Photographer and “London riots.”

The matrix shows many other correspondences, for instance, tying together pop icons Taylor Swift and
Lady Gaga.

Another view of our inferred badge assignments can be obtained by selecting a population of Twitter users
from our data set, and visualizing their collective badge profile in aggregate. Here, the size of a badge
label in each word cloud is proportional to its mean posterior probability across the entire population of
interest. For example, we can compute the mean probability that someone with the word “conservative” in
his Twitter profile is assigned the “entrepreneur” badge. Figure 5.9a shows such a word cloud for precisely
this population of conservative Twitter users from our data set. We see a heavy focus on the redneck badge
among this population, since it’s plausible that those with the word “conservative” in their Twitter profiles
are apt to tweet about American politics. Interestingly, this is true even though conservatives are more likely
to describe themselves as “teachers” or “entrepreneurs”, as shown in Figure 5.9b, potentially indicating that
an interest in politics plays a larger role in influencing Twitter behavior than, say, being a teacher.

Finally, we can compare the inferred badge profiles of two different populations, and look at the differences
between them. Naturally, to contrast with the “conservative” population of Twitter users, we also gather
all users in our data set with the word “liberal” in their Twitter profile. We can than take our estimate of
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Figure 5.7: Results showing that, on a held-out set of labels, (a) our algorithm is better able to recover
(approximately) ground truth badges than labeled LDA, and, (b) more active users get better predictions.
(Error bars indicating standard error are too small to be visible.)

the mean posterior probability for each badge in each of the two populations, and visualize the difference
between them, which we display in Figures 5.9c (conservatives - liberals) and 5.9d (liberals - conservatives).
For example, if we look at the word “feminist” in Figure 5.9d, its size is proportional to our estimate of the
mean posterior difference, p(b(liberals)

feminist)− p(b
(conservatives)
feminist ). As expected, we see, e.g., that the “feminist”

badge is the one that is most likely to occur in a liberal and not a conservative.

5.3 Related Work

Since Zaslow’s article on TiVo was published in 2002 [Zaslow, 2002], many forms of personalization have
appeared or intensified on the Web, and they operate with varying degrees of transparency:

• The most transparent and interpretable personalization today is arguably done by Amazon.com. A
user gets a selection of “recommended for you” items, with each being associated with a “because
you purchased” explanation. If the recommendation is questionable, a user is allowed to correct the
system by selecting a “because you purchased” item and indicating “don’t use for recommendations.”
Amazon’s feedback is similar to a user revealing the true value of an inferred badge in our model,
but more specific. Furthermore, their item-to-item personalization holds the advantage that only user
feedback is revealed in any explanations. The reliance on a well-represented catalogue is not feasible
in many scenarios, though, and this is most notable where content is user-generated.

• Pandora13 provides music recommendation based on likes and dislikes of each user, grounded in a

13http://www.pandora.com
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photographer
JQuery

entrepreneur
JQuery

Harry Potter
Taylor Swift Lady Gaga

Taylor Swift

photographer/feminist
“London riots”

book worm
wine lover

entrepreneur, yoga

feminist, “US politics”

artist, Apple fanboy

artist, photographer

gamer, Apple fanboy
runner, cyclist

Figure 5.8: A matrix depicting the posterior marginal probability of badge co-occurrence, as estimated by
our model. Darker squares represent higher probabilities. The badges are ordered in the same manner as
presented in Table 5.1.

“deeply detailed, hand-built musical taxonomy” known as the Music Genome Project.14 Pandora’s
personalization service is quite transparent, with each song recommendation accompanied by an
explanation for why it was selected, making clear the connection between user feedback and
personalization. However, again, a hand-curated feature set like Pandora’s is problematic to maintain
for more dynamically generated content.

• Google provides users with a Privacy Center,15 from which they can opt out of having their Web
and search history tracked, which affects personalization of the search results. Additionally, Google
has recently allowed its users to see the attributes that it has inferred about them for ad prediction
(e.g., “Demographics - Age - 65+”), giving them the option to decline any incorrect or undesired
attributes.16 While in the spirit of what we propose in this chapter, this particular dashboard is
focused on addressing the quality of personalized advertising, which is not the primary reason users
interact with Google. At the time of writing, there does not seem to be any such window for viewing
how search results are personalized.

• Bing search17 is personalized based on search history when signed in with a Microsoft Live account;
users see “Search history has changed the ranking of these results. Learn more.” on the bottom
of their search results. Clicking on “Learn more” provides an opportunity to toggle on or off the
personalization, as well as information about how to remove some or all of the search from search

14http://blog.pandora.com/press/pandora-company-overview.html
15http://www.google.com/intl/en/privacy/
16http://googleblog.blogspot.com/2011/10/increasing-transparency-and-choice-with.

html
17http://www.bing.com
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(a) (b)

(c) (d)

Figure 5.9: These four word clouds depict the badges learned for two populations of people: those with
the word “conservative” in their Twitter profiles (254 such users in our data set), and those with the word
“liberal” in their profiles (327 of them). (As these clouds represent badges (and not words or actions from
our vocabulary, as the other clouds in this chapter do), we color them in blue, to differentiate them for
the reader.) (a) Shows the mean badge probabilities for self-described conservatives. The size of a badge
name is proportional to the mean probability of that badge as estimated by our model. (b) Shows the
proportion of “conservatives” that have each of the 31 labels present in their profiles. (c) These badges
are more likely for self-described conservatives than self-described liberals, and the size of each badge
label is proportional to the absolute difference (p(b(conservatives)

i )− p(b(liberals)
i )). (d) Badges more likely

for liberals than conservatives. (Recall from Figure 5.5b that the “Ruby on Rails” badge is instantiated as a
“London riots” badge.)

history, but it is non-transparent how this affects personalization.

• Social networks such as Facebook and Google+ are (quite openly) repositories of structured personal
information, and thus the primary transparency issue with these sites is not what information they
infer about their users, but rather how it is used for personalization. For example, at the time of
writing, Facebook’s News feed is divided into a personalized list of “Top stories” and a timely list of
“Recent stories,” but there is no way for a user to see why a particular status update appeared in one
feed and not the other.

While this is certainly not an exhaustive list, and personalization capabilities are routinely being added and
removed from these sites and others, the websites mentioned represent a large portion of user interaction
on the Web (e.g., Google and Bing search amounted to nearly 85 percent of all web searches from the
United States in November 2012,18 while nearly 600 million users log on to Facebook per day at the
time of writing,19) demonstrating the importance of studying methods for making personalization more

18http://www.comscore.com/Insights/Press_Releases/2012/12/comScore_Releases_
November_2012_U.S._Search_Engine_Rankings

19http://newsroom.fb.com
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transparent.

From the perspective of methodology, personalization by inferring latent user features has come a long
way. While collaborative filtering through factorizing a user-item matrix, and variants thereof, is extremely
successful as a backbone of recommender systems [Koren et al., 2009], the latent features don’t have any
interpretable meaning. Interpretability often means discretization. In this vein, Porteous et al. extended
matrix factorization with discrete class allocations [2010], and although we are not aware of its existence, it
is entirely feasible to enforce labels to certain class allocations.

When the domain of interest includes user-generated content, like blogs and tweets, latent topic models
have frequently provided a successful modeling framework. Unfortunately, as is the case with matrix
factorization techniques, the topics learned in such unsupervised models are not identifiable, a problem we
avoid by associating each badge with a label. Topic models that incorporate supervision at the topic level,
such as labeled LDA, explained in Section 5.2.2, and the more recent work by Andrzejewski et al. [2011],
provide a mechanism for such identifiability. For instance, labeled LDA was recently used to model another
axis of personalization on Twitter, mapping posts as informative, personal status updates, or inter-user
social communication [Ramage et al., 2010].

5.4 Conclusions

In this chapter we have presented a Bayesian inference algorithm to learn both a descriptive model and
predictor for badges based on user activity on a microblogging site (Twitter). In our work, a badge is seeded
by a label—more generally, a high precision, low recall rule—based on self-reported user information,
while our predictive model for badges explicitly relies on the presence or absence of user actions. Both these
modeling decisions contribute greatly to the transparency of the prediction and we believe transparency will
be a critical building block for personalization systems that users will find acceptable and suitable.

We have shown empirically that our model outperforms state-of-the-art models such as labeled LDA in
terms of predictive performance, while producing interpretable descriptions of badges.

However, there are a number of open questions and challenges yet to be addressed:

• Scale: The current inference algorithm is a combination of exact inference (collapsing some of the
conditional priors; see Section 5.1.4) and Gibbs sampling with interleaved Metropolis-Hastings steps.
The latter is applied for all B badges and F actions. This can become problematic if the number
of actions grows unbounded, e.g., if an action is the presence of a word in a status update. In order
to scale this approach to real-time streams, a single-pass approximate inference algorithm needs to
be developed, with special attention paid to inference algorithms conducted in a distributed setting
(cf. [Ahmed et al., 2012a, Gonzalez et al., 2012, Low et al., 2012, Smola and Narayanamurthy,
2010]).

• Dynamics: Currently, our model assumes a fixed but unknown dependency on user actions and
badges. In a more realistic setting, this dependency will vary over time.

• Badge definitions: As badges are defined simply by indicating a label, and in a realistic setting, a
large number of them will be needed to model the full spectrum of user behavior, it is imperative to
consider approaches for automatically defining a rich set of badges, thus scaling our model to be
more expressive. In order to maintain a desired level of human interpretability, it may be necessary to
keep humans in the loop when defining new badges, and thus one approach might be to crowd-source
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badge definitions. In this case, the primary open question revolves around how to appropriately
incentivize the creation of high quality badges.

In the next chapter, we will build upon this work to create a badge-based concept representation that
addresses these three open problems. Specifically, now that we have a transparent model of user behavior,
we will investigate a relationship between badges and concepts, allowing us to come full circle and use
badges in our interactive concept coverage framework.

5.5 Appendix: Derivations

We only sample b(u)
i , φbg,j , φij and sij , while collapsing everything else. We assume that a(u)

j and λ(u)
i are

observed.

5.5.1 Sampling b(u)
i

P (b
(u)
i |a

(u),λi,b
(−u)
i ,φ, s,b

(u)
−i ) (5.5)

∝ P (a(u),λi|bi,b(u)
−i ,φ, s)P (b

(u)
i |b

(−u)
i ) (5.6)

= P (a(u)|bi,b(u)
−i ,φ, s)P (λi|a(u),bi,b

(u)
−i ,φ, s)P (b

(u)
i |b

(−u)
i ) (5.7)

= P (a(u)|b(u),φ, s)︸ ︷︷ ︸
A

P (λi|bi)︸ ︷︷ ︸
B

P (b
(u)
i |b

(−u)
i )︸ ︷︷ ︸

C

(5.8)

On line 5.8, A and B correspond to the likelihood contributions of a(u) and λi, respectively. C corresponds
to the prior term on b(u)

i . We take these each in turn.

A:

P (a(u)|b(u),φ, s) =
F∏
j=1

P (a
(u)
j |b

(u),φ•j , s•j) (5.9)

∝
∏

j:sij=1

P (a
(u)
j |b

(u),φ•j , s•j) (5.10)

=
∏

j:sij=1

Bernoulli(a
(u)
j ; 1− (1− φbg,j)

∏
k:b

((u))
k =1

(1− φkjskj)) (5.11)
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B:

P (λi|bi) =

∫
γTi

∫
γFi

P (λi, γ
T
i , γ

F
i |bi)dγTi dγFi (5.12)

=

∫
γTi

∫
γFi

P (λi|γTi , γFi ,bi)P (γTi , γ
F
i |bi)dγTi dγFi (5.13)

=

∫
γTi

∫
γFi

(
N∏
u=1

P (λ
(u)
i |γ

T
i , γ

F
i , b

(u)
i )

)
P (γTi )P (γFi )dγTi dγ

F
i (5.14)

=

∫
γTi

∫
γFi

(γTi )mi+(1− γTi )mi−(γFi )mi+(1− γFi )mi−P (γTi )P (γFi )dγTi dγ
F
i (5.15)

∝
∫
γTi

∫
γFi

(γTi )mi++αT−1(1− γTi )mi−+βT−1(γFi )mi++αF−1(1− γFi )mi−+βF−1dγTi dγ
F
i

(5.16)

= B(mi+ + αT ,mi− + βT )B(mi+ + αF ,mi− + βF ) (5.17)

=
Γ(mi+ + αT )Γ(mi− + βT )

Γ(αT + βT +mi+ +mi−)

Γ(mi+ + αF )Γ(mi− + βF )

Γ(αF + βF +mi+ +mi−)
(5.18)

=
Γ(mi+ + αT )Γ(mi− + βT )Γ(mi+ + αF )Γ(mi− + βF )

Γ(αT + βT +mi)Γ(αF + βF +N −mi)
, (5.19)

where:

• mi+ is the number of users with badge i and with rule i,

• mi− is the number of users with badge i but not rule i,

• mi+ is the number of users without badge i but with rule i,

• mi− is the number of users without badge i and without rule i, and,

• mi is the total number of users with badge i.

Thus, if we are sampling b(u)
i where λ(u)

i = 1, the expression in (5.19) takes the following value for
b
(u)
i = 0:

Γ(m
(−u)
i+ + αT )Γ(m

(−u)
i+ + αF + 1)

Γ(αT + βT +m
(−u)
i )Γ(αF + βF +N −m(−u)

i )
, (5.20)

and this value for b(u)
i = 1:

Γ(m
(−u)
i+ + αT + 1)Γ(m

(−u)
i+ + αF )

Γ(αT + βT +m
(−u)
i + 1)Γ(αF + βF +N −m(−u)

i − 1)
, (5.21)

where the (−u) superscript indicates a value computed ignoring user u. We can simplify out the gamma
functions by looking at the ratio of (5.20) to (5.21), which gives us,
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m
(−u)
i+ + αF

αF + βF +N −m(−u)
i − 1

αT + βT +m
(−u)
i

m
(−u)
i+ + αT

. (5.22)

Similarly, this same ratio for the case where λ(u)
i = 0 ends up being:

m
(−u)
i− + βF

αF + βF +N −m(−u)
i − 1

αT + βT +m
(−u)
i

m
(−u)
i− + βT

. (5.23)

C:

P (b
(u)
i |b

(−u)
i ) =

∫
ωi

P (b
(u)
i , ωi|b(−u)

i )dωi (5.24)

=

∫
ωi

P (b
(u)
i |ωi,b

(−u)
i )P (ωi|b(−u)

i )dωi (5.25)

=

∫
ωi

P (b
(u)
i |ωi)P (ωi|b(−u)

i )dωi (5.26)

∝
∫
ωi

P (b
(u)
i |ωi)P (b

(−u)
i |ωi)P (ωi)dωi (5.27)

=

∫
ωi

P (ωi)

N∏
v=1

P (b
((v))
i |ωi)dωi (5.28)

=

∫
ωi

Beta(ωi;αω, βω)
N∏
v=1

Bernoulli(b
((v))
i ;ωi)dωi (5.29)

=
1

B(αω, βω)

∫
ωi

ωαω+mi−1
i (1− ωi)βω+N−mi−1dωi (5.30)

∝ B(αω +mi, βω +N −mi), (5.31)

where mi is the number of total users with badge i (i.e., with b(u)
i = 1).

5.5.2 Sampling φbg,j

P (φbg,j |aj ,φj , sj ,b) (5.32)

∝ P (φbg,j)P (aj |φbg,j ,φj , sj ,b) (5.33)

= Beta(φbg,j ;αφ, βφ)

N∏
u=1

Bernoulli

a(u)
j ; 1− (1− φbg,j)

∏
i:b

((u))
i =1

(1− φijsij)

 (5.34)
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Let’s do a Metropolis Hastings step to sample from this conditional, with the following proposal:

φ′bg,j |φbg,j = φ ∼ Beta(φν, (1− φ)ν).

This is a Beta distribution parameterized by a mean µ = φ and a “sample size” ν.

Our acceptance probability is thus:

ρ =
P (φ′bg,j |aj ,φj , sj ,b)

P (φbg,j |aj ,φj , sj ,b)

Q(φbg,j |φ′bg,j)

Q(φ′bg,j |φbg,j)
(5.35)

=
Beta(φ′bg,j ;αφ, βφ)

Beta(φbg,j ;αφ, βφ)∏N
u=1 Bernoulli

(
a

(u)
j ; 1−

(
1− φ′bg,j

)∏
i:b

((u))
i =1

(1− φijsij)
)

∏N
u=1 Bernoulli

(
a

(u)
j ; 1− (1− φbg,j)

∏
i:b

((u))
i =1

(1− φijsij)
)

Beta(φbg,j ;φ
′
bg,jν, (1− φ′bg,j)ν)

Beta(φ′bg,j ;φbg,jν, (1− φbg,j)ν)
(5.36)

=
(φ′bg,j)

αφ−1(1− φ′bg,j)
βφ−1

(φbg,j)
αφ−1(1− φbg,j)

βφ−1(
1− φ′bg,j

1− φbg,j

)n−j ∏
u:a

(u)
j =1

1−
(

1− φ′bg,j

)∏
i:b

((u))
i =1

(1− φijsij)

1− (1− φbg,j)
∏
i:b

((u))
i =1

(1− φijsij)

Γ(φbg,jν)Γ((1− φbg,j)ν)

Γ(φ′bg,jν)Γ((1− φ′bg,j)ν)

(φbg,j)
φ′bg,jν−1(1− φbg,j)

(1−φ′bg,j)ν−1

(φ′bg,j)
φbg,jν−1(1− φ′bg,j)

(1−φbg,j)ν−1
(5.37)

=
Γ(φbg,jν)Γ((1− φbg,j)ν)

Γ(φ′bg,jν)Γ((1− φ′bg,j)ν)

∏
u:a

(u)
j =1

1−
(

1− φ′bg,j

)∏
i:b

((u))
i =1

(1− φijsij)

1− (1− φbg,j)
∏
i:b

((u))
i =1

(1− φijsij)

(φbg,j)
φ′bg,jν−αφ(1− φbg,j)

(1−φ′bg,j)ν−βφ−n−j

(φ′bg,j)
φbg,jν−αφ(1− φ′bg,j)

(1−φbg,j)ν−βφ−n−j
, (5.38)

where n−j is the number of users who do not perform action j (i.e., those with a(u)
j = 0).

5.5.3 Sampling sij

P (sij |aj , s−(ij),φ,b) ∝ P (sij |si(−j))︸ ︷︷ ︸
A

P (aj |φ, s,b)︸ ︷︷ ︸
B

, (5.39)

where we expand the two factors as follows:
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A:

P (sij |si(−j)) =

∫
ηi

P (sij , ηi|si(−j))dηi (5.40)

=

∫
ηi

P (sij |ηi)P (ηi|si(−j))dηi (5.41)

∝
∫
ηi

P (ηi)
F∏
k=1

P (sik|ηi)dηi (5.42)

=

∫
ηi

Beta(ηi;αη, βη)
F∏
k=1

Bernoulli(sik; ηi)dηi (5.43)

∝
∫
ηi

η
αη+vi−1
i (1− ηi)βη+F−vi−1dηi (5.44)

= B(αη + vi, βη + F − vi), (5.45)

where vi is the number of actions that are active for badge i (i.e., number of sik = 1 for some i).

B:

P (aj |φ, s,b) =

N∏
u=1

P (a
(u)
j |φ, s,b

(u)) (5.46)

∝
∏

u:b
(u)
i =1

P (a
(u)
j |φ, s,b

(u)) (5.47)

=
∏

u:b
(u)
i =1

Bernoulli

a(u)
j ; 1− (1− φbg,j)

∏
k:b

((u))
k =1

(1− φkjskj)

 . (5.48)

We use a Metropolis step to sample this variable, with a deterministic proposal of flipping the value of sij
from s to s̄. This gives us the following acceptance probability:

ρ =
P (s′ij |aj , s−(ij),φ,b)

P (sij |aj , s−(ij),φ,b)
(5.49)

=
B(αη + v′i, βη + F − v′i)
B(αη + vi, βη + F − vi)∏
u:b

(u)
i =1

Bernoulli
(
a

(u)
j ; 1− (1− φbg,j)

∏
k:b

((u))
k =1

(
1− φkjs′kj

))
∏
u:b

(u)
i =1

Bernoulli
(
a

(u)
j ; 1− (1− φbg,j)

∏
k:b

((u))
k =1

(1− φkjskj)
) (5.50)

=
B(αη + v′i, βη + F − v′i)
B(αη + vi, βη + F − vi)(

1− φijs′ij
1− φijsij

)ni,(−j) ∏
u:b

(u)
i =1∧a(u)j =1

1− (1− φbg,j)
∏
k:b

((u))
k =1

(
1− φkjs′kj

)
1− (1− φbg,j)

∏
k:b

((u))
k =1

(1− φkjskj)
, (5.51)
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where ni,(−j) is the number of users that have badge i but do not perform action j. Note that the proposal
and reverse proposal terms don’t appear here because it’s a deterministic proposal.

We can simplify the first fraction further if we look at the two flip cases. When we flip 0→ 1, this fraction
is:

αη + v
(−j)
i

βη + F − v(−j)
i − 1

,

where we write v(−j)
i to represent vi − sij . Likewise, when we flip 1→ 0, we have:

βη + F − v(−j)
i − 1

αη + v
(−j)
i

.

Note that in the case where we flip sij from 0 to 1, we sample the corresponding φij from the prior,
Beta(αφ, βφ).

5.5.4 Sampling φij

P (φij |aj ,φ−(ij), s,b) ∝P (φij)P (aj |φ, s,b) (5.52)

∝Beta(φij ;αφ, βφ)

∏
u:b

(u)
i =1

Bernoulli

a(u)
j ; 1− (1− φbg,j)

∏
k:b

((u))
k =1

(1− φkjskj)

 . (5.53)

Let’s do a Metropolis Hastings step to sample from this conditional, with the same proposal we used for
sampling φbg,j .

φ′ij |φij = φ ∼ Beta(φν, (1− φ)ν).

Again, this is a Beta distribution parameterized by a mean µ = φ and a “sample size” ν.

Our acceptance probability is thus:
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ρ =
P (φ′ij |aj ,φ−(ij), s,b)

P (φij |aj ,φ−(ij), s,b)

Q(φij |φ′ij)
Q(φ′ij |φij)

(5.54)

=
Beta(φ′ij ;αφ, βφ)

Beta(φij ;αφ, βφ)∏
u:b

(u)
i =1

Bernoulli
(
a

(u)
j ; 1− (1− φbg,j)

∏
i:b

((u))
i =1

(
1− φ′ijsij

))
∏
u:b

(u)
i =1

Bernoulli
(
a

(u)
j ; 1− (1− φbg,j)

∏
i:b

((u))
i =1

(1− φijsij)
)

Beta(φij ;φ
′
ijν, (1− φ′ij)ν)

Beta(φ′ij ;φijν, (1− φij)ν)
(5.55)

=
Γ(φijν)Γ((1− φij)ν)

Γ(φ′ijν)Γ((1− φ′ij)ν)

∏
u:b

(u)
i =1∧a(u)j =1

1− (1− φbg,j)
∏
i:b

((u))
i =1

(
1− φ′ijsij

)
1− (1− φbg,j)

∏
i:b

((u))
i =1

(1− φijsij)

(φij)
φ′ijν−αφ(1− φij)(1−φ′ij)ν−βφ−ni,(−j)

(φ′ij)
φijν−αφ(1− φ′ij)

(1−φij)ν−βφ−ni,(−j)
. (5.56)

5.6 Appendix: Experimental Details

5.6.1 Hyperparameters

In the experiments described in this chapter, we run our model with the following hyperparameter set-
tings:

• αη = 1, βη = 999: gives us an expected sparsity level per badge of 0.1 percent of all possible
actions.

• αω = 5, βω = 25: indicate that our intuition that a given badge will only be active in a small
proportion of users.

• αT = 10, βT = 90, αF = 1, βF = 1000: encodes our assumption that rules are high precision and
low recall, making it very unlikely for a user without a particular badge to activate its corresponding
rule.

• αφ = 1, βφ = 99: encodes the belief that, on average, we expect that when a badge explains an
action (i.e., sij > 0), only 1 % of users with that badge will actually observe the action.

We note that we can also take the fully Bayesian approach and sample our hyperparameters, saving us
having to set them in this way.

5.6.2 Initialization

We initialize the s and φ variables for our sampler by assuming that active rules indicate positive examples,
and looking at the actions performed by these users. For example, if we want to figure out which actions
are explained by the “Apple fanboy” badge, we can look at the users with this rule active, and for each
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Figure 5.10: Initialization condition for the Apple fanboy badge.

action, compute the proportion of these users that perform it. We then compare this proportion to the
overall proportion for this action, across all users. If the within-badge proportion is greater, we assume this
badge can explain this action, and initialize sij = 1 and φij to the within-badge proportion. Figure 5.10
shows, for example, the initial state for the “Apple fanboy” badge as computed in this way (which can be
compared to the posterior learned from our model in Figure 5.6a).

The other variables are initialized from their prior distributions.

5.7 Appendix: Badge Visualizations

In this appendix, we show visualizations of all 31 badges. In the following word clouds, the size of an
action is proportional to its probability for the given badge.
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(a) Vegetarian (b) Apple fanboy

(c) Cyclist (d) Gamer

(e) Runner (f) Hacker
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(a) Feminist (b) Photographer

(c) Teacher (d) Artist

(e) Foodie (f) Hipster
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(a) NASCAR (b) Redneck

(c) Country Music Fan (d) Yoga

(e) Entrepreneur (f) Golfer
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(a) Wine lover (b) Bookworm

(c) Coffee (d) Harry Potter

(e) Ruby on Rails (f) Manchester United
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(a) Hello Kitty (b) Anime

(c) Warcraft (d) Jetsetter

(e) Taylor Swift (f) Lady Gaga

(g) JQuery
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Chapter 6

Representing Documents Through Their
Readers

In Chapter 1, we described that, in order for a computer to reason about a document’s meaning, a
representation must be chosen for the document’s contents. So far in this thesis, we have considered simple
concept representations, such as topics from a topic model [Blei and Lafferty, 2009] or individual words,
named entities or noun phrases. While we were able to successfully use such concept representations in
showing the effectiveness of our interactive concept coverage framework, we are still left with the question:
can we do a better job representing documents?

In order to answer this question, we must consider issues that arise when using simpler document represen-
tations:

• In realistic recommendation systems, documents arrive in a stream, and thus the user feedback
obtained in one time period must be used to recommend articles in another time period. As such, the
preferences we learn over a document representation must be transferable across time. For simple
concept representations, this can lead to a troublesome matching problem (e.g., figuring out which
LDA topics in one time period match which topics in another).

• In our methodology, we model user interests as a weight vector over concepts. It would be preferable
if our concepts aligned with dimensions that users might express interest in. For example, while it is
conceivable that a user might be interested in a word or named entity (e.g., “Obama” or “Michigan”),
it is more far-fetched for a user to have a coherent, consistent interest over a coarse-grained LDA
topic.

• Simple concept representations tend to either be opaque (e.g., LDA topics) or very high dimensional
(e.g., a vocabulary over words). We would like to use the ideas from the previous chapter to make
personalization more transparent, but to do so, we need a concept representation that can exploit the
idea of badges.

• Different users may find different granularities of concepts more appropriate. To an avid sports fan,
for example, the Pittsburgh Steelers, LeBron James and Wimbledon all represent distinct concepts
from the world of sports. However, another user who may not care so much about sports may
consider these all to be equivalent from his point of view. Namely, for this user, an article about the
Steelers might just as well be an article about tennis; it’s all “just sports” to him.

101



In this chapter, we will address the first three issues described above, while the latter one is deferred for
future work, as discussed in Chapter 8. Specifically, we will take a cue from the previous chapter, and
explore how we might represent documents based on the attributes of their likely readers.

6.1 Documents and Their Readers

In today’s world, it has become commonplace for readers to share news articles and blog posts with their
friends and followers on social networking sites. Understanding that much of their future success depends
on such traffic, news sites and blogs have made it easy for their readers to share articles they find interesting,
from the ubiquitous share buttons alongside news content, bearing the logos of Facebook, Twitter and
others, to so-called “social reader” apps built directly into Facebook. The Guardian newspaper, for example,
recently announced that, for the first time, more visits to their site were coming through Facebook than
through Google search.1 This user behavior gives us an unprecedented chance to study the readers of news
articles at a large scale by analyzing their public digital footprint.

In the past, work has been done that uses such data in the setting of personalized news, recommending
articles to a reader based on previous articles that he or she may have shared or liked (e.g., [De Fran-
cisci Morales et al., 2012, El-Arini et al., 2009, Li et al., 2010]). This was the setting of Chapter 3 of this
thesis. However, in this chapter, we seek to investigate a different question: rather than modeling a reader
by the articles he shares, what can we instead learn about an article from the attributes of its readers?

In particular, we study this question from two angles:

• Can we build a valuable, general purpose document representation by representing new articles—
never before seen or shared—with the predicted attributes of their likely readers?

• Can we produce useful descriptions of writers, news sources, politicians, pundits and other public
figures by analyzing the readers of the articles they publish?

In order to address these questions, we once again utilize the microblogging site Twitter2 as a testbed,
as it is widely used by readers as a public medium for disseminating articles and other interesting links.
In particular, Twitter users share articles by tweeting them (Figure 6.1). Moreover, as described in the
previous chapter, many Twitter users also describe themselves in a short profile description, using words
like “vegetarian” or “runner” (Figure 6.2). Following the convention of Chapter 5, we will refer to these
user attribute labels as badges. As most Twitter profiles are public, we can thus scan millions of tweets to
learn the relationship between articles and the badges of users who share them. In contrast to Chapter 5, we
are not interested in predicting badges of individual Twitter users, but rather are interested in representing
arbitrary documents in terms of badges learned from Twitter.

To look at an article through the lens of its readers, one could directly analyze the profiles of all the Twitter
users who have shared the article. This approach, however, is impossible to extend to articles not shared
extensively on Twitter. We thus take the more general approach of associating badges with the content of
the articles rather than directly with the articles. More specifically, we learn a sparse, labeled topic model
over all the articles tweeted in our Twitter testbed, associating each topic with a badge. For example, if
users who have the word “vegetarian” in their Twitter profiles often share articles about health food, then

1http://www.guardian.co.uk/gnm-press-office/changing-media-summit-tanya-cordrey
2http://www.twitter.com
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Figure 6.1: Example of a tweet that includes a link. We focus on tweets which link to news articles.

Figure 6.2: Example of a Twitter user profile. Badges such as “physician,” “fiscal,” or “healthcare” all
describe the user’s interests.

we might learn a “vegetarian” topic with high weights on the words “tofu” and “kale.” We treat these topics
as a labeled dictionary, which we can then use to represent new articles.

Figure 6.3 shows an example article from The Guardian, “Haqqani network is considered most ruthless
branch of Afghan insurgency,”3 represented as both words and badges. This article is about a particular
militant group operating on the Afghanistan-Pakistan border, and in Figure 6.3a, we see that the most
important words in this document correspond to the name of this network: the Haqqani group. While
informative, such a representation of the article could be too fine-grained, in that a related article about
a different aspect of the conflict in Afghanistan might not score high on a similarity score, if it does not
specifically talk about the Haqqani network. An alternative representation might act at a higher level of
abstraction, as we see in Figure 6.3b, which is the badge-based representation of this article which we
develop in this chapter.

Modeling article content through user attributes, in comparison with user-oblivious approaches such as
latent Dirichlet allocation (LDA) [Blei et al., 2003], offers a more interpretable and natural representation
of the articles for personalization and recommendation algorithms. For example, if we are to represent
a user’s preferences as a weight vector over the features of a document collection, as is commonly done
in content-based filtering [El-Arini et al., 2009, Yue and Guestrin, 2011], we expect that a user is more
likely to have a coherent preference for, say, a “vegetarian” badge than an arbitrary topic from a topic
model.

Another advantage of using badges to represent articles is that by associating the relatively stationary
badges with the highly dynamic latent topics, one can naturally match the corresponding latent topics across
different time periods. For instance, while what it means to be “liberal” changes from month to month, as
expressed in what self-described liberals share on Twitter, the “liberal” badge is persistent, and allows us to
immediately produce a correspondence between“liberal” topics trained on tweets from different periods
of time. In contrast, in a traditional topic modeling setting, without using user attributes, we would be

3http://www.guardian.co.uk/world/2012/sep/07/haqqani-network-blacklisted-terrorist-us
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(a) words (b) badges

Figure 6.3: In this figure, we see the difference between the word representation and badge representation
of the same article from The Guardian, “Haqqani network is considered most ruthless branch of Afghan
insurgency” (September 7, 2012). The badge representation is based on attributes of the likely readers
of the article, and exists at a higher level of abstraction than the word representation. In (a), the size of a
word is proportional to its tf-idf weight, while in (b), the size of a badge is proportional to the weight it is
assigned via the approach in Section 6.3.2. We continue the convention of the previous chapter, and display
badges in blue and words in black.

forced either to perform a heuristic bipartite matching on the topic-word distributions from the different
time periods, to best match the unlabeled topics with each other, or to resort to a more complicated topic
model that directly models the time stamp of each article, which can lead to inefficient inference [Blei and
Lafferty, 2006].

We perform extensive evaluation of our approach, and show through both examples and quantitative
experiments that incorporating reader information into content analysis yields article representations that
are more interpretable for human understanding and more effective for various practical applications.

6.2 Approach Summary

We give a succinct high-level summary of our model and algorithms in this section and provide full details
in the following sections of the chapter:

1. We collect a training data set of tweeted news articles from a specified time period. We represent the
content of each training article as a bag-of-words vector, with more important words accruing larger
weight.

2. We learn a labeled dictionary—whose columns correspond to badges and rows correspond to words
in a vocabulary—by minimizing the (regularized) reconstruction error of training articles with respect
to the badges of the users who shared them.

3. Given a new article from the same time period, we represent the article as the sparse linear combina-
tion of badges that most faithfully represents the article’s content in terms of the labeled dictionary
learned in the previous step. We enforce that the set of badges selected in this step are related through
a structured sparsity regularization.
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6.3 The Badge Model

The data we gather from Twitter is threefold: (1) We take each tweeted article, download its content, and
represent it as a vector of words following the bag-of-words convention; (2) We associate each article with
the users who have tweeted it; (3) We associate each user with a set of descriptive words from his or her
profile, which we refer to as badges.

Given this data, we can then describe each badge by a small weighted set of characteristic words and
describe an article by a small weighted set of the badges, selecting badges whose characteristic words
collectively best represent the content of the article.

We emphasize that we want sparsity in two parts of our model: we would like each badge to have a small
set of characteristic words and we would like each article to be described by a small set of badges. These
sparsity assumptions reduce model complexity and conform with assumptions on natural human cognition,
leading to models that are much faster to compute and much easier to interpret.

Formally, we let V denote the size of the vocabulary in our training data, N the number of training
documents, and K the total number of badges. From a generative perspective, we think of the document i,
represented as a V -dimensional vector of the words, yi, as formed by:

yi ≈ Bθi. (6.1)

B is a non-negative V × K matrix with a column for each badge, representing the weighted set of
characteristic words for the badge. θi is a K-dimensional vector that similarly represents the weighted
set of characteristic badges associated with document i. We borrow a term from information theory and
refer to B as our badge dictionary where each column of B is an entry in the dictionary. Our sparsity
assumptions translated in this setting means that B and θi must both have small numbers of non-zero
entries. The training corpus of articles along with the user profile information provides us the yi’s and the
approximate θi’s for many documents with which we can learn the matrix B; we refer to this phase as
“learning the dictionary.” We then can apply the dictionary B to analyze contents of new documents and
estimate the corresponding relevant badges for the new documents by estimating the θi vector; we refer to
this phase as “coding the documents.”

6.3.1 Learning the Dictionary

For each document i in our training corpus, we observe the content vector yi, as well as the badges of
the readers who shared document i on Twitter. The set of all badges of the readers does not give us direct
access to θi because it may contain badges irrelevant to the document as well as omitting badges important
to the document. As the previous chapter showed, there is a probabilistic relationship between the badge
labels present in a user’s profile and the user’s true set of badges. However, here, we are not interested in
the specific badges of a particular user, but rather a higher-level association between badges and the articles
shared by a large collection of users. Thus, it is reasonable and sufficient to say that, with a large number of
users and documents, the documents shared by readers self-identified with a specific badge k will be on
average relevant to the badge k and the documents shared by readers not self-identified with a badge k will
be on average irrelevant to badge k. Therefore, in order to learn the dictionary B, we can approximate θi
by taking each of the readers of document i, and assume a uniform distribution over the badges each of
them declares in his or her profile. We then estimate θi by aggregating over document i’s readers.

For example, we consider an article i that was shared on Twitter by two users:
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• Alice’s Twitter profile contains the badges “liberal” and “feminist”;

• Bob’s Twitter profile contains the badges “liberal,” “football” and “German.”

In this case, we would assume Alice is half-liberal and half-feminist, while Bob is one third each: liberal,
football and German. We would thus estimate θi as the point-wise average of the two vectors: 〈liberal :
0.5, feminist : 0.5〉 and 〈liberal : 1/3, football : 1/3, german : 1/3〉. Formally:

θik ≈
∑

u∈ Tweetedi

λ
(u)
k∑
` λ

(u)
`

, (6.2)

where we continue the notation of the previous chapter and let λ(u)
k = 1 if and only if user u identifies

himself with badge k in his Twitter profile.

With each yi given and each θi approximated, the badge dictionary B can be learned by choosing a loss
function and minimizing the loss objective:

min
B≥0

N∑
i=1

l(yi,Bθi) + λB

V∑
j=1

K∑
k=1

|Bjk|. (6.3)

Note that we also constrain all entries of B to be non-negative to make the results more interpretable and use
the well-studied `1-regularization on the entries of B to encourage sparsity in the learned B matrix.

In this chapter, we let yi be a term frequency-inverse document frequency (tf-idf) vector of the words
in document i, normalized to have `2-norm of 1.4 The θi vector, as described before, gives a uniform
weight to the set of all badges of the readers, normalized also to have unit `2-norm. We then minimize a
square-error loss and choose the regularization parameter λB that achieves a desired level of sparsity in the
resulting B matrix:

min
B≥0

N∑
i=1

‖yi −Bθi‖22 + λB

V∑
j=1

K∑
k=1

|Bjk|. (6.4)

We optimize Eq. (6.4) using a simple projected stochastic gradient descent, as outlined in Algorithm 6.1.5

This approach to optimization allows us to operate on large, streaming, Web-scale data sets.

It is interesting to consider the alternative objective function where we let yi and the columns of B represent
probability distributions over words and let θi represent a probability distribution over the set of badges.

4A tf-idf vector representation of a document is an element-wise product of two vectors, each with dimension equal to the
vocabulary size: (1) the term frequency (tf) vector stores a count of each unique word in the document; and, (2) the inverse
document frequency (idf) vector stores the log inverse of the proportion of total documents (in a reference or training corpus)
containing each word. Specifically, the jth index of a tf-idf vector for document i in a corpus of documents D can be computed as
follows:

tf − idfi(j) = #(j, i) · log
(

|D|
|{d ∈ D : #(j, d) > 0}|

)
,

where #(j, i) indicates the number of times word j occurs in document i. The tf-idf representation is widely used in information
retrieval settings, as it is a simple yet effective way of down-weighting words with little discriminative value (i.e., common words
that appear uniformly across a document collection).

5Further details on initialization and parameters can be found in the appendix to this chapter, Appendix 6.8.
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Algorithm 6.1: Projected stochastic gradient descent for learning the badge dictionary B

// Data:
Θ = [θ1,θ2, . . . ,θN ]
Y = [y1,y2, . . . ,yN ]
// Parameters:
Let m be the minibatch size
Let ε be the termination tolerance
Let α0 be an initial step size parameter
Let λB be the sparsity regularization parameter
// Initialization:
B(0) =∞
Set B(1) to an initial value
t← 1
// Termination condition
while ‖B(t) −B(t−1)‖F > ε do

// Random minibatch
M← randsample(N,m)
Θ̂← Θ:,M
Ŷ ← Y:,M
// Compute gradient
∇ ← − 1

m

(
Ŷ −B(t)Θ̂

)
Θ̂

T

// Set step size
α = 1/

√
max(α0, t)

// Take gradient step
B(t+1) ← B(t) − α∇
// `1-projection via soft-thresholding, while maintaining non-negativity
B

(t+1)
>0 ← B

(t+1)
>0 − λB

B
(t+1)
<0 ← 0

t← t+ 1

We can then minimize the information loss, also known as the Kullback-Liebler divergence:

min
B∈∆

−
N∑
i=1

yT
i log(Bθi), (6.5)

where the notation B ∈ ∆ constrains all columns of B to lie in the probability simplex, i.e., be non-negative
and sum to one. It is important to note that we do not include the `1-regularization in this approach
because the probability simplex constraint already requires that

∑V
j=1 |Bjk| = 1 for all solutions, thus

rendering the regularization irrelevant. Interestingly, this optimization is exactly equivalent to maximum
likelihood inference in the probabilistic latent semantic indexing (pLSI) model, assuming fixed topic
weights θi [Hofmann, 1999]. In this chapter, however, we choose to work with the square-error loss
primarily because we get more direct control over the sparsity level of the estimators.

Many techniques learn both B and θi from the training corpus—non-negative matrix factorization and
LDA, for example. However, joint estimation of both B and θi is inherently a much more complex problem
than learning just one; the resulting joint learning algorithms are not only slower, but require the training
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corpus to be both larger and more regular. Thus, one way to understand our approach is that we use the
reader attribute information to drastically reduce the complexity of many content analysis models.

6.3.2 Coding the Documents

A straightforward approach for representing a new document in terms of the badges is to take the same
loss-objective as in the dictionary learning phase, and optimize over θi instead of B. That is, given a new
document i, we optimize the following:

min
θi≥0

l(yi,Bθi) + λθ‖θi‖1, (6.6)

where we again encourage sparsity in the estimated θi by the `1-regularization.

With squared-error, our objective takes the form of the well-known non-negative lasso:

min
θi≥0
‖yi −Bθi‖22 + λθ‖θi‖1. (6.7)

We once again borrow a term from information theory and refer to an optimization like in Eq. (6.7) as
coding the article in terms of the badges. Eq. (6.7) can be solved efficiently through various algorithms,
including coordinate descent and Shotgun [Bradley et al., 2011].

6.3.3 Incorporating Relations among Badges

In practice, there is a subtle problem with the formulation in Eq. (6.7). Many badges tend to be highly
related, such as “progressive” and “liberal,” “school” and “student,” and “vegan” and “vegetarian.” These
closely-related badges tend to model similar content and overlap in explanatory power. Thus, the estimated
set of relevant badges—the non-zero entries of the estimated θi vector, encouraged to be as small as
possible by the sparsity regularization—would arbitrarily include, e.g., either “progressive” or “liberal,” but
not both. The fact that these choices are arbitrary has undesirable consequences: for instance, given two
very similar articles about the liberal political view on education, one may be represented by the badges
“progressive” and “school” and the other by a completely disjoint set of badges, “liberal” and “student”.
Any learning algorithm that uses the selected badges as features would consequently be misled into treating
the two articles as completely dissimilar.

Ameliorating this problem requires two steps: (1) we must first detect similarity relations among the badges;
and, (2) we must then augment the article coding objective so that groups of closely related badges would
be selected together in the article representation.

To determine whether two badges are related, we look at co-occurrence counts of the badges in the profiles
of Twitter users. Closely related badges would either frequently co-occur in users’ profiles—in cases like
“Obama” and “liberal”—or frequently co-occur with some other common badges—in cases like “liberal”
and “progressive”—with the common badge perhaps being, e.g., “activist” or “blogger.” To take into
account both cases, we form a weighted undirected graph over the badges where each edge between two
badges has a weight proportional to the frequency that these two badges co-occur in Twitter user profiles.
More precisely, if s and t represent two distinct badges, we let the weight of the edge between s and t be
wst ≡ #s, t co-occur

(#s occur)(#t occur) . One can see then that highly related badges would either be neighbors in this
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Figure 6.4: The effect of graph regularization on an article about Mac OS X Lion. The size of a badge is
proportional to its weight.

graph or be connected by a very short path, where the weights of the edges on the path would be very
high.

For the second step, we augment our model with the so-called graph-guided fused lasso regularization of
Kim et al. [2009]:

min
θi≥0
‖yi −Bθi‖22 + λθ‖θi‖1 + λG

∑
(s,t)∈E(G)

wst|θi(s)− θi(t)|, (6.8)

where wst is the co-occurrence weight of the badge pair (s, t) in the co-occurrence graph G, as defined
above. The graph fusion regularization encourages θi(s) to be close to θi(t) for all edges (s, t) in the
graph where the strength of the regularization is proportional to the weight of the edge. In this way, highly
related badges, being closely connected in the co-occurrence graph by heavily weighted edges, would be
incentivized to simultaneously have either all zero or all non-zero values in entries of θi. The graph fusion
regularization parameter, λG , regulates how big a role the graph G should play in regularizing θ. We refer
the readers to the recent work of Chen et al. [2012] for a detailed discussion of the optimization algorithm
for solving Eq. (6.8), which we use in our approach.

As an example of how this graph regularization addresses our problem, we can consider an article about
Mac OS X Lion.6 Coding this article with the vanilla lasso, without graph regularization, leads to a badge
representation overwhelmed by the “lions” badge. This is problematic because, while the “lions” badge
well explains the word “lion,” which appears often in the article, the main usage of the “lions” badge occurs
in the context of the Detroit Lions football team. As a result, the Mac OS X article could, with respect to
the computed badge representation, be more similar to a football article than to a technology article. When
using the graph-guided fused lasso however, we obtain a more balanced coding, with the badge “apple”
and “geek” now being the most dominant, taking up nearly sixty percent of the squared two-norm of the
badge vector (cf. Figure 6.4).

The reason for this improvement is evident when we consider the neighbors of“lions” and “apple” in
our badge graph. The strongest links emanating from the“lions” badge are related to Michigan—e.g.,
“Detroit” and “mlive” (a Michigan news site)—or to animals—e.g., “jungle,” “monkey” and “roar.” These
neighboring badges do not do a good job explaining the Mac OS X article, and so this forces “lions” to
be downweighted. However, if we consider the strongest neighbors of “apple” in the badge graph, we
see words such as “fanboy,” “jailbreak” and “ipod,” which are much more related to the content of the
article.

6http://www.macobserver.com/tmo/article/my_favorite_stealthy_lion_features/
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Table 6.1: Training data statistics

Time period
Tweeted links

with user profiles
Tweeted news

articles in English
Vocabulary size Number of badges

Sep. 2010 18,872,925 596,522 51,182 4,460
Sep. 2011 38,158,817 847,077 55,688 5,029
Sep. 2012 67,346,626 1,514,670 58,235 5,247

6.4 Experimental Results

We conduct an extensive empirical analysis of our badge-based concept representation, focusing on the
questions we posed at the beginning of the chapter. Specifically, we seek to show that by representing
documents by attributes of their likely readers, we can create a document representation suitable for
personalization—particularly as part of our interactive concept coverage framework—while simultaneously
gaining interesting insights into the works of writers, politicians and other public figures.

We begin by describing the large data set we use for our evaluation, followed by both anecdotal descrip-
tions and quantitative comparisons, showing that our badge-based concept representation is useful and
insightful.

6.4.1 Data Processing and Experimental Setup

In order to evaluate our method, we must obtain a training set of tweeted news articles. We achieve this with
access to the Twitter Garden Hose stream, which is an approximately 10% random sample of all tweets.7

In our reported experiments, we consider three months-worth of tweets: September 2010, September 2011
and September 2012.8 For each of these three months, we scan through every tweet in the Garden Hose
and extract those that are: (1) a tweet of a link; and, (2) came from a user with a non-empty profile. This
leaves us with over 120 million tweets across the three months (cf. Table 6.1).

Next, as we are particularly interested in news articles, and not videos, photos, games and other such shared
web pages, we filter the tweeted links to match one of 20,000 mainstream news sources, as defined by
Google News.9 We then download each news article shared in this set of tweets that we believe to be
written in the English language, resulting in a smaller, but extremely rich, data set, consisting of nearly 3
million tweeted news articles.

We use standard heuristics to extract the most meaningful unique words in these articles to create a
vocabulary for each time period, as well as extract all badges that occur more frequently than a specified
threshold. Statistics can be found in Table 6.1.

Based on this training data, for each of the three months, we can compute the Θ and Y matrices, as well as
the undirected graph over badges with weights wst, and commence with dictionary learning, as described
above in Section 6.3.1. We learn a separate badge dictionary for each of the three months.

7We are grateful to Brendan O’Connor and Noah Smith for providing us with this access.
8It is important to note that, throughout the development of our approach and algorithms, we used a held-out validation set of

tweets and tweeted articles, corresponding to July 2011 and July 2012.
9List of Google News news sources provided by Jure Leskovec, to whom we are grateful.
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Table 6.2: Number of articles per section of The Guardian in our test set

Time period World Sport Opinion Business Life & Style Science Technology UK
Sep. 2010 942 980 636 614 668 184 299 134
Sep. 2011 1,198 1,146 621 627 547 201 335 217
Sep. 2012 1,162 1,044 603 466 437 143 259 203

For the quantitative comparisons, we require a test set of articles. While our training requires the analysis of
tweets, any documents—including never-before-published ones—can be represented using our badge-based
concept representation. Thus, for our test set, we download eight entire sections from The Guardian, a
leading British newspaper, over the three months considered in our training set, comprising nearly 14,000
articles. We represent each test article as a tf-idf vector over the time-specific vocabulary constructed during
training. We can then code each article by optimizing Eq. (6.8), using the dictionaries learned from the
training data. Statistics of the test set can be found in Table 6.2.

More details on the entire data processing pipeline can be found in Appendix 6.7, while information on
parameter settings for our optimization can be found in Appendix 6.8.

6.4.2 Examples

After learning our badge dictionary on the training set, spanning three months, we can ascertain how well
the badge-labeled topics capture semantic themes in our data.

Top Ten At first glance, we can examine the ten badges that we use the most (i.e., highest total weight)
to code the Guardian articles from September 2012, in our test set:

1. Guardian

2. Olympics

3. London

4. cricket

5. soccer

6. premier (as in, English Premier League)

7. tennis

8. fashion

9. gossip

10. Labour (as in, the British political party)

As we see in Figure 6.5, the words representing these ten badges align quite well with what we would
expect. The most prevalent badge—”Guardian”—acts as a “background” badge in this particular data set,
while the next six badges describe different aspects of sports, which represents a large proportion of our
data set (cf. Table 6.2). The first badge that we would consider to be mediocre is the “views” badge, down
at the 27th spot in the ranking. The characteristic words of this badge seem to be unrelated to the concept
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(a) 1. Guardian (b) 2. Olympics (c) 3. London

(d) 4. cricket (e) 5. soccer (f) 6. premier

(g) 7. tennis (h) 8. fashion (i) 9. gossip

(j) 10. Labour (k) 27. views

Figure 6.5: (a)-(j) The top ten badges used to code articles from The Guardian in our September 2012
test data set. The size of a word is proportional to its weight in the badge. (k) This word cloud represents
“views,” the 27th most heavily used badge when we code the September 2012 Guardian articles. This is the
first badge in the ranking whose word representation is not what one would expect.

“views,” giving us an example where our dictionary learning phase produced a poor dictionary element.
However, we find it heartening that the majority of the badges we learn are of high quality, as evident
in Figure 6.5.

Dueling Badges An interesting exercise is to take a pair of related badges, and see how their word
representations compare. In Figure 6.6, we see a comparison of two popular badges related to American
politics: “progressive” (a popular liberal badge) and “tcot” (Top Conservatives on Twitter). These
dictionary elements were learned from the 2012 data, and thus come from the heat of the American
Presidential race between Barack Obama and Mitt Romney. As this race was heavy on negative campaigning
(cf., for example, [Greenstein, July 17, 2012]), it is not surprising to see that progressive supporters of
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(a) progressive− tcot (b) tcot− progressive

Figure 6.6: Here, we see the relationship between two related badges: “progressive” and “tcot” (Top
Conservatives on Twitter). The word cloud on the left contains words that are more important for “pro-
gressive” than for “tcot,” with the size of the word proportional to the difference in weights between the
two dictionary elements. On the right, we see a word cloud containing the converse: words that are more
important for “tcot” than for “progressive.”

(a) music (2010) (b) music (2012)

Figure 6.7: The “music” badge is one of the most static badges in our data set; its characteristic words
barely change over the two year period from September 2010 to September 2012, as can be seen in this
pair of word clouds. Again, the size of a word is proportional to its weight in the dictionary element.

Barack Obama were more likely than conservatives to share articles about Mitt Romney, and in particular,
his controversial ties to Bain Capital, a financial firm he once headed. Likewise, conservatives are more
likely than progressives to share articles about Barack Obama, presumably critical of him.

Badges Over Time One motivation for using badges to represent documents is their persistence over
time. For example, even if what it means to be liberal changes from month to month and year to year, the
“liberal” badge is always there to represent liberal-leaning documents. Thus, it is instructive to consider
examples of both static and dynamic badges.

In Figure 6.7, we find the “music” badge, which is one of the most static badges in our data set; its
characteristic words barely change over the two year period from September 2010 to September 2012.
Namely, the type of Twitter user who identifies herself with music in her profile is likely to share articles
with the words “music,” “band,” “album” and “song.”

In contrast, Figure 6.8 shows one of the most dynamic badges in our data set: the one representing Vice
President Joe Biden. The type of user who identifies himself with “Biden” shares rather different articles in
2010 and 2012. In September 2010, such a user focuses on the Vice President as well as comedian Stephen
Colbert, who at the time was co-hosting a political rally with fellow comedian Jon Stewart. However, by
2012, all signs of Joe Biden have diminished, and the primary focus of this badge is on the American
Presidential race.
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(a) Biden (2010) (b) Biden (2012)

Figure 6.8: The “Biden” badge is a dynamic one. In 2010, readers with the badge share articles about Joe
Biden and Stephen Colbert, while in 2012, the focus turns to Barack Obama and Mitt Romney, due to the
Presidential campaign.

6.4.3 Case Study with Political Columnists

To demonstrate how our badge representation can provide insight on the makeup of a writer’s likely readers,
we use our model to analyze fourteen notable political columnists in the United States. These columnists
each specialize in different topics, from economics to foreign policy, and are perceived to have different
political leanings from very liberal to ultra-conservative. We show through various examples that, by
understanding the writings of these political columnists through badges, we can characterize their target
audiences in interesting ways. We emphasize that we look at only the content of the columnists’ articles;
only the badge dictionary is learned from documents shared on Twitter, and thus this analysis does not
require that the columnists’ articles appear on Twitter at all.

As a first analysis, we take each article written by each of the fourteen columnists in July 2012, and
code the article text in terms of badges, using our methodology. For each columnist, we then average
the badge representations of the columnist’s articles, resulting in an aggregate badge representation for
each columnist. Examples can be found in Figure 6.9. We find that the badge representation, in almost all
cases, accurately reflects the topics of expertise of the columnists; for instance, the words “aid” and “Africa”
appear prominently in the badge representation for Nicholas Kristof, which makes sense because a reader
who is self-described to be interested in “aid” or “Africa” would be quite likely to read Kristof’s analyses
of the various humanitarian crises in third world countries. Likewise, the badge representation for Maureen
Dowd accurately shows that her likely readers are “progressive.” It is critical to point out that Dowd does
not in fact use the word “progressive” in any of her columns throughout this time period; rather, this coding
corresponds to the attributes of her likely readers. Additionally, the badges “Irish” and “Ireland” appear
prominently because Maureen Dowd was on assignment in Ireland in July 2012, writing prolifically about
the country.

As a second analysis, we compare the political leanings of the likely readers of the fourteen columnists, by
coding the columnists’ articles in terms of only the “progressive” and “tcot” badges. In Figure 6.10, we
place the columnists on a spectrum, where the location of each columnist is based on the relative weight of
the “tcot” badge to the “progressive” badge in his or her average badge representation. Thus, columnists
appearing on the left side of the spectrum are more likely to appeal to readers self-identified as “progressive”
than to readers self-identified as “tcot.” For example, the location of ultra-conservative writer Ann Coulter
on the far right of the spectrum indicates that, based on her writings in July 2012, her likely readership
during that month is almost exclusively conservative.

Overall, our ranking of the political columnists roughly line up with the public perception of the columnist’
political alignments, with outspoken conservative voices like Coulter and Charles Krauthammer placed
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(a) Nicholas Kristof (b) Maureen Dowd

(c) Thomas Friedman (d) Paul Krugman

Figure 6.9: These four word clouds depict the prominent badges that best represent the writings of four
well-known New York Times columnists. The badge representations of the writers match well with the
subject matter of their columns. Nicholas Kristof (a) writes extensively about poverty and social justice
abroad; Maureen Dowd (b) is a liberal columnist who writes general political commentary; Thomas
Friedman (c) specializes in foreign policy, and in particular, the Middle East; Paul Krugman (d) is a Nobel
laureate economist who advocates left-leaning economic policy in his columns.
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Figure 6.10: Predicted political alignments of the likely readers of fourteen political columnists based on
results from representing the columnists’ writing with only two badges: “progressive” and “tcot.” The
columnists are ranked from left to right based on how well the content of their writing is captured by the
left-wing “progressive” badge as opposed to the right-wing “tcot” badge.

116



on the far right, and well known liberal voices like Maureen Dowd on the (not as extreme) left. Likewise,
Thomas Friedman, Fareed Zakaria and David Ignatius are clustered together, as they all write primarily
about foreign policy. It is important to emphasize, however, that our approach does not attempt to directly
classify the political alignment of the columnists. Rather, we instead try to identify what kind of readers
would be interested in reading each of the columnist’s editorials. For instance, if we take the example
of Kathleen Parker, although she is a conservative columnist with the Washington Post, she often levels
strong criticism against the Republican Party, and even supported Barack Obama for the 2008 presidential
elections. It is thus sensible that she is placed more to the left in our chart despite being conservative,
because politically liberal readers often enjoy reading her columns.

However, our ranking is not perfect. If we consider the location of William Kristol, a neo-conservative
icon and founder of The Weekly Standard, we find that he is incorrectly placed on the left side of this
spectrum. We hypothesize that this behavior arises from the phenomenon visualized in Figure 6.6,
whereby progressives are more likely to write about Mitt Romney than conservatives. While an unabashed
conservative, in the month of July 2012, Kristol writes about Romney nearly twice as much as he writes
about Obama, which may explain the discrepancy.

Finally, it is interesting to note the relationship between our case study and the well-studied ideal point
model from quantitative political science, which assumes legislators and bills lie in a low-dimensional
Euclidean space indicating political positions, and the affinity of a legislator for a bill is a function of the
distance between their two locations [Poole and Rosenthal, 1985]. Early work learned such ideal points
from roll call votes, whereas more recent work in machine learning has combined roll call data with text
analysis [Gerrish and Blei, 2011]. While perhaps visually similar, Figure 6.10 is computed based on a
completely different signal than traditional ideal point models.

A full listing of the fourteen columnists and the articles we use in this analysis appears in Ap-
pendix 6.9.

6.4.4 Quantitative Comparisons

In this section, we consider three quantitative analyses, evaluating the performance of our badge-based
concepts as a document representation. We compare our approach to two commonly used concept repre-
sentations: a fine-grained tf-idf representation and a coarse-grained 100 topic LDA-based representation.
These are the same two representations we evaluate in Chapter 3 of this thesis.

Coherence As a first comparison, we test our hypothesis that the concepts we learn with our badge-based
representation are more semantically coherent than topics learned through a topic model, such as LDA.
Our belief stems from the intuition that there is no explicit incentive for a topic model to produce coherent
topics corresponding to human interests, while each of our dictionary elements corresponds to a badge
directly used by a Twitter user to describe himself.

To quantitatively measure such a notion of coherence, we use the methodology of Mimno et al. [2011], and
compute a statistic based on how frequently the top words in each topic co-occur in a reference corpus.
Mimno and colleagues show that this statistic strongly correlates with human notions of coherence, as
validated by a user study. Figure 6.11 shows that, using Mimno’s metric, our learned badge dictionary
produces more semantically coherent concepts than LDA, when trained on the full September 2012 training
data set.
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Figure 6.11: Dictionary elements from our learned badge dictionary are more semantically coherent than
topics from an LDA topic model. Both models use the same number of topics/badges (5,247), and are
trained on the September 2012 training data set. The coherence numbers reported are computed based on
the methodology of Mimno et al. [2011].

For a fair comparison, we run LDA with the same number of topics as we have badges for this time period
(i.e., 5,247). Moreover, we compute Mimno’s coherence statistic using the top 15 words in each topic,
following the convention used in their paper. Due to the scale of this problem (over 1.5 million documents,
5,000 topics, 55,000 word vocabulary and 375 million total tokens), we run a distributed implementation of
collapsed Gibbs sampling for LDA, over 114 cores, provided as part of GraphLab [Gonzalez et al., 2012,
Low et al., 2012].10

Odd-one-out Our second quantitative comparison examines our hypothesis that the badge-based concept
representation is better suited than competing techniques to represent coherent semantic concepts over time.
This belief is due to the persistent nature of badges, which allows us to straightforwardly bind together
concepts across different time periods. For example, the “football” badge in September 2010 can be directly
matched to the “football” badge in September 2012, whereas topics from an unsupervised topic model
must be matched in more complicated, less straightforward ways.

To evaluate our hypothesis, we conduct the following intrusion-detection experiment on our Guardian test
data:

1. Pick two newspaper sections at random from The Guardian. Call the first one the home section and
the second the intruder section. For example, we might pick “world” and “sport” as the home and
intruder sections, respectively.

2. Pick an article, uniformly at random, from the home section of the September 2010 Guardian data.
We call this article h1.

3. Pick an article, uniformly at random, from the home section of the September 2012 Guardian data.
We call this article h2.

10http://www.graphlab.org
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Figure 6.12: Odd-one-out metric showing that our badge-based concept representation does a better job
at preserving the semantic similarity of articles within the same newspaper section over time than the
competing representations. Results reported are the median of 56,000 independently drawn triplets of
articles, and 95% confidence intervals are computed using the normal approximation to the binomial.

4. Pick an article, uniformly at random, from the intruder section of the September 2012 Guardian data.
We call this article i2.

5. We compute the (`2-normalized) concept representations for each of these three articles.

6. For a given concept representation (e.g., for LDA), we compute the following cosine similarity ratio:
(hT1 h2)/(hT1 i2). We call this the “odd-one-out” score for this triplet of articles and this concept
representation, as it tells us how much more similar the two documents from the same section are to
each other, versus the two documents from different sections.

A concept representation with a high “odd-one-out” score indicates that the semantic similarity between
articles from the same section is preserved across time. A lower “odd-one-out” score indicates that a
concept representation can more easily conflate the content of different news sections, leading to thematic
incoherence over time.

We compute this score for our badge-based concept representation, as well as a 100-topic LDA topic
representation and a tf-idf word representation. Specifically, for each pair of home and intruder sections, we
draw 1,000 random article triplets, and compute the median odd-one-out score for each method. Figure 6.12
shows that, overall, aggregating over all pairs of sections, the badge representation has a significantly better
performance on this metric than the two competing techniques.11 Moreover, if we look at Figure 6.13,
we see that this significant advantage holds true not just at an aggregate level, but in about 80% of the
individual section pairings. Of the 56 possible pairings, only two resulted in significant wins on this metric
by one of the competing techniques.

User Study Our final quantitative evaluation addresses the fundamental question posed at the beginning
of this chapter: can we develop a concept representation that works well for personalization?

To answer this question, we conduct a news recommendation user study comparing our badge-based

11Confidence intervals about the median are computed using the normal approximation to a binomial (cf. Bland [2000]).
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Figure 6.13: In about 80% of potential section pairs from The Guardian, the badge-based representation
leads to a better odd-one-out score than the competing techniques. Darkly shaded cells are significant at
the 95% confidence level, as indicated by the legend.
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concept representation to tf-idf and LDA. We use each of the three as concept representations in our
interactive concept coverage methodology, introduced in Chapter 1 of this thesis. Our study is in two
phases: first, a user provides feedback on a random set of articles that allows us to quickly estimate his
interests, and then we recommend articles to the user and measure how many of them he likes.

Specifically, our study involves the following:

1. Pick a random two time periods from the set: { September 2010, September 2011, September 2012 }.
Assign one time period to the first phase of the study, and the other time period to the second phase.

2. Draw 20 news articles, uniformly at random, from our Guardian test data set, corresponding to the
first time period of the study.

3. Present these 20 news articles, one at a time, to the user, asking him to mark each article as interesting
or not. This is the first phase of the study.

4. We draw a random concept representation from the set: { tf-idf, LDA, badges }. Based on the
concept representation we select, we compute the average concept vector of the articles marked as
interesting in the first phase. For example, if the user has indicated interest in just two articles, one
on the Manchester United football team and another on the London Olympics, and our randomly
selected concept representation was tf-idf, we would average together the tf-idf vectors of the two
articles, leading to high weights on words like “London,” “football,” “Olympics,” “Manchester,”
“premier,” “Ferguson,” etc.

5. We take the average concept representation computed in the previous step, and convert it so that it
matches with the corresponding concepts in the second year of the study. With LDA, this involves
the Hungarian algorithm for bipartite matching over the topic-word distributions, while for tf-idf
and badges, it involves simply matching the words or labels from one time period to the other. For
example, if the time period assigned to the first phase was September 2012, and our second phase
corresponds to September 2010, we need to select and permute the indices of the September 2012
average concept vector so that it matches with the ordering of September 2010. Thus, if the word
“France” appears in index 3 in 2012, but in index 100 in 2010, the concept weight over “France”
needs to move to index 100.

6. We use the transformed average concept vector, indicating the user’s interests from phase one of the
study, as concept weights for our interactive concept coverage methodology. We employ the greedy
submodular maximization algorithm to optimize Eq. (3.3) with a budget of ten, resulting in a diverse
set of ten articles from the second time period relevant to the user’s interests.

7. We show the recommended articles to the user, one at a time, and obtain feedback on which ones
were interesting or not.

We recruited 118 participants for our study on Amazon Mechanical Turk,12 offering $0.20 per study
completion. As our articles are from The Guardian, a British newspaper, we require participants that have
good English language skills and meaningful ties to the United Kingdom. As we were unsuccessful in
recruiting participants directly from Great Britain, we instead recruited exclusively from India. To improve
the quality of our test set for our participants, we removed articles that were shorter than 1,200 characters,
as well as those that contained the words “rugby” or “cricket.”

Figure 6.14 shows that our badge-based concept representation significantly outperforms both tf-idf and

12http://www.mturk.com

121

http://www.mturk.com


tf−idf LDA badges
5

6

7

8

9

10

N
um

be
r o

f l
ik

ed
 a

rti
cl

es

Figure 6.14: Results from the news recommendation user study, showing that the badge-based concept
representation developed in this chapter leads to better article recommendations than competing document
representations.

LDA on this fundamental news recommendation task. On average, users find the articles we recommend to
them to be more interesting than the articles recommended via the competing document representations.
This is what we expected, and backs our hypothesis that the badge-based representation is a preferable
document representation for personalization tasks–particularly ones that cut across periods of time. While
tf-idf is excellent at detecting article similarity within a time period, it is worse at detecting similar
articles from two completely different periods of time. Meanwhile, LDA is at the mercy of a successful
bipartite matching. The badge-based representation can overcome both challenges, leading to improved
performance.

6.5 Related Work

Modern research on concept representations can be traced back to the psychology community, where there
is a large body of work about how people represent concepts [Murphy, 2002]. For instance, early work in
cognitive science considered featural representations of categories (e.g., people might remember that bears
often have the features “fur” and “claws”) [Hampton, 1979, Hayes-Roth and Hayes-Roth, 1977]. Addition-
ally, a large subfield of classical artificial intelligence is that of knowledge representation [Brachman and
Levesque, 2004] and ontology learning [Gruber, 1993]. While related in principle, these approaches tend
to be tailored to more formal reasoning, e.g., for logic-based reasoning or automation. In this chapter, we
endeavored to develop a more flexible and fluid representation of concepts.

The idea of inferring information about the documents from their readers is not new; there is a rich line
of research on collaborative filtering, which classifies, filters, or recommends documents by detecting
readership patterns which, in some sense, represent the collaborative effort of all the readers [Sugiyama
et al., 2004]. Main approaches for collaborative filtering, such as matrix completion [Candès and Tao, 2010],
leverage the intuition that similar readers tend to read similar documents and predict a user’s preference for
a new article by taking people who have already read the new article and comparing the current user’s past
behavior against the past behavior of the other people. This approach unfortunately requires an article to
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have a large number of readers before we can infer any meaningful information about it; in contrast, our
approach gets around this problem by associating the user preferences with the content of the articles and
thus can be used to analyze articles which have never been read.

Popular methods for collaborative filtering often assume low-dimensional latent factors in the readership
patterns. For example, one can assume that a user’s movie preferences can be explained by a small number
of unreported reasons such as having favorite genres or favorite directors. Our approach also involves
latent variables but guides the latent variable discovery by associating each latent factor with badge. As a
result, our model can handle a large number of the latent factors without sacrificing much computational or
statistical efficiency.

Because the latent factors in our model associate user preferences with topics in the document contents, our
work draws upon the massive existing literature on topic modeling. From latent semantic indexing [Deer-
wester, 1988] to latent Dirichlet allocation [Blei et al., 2003], topic models try to capture the content of
the documents through thematically focused and weighted collections of words known as topics. There
are countless extensions to topic models and the labeled LDA model [Ramage et al., 2009] in particular
presents a method of associating each of the latent topics with tags from the social bookmarking website
delicious.com. Though it is reasonable to try to use the Labeled LDA algorithm to involve badges in a
latent topic model, we use our algorithm to better promote sparsity and incorporate badge relations.

6.6 Conclusions

In this chapter, we took the challenges that we observed with document representations commonly used in
personalization, and addressed them by creating a new concept representation that is effective at representing
user interests over time. By building upon the ideas of transparency introduced in the previous chapter,
we produced a document representation that can naturally lead to interpretable answers to the common
user question: why did I get this recommendation? Moreover, the badge-based concept representation
developed in this chapter facilitates insightful analysis of written documents by analyzing the attributes of
likely readers.

However, some challenges remain:

• Not every word that a user writes in his or her Twitter profile should be considered worthy of being a
badge. Deeper linguistic analysis of user profiles will be necessary to identify words or phrases that
are most suited to representing user attributes.

• The simple single word badges we gathered from Twitter users works well for news recommendation,
but how do we transfer this success to other information retrieval settings? Determining the equivalent
of Twitter profiles for other domains, such as scientific research, is an open question of research.

Despite these challenges, our extensive empirical evaluation shows that the novel concept representa-
tion introduced in this chapter is ultimately useful for personalization, advancing the state-of-the-art in
representing documents.
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6.7 Appendix: Data Processing

In this appendix, we detail the steps of our entire data processing pipeline, for reproducibility of our
experiments.

Initial Processing

1. Download three months worth of tweets from the Twitter Garden Hose: September 2010, September
2011 and September 2012.

2. Filter the tweets and extract those that are: (1) a tweet of a link; and, (2) came from a user with a
non-empty profile. This leaves us with over 120 million tweets across the three months (cf. Table 6.1).

3. Filter the tweeted links to match one of 20,000 mainstream news sources, as defined by Google
News. Additionally, we make sure the url ends in one of the following top level domains, to filter
away content unlikely to be in English: {.com, .uk, .au, .ca, .us}.

4. Remove articles from The Guardian, as they will be in our test set.

5. Download each tweeted news article, and remove the html boilerplate using Boilerpipe.13

6. Process each article by:

• Removing all non-alphanumeric characters;

• Filtering out stopwords;

• Filtering out words shorter than 3 characters or longer than 25 characters;

• Filtering out words that contain any non-English characters (fast, but imperfect, way to filter
out most foreign language words).

• Stem words using the Porter stemming algorithm.

Vocabulary Selection At this point we proceed to select a vocabulary of words for each time pe-
riod:

1. Ignore documents that have fewer than ten unique words, as well as documents where all the words
appear only once.

2. Define the vocabulary to be all words that appear in at least 0.01% of all remaining tweeted news
articles.

We reiterate that we have a separate vocabulary per time period. Also, as visualizing words from a stemmed
vocabulary is not aesthetically pleasing, we take the convention in this chapter of displaying the most
common unstemmed word for each word stem.

13http://code.google.com/p/boilerpipe/
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Badge Selection In our experiments, we use badges that are single words. However, it is possible (and
more desirable) to expand our definition of badges to include noun phrases, named entities or other syntactic
constructs. Here, we compute statistics that will help us select a set of badges for each time period:

1. Extract each word appearing in any Twitter user profile from our training data set. We call these
badges.

2. Stem the badges using the Porter stemming algorithm.

3. For each badge b, compute its cumulative weight across the training data by summing over all user
profiles u, giving credit inversely proportional to the number of badges in a profile:

∑
u

λ
(u)
b∑
a λ

(u)
a

.

4. Keep badges whose cumulative weight is at least 0.002% of the total number of tweeted articles in
that time period.

Again, we have a separate badge set for each time period.

6.8 Appendix: Optimization

6.8.1 Dictionary Learning

In our projected stochastic gradient descent algorithm for learning our badge dictionary B, we use the
following parameters:

• Minibatch size m = 500.

• Our termination condition is based on a tolerance of ε = 10−8, or a maximum number of iterations
of 10,000.

• Our initial step size parameter α0 = 20.

• Our sparsity regularization parameter λB = 10−5.

We initialize B = YΘT, and then sparsify it, keeping the largest 200 values in each column, before
renormalizing each column to have unit `2-norm.

6.8.2 Coding the Documents

We run the smoothed proximal gradient algorithm of Chen et al. [2012] to optimize Eq. (6.8), allowing
us to code our test set of articles from The Guardian. We use three different settings of the regularization
parameters:

1. Heavily fused: λG = 0.001 and λθ = 2× 10−4;

2. Lightly fused: λG = 2× 10−5 and λθ = 2× 10−4;

3. No fusion: λG = 0 and λθ = 2× 10−4.
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We take our final concept representation to simply be the average of the codings generated by these three
models. We found this set up to be most successful when running experiments on a separate validation data
set.

6.9 Appendix: Experimental Details

Here are the fourteen political columnists we analyzed during our case study, and their July 2012 articles
that we downloaded for analysis:

David Brooks

• http://www.nytimes.com/2012/07/13/opinion/brooks-why-our-elites-stink.html

• http://www.nytimes.com/2012/07/17/opinion/brooks-more-capitalism-please.html

• http://www.nytimes.com/2012/07/20/opinion/brooks-where-obama-shines.html

• http://www.nytimes.com/2012/07/24/opinion/brooks-more-treatment-programs.html

• http://www.nytimes.com/2012/07/27/opinion/brooks-the-olympic-contradiction.html

• http://www.nytimes.com/2012/07/31/opinion/brooks-dullest-campaign-ever.html

Ann Coulter

• http://www.anncoulter.com/columns/2012-07-04.html

• http://www.anncoulter.com/columns/2012-07-11.html

• http://www.anncoulter.com/columns/2012-07-18.html

• http://www.anncoulter.com/columns/2012-07-25.html

Maureen Dowd

• http://www.nytimes.com/2012/08/01/opinion/dowd-gadding-of-a-gawky-gowk.html

• http://www.nytimes.com/2012/07/29/opinion/sunday/dowd-mitts-olympic-meddle.html

• http://www.nytimes.com/2012/07/25/opinion/dowd-hiding-in-plain-sight.html

• http://www.nytimes.com/2012/07/22/opinion/sunday/dowd-paterno-sacked-off-his-pedestal.
html

• http://www.nytimes.com/2012/07/18/opinion/dowd-whos-on-americas-side.html

• http://www.nytimes.com/2012/07/15/opinion/sunday/dowd-the-boy-who-wanted-to-fly.
html

• http://www.nytimes.com/2012/07/08/opinion/sunday/cowboys-and-colleens.html

• http://www.nytimes.com/2012/07/04/opinion/gaelic-guerrilla.html

• http://www.nytimes.com/2012/07/01/opinion/sunday/the-wearing-of-the-green.html

Tom Friedman

• http://www.nytimes.com/2012/08/01/opinion/friedman-why-not-in-vegas.html

• http://www.nytimes.com/2012/07/29/opinion/sunday/
friedman-coming-soon-the-big-trade-off.html

• http://www.nytimes.com/2012/07/25/opinion/friedman-syria-is-iraq.html

• http://www.nytimes.com/2012/07/22/opinion/sunday/friedman-the-launching-pad.
html

• http://www.nytimes.com/2012/07/04/opinion/what-does-morsi-mean-for-israel.html
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Chapter 7

Conclusion

7.1 Thesis Summary

As described at the start of this thesis, we are today firmly in an era of information overload and “Big Data.”
From online news to scholarly research to multimedia, we are being inundated with information on a daily
basis, and, by and large, we are struggling to extract from it actionable knowledge. One potential approach
for addressing this challenge lies in personalizing results to the tastes of individual users. Different people
have different preferences when it comes to books, news stories, movies and web pages, and in all of these
domains, personalization has played an integral role in providing relevant recommendations. However,
despite some success, personalization faces significant challenges of its own:

1. How do we recommend items to new users? How do we recommend new items to existing users?
This is the classic cold start problem.

2. How do we take into account multiple—perhaps orthogonal—dimensions of user preferences? For
example, a researcher might be interested in a particular topic area (e.g., kernel methods), and prefers
particular publications (e.g., the Journal of Machine Learning Research), and likes articles that have
many proofs. How do we combine these dimensions in a principled manner?

3. Can we provide mechanisms for rich user interaction, such that a user can express her information
need in the most natural of ways?

4. How do we model the dependencies between recommended items, such that we avoid redundancy? A
reader may be interested in Egypt, but is unlikely to enjoy five articles in a row about the devaluation
of the Egyptian pound.

5. How do we make personalization more transparent, such that users have a clearer picture of how
they are perceived, with the ability to make corrections as necessary?

In this thesis, we set out to address all of these problems by designing a general framework for person-
alization, which we call interactive concept coverage. This framework involves framing personalized
recommendation as a probabilistic budgeted max-cover problem, where each item to be recommended
is defined to probabilistically cover one or more concepts. From user interaction, we define weights on
concepts and affinities for items, with the hope of achieving personalized, diverse recommendations.
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The goal of our thesis research was to validate the hypothesis that this interactive concept coverage
methodology can successfully address the problems with personalization described above, leading us to the
following thesis statement:

In a variety of information overload settings, the Interactive Concept Coverage frame-
work produces personal recommendations that are highly relevant, diverse and trans-
parent, incorporating complex user preferences through rich user interaction.

In Chapter 3, we motivated and defined the notion of probabilistic budgeted max-cover, as applied to the
recommendation of blog posts and news articles. In this queryless setting, we described an online learning
algorithm for learning personalized user preferences over content from simple user feedback. A user study
and offline experiments showed the success of our approach at recommending relevant and diverse news
articles, outperforming competition from Google, Digg and others.

In Chapter 4, we extended our approach to a setting with complex user interactions. Using the domain
of scientific literature discovery as a case study, we described how a rich user query—beyond simple
keywords—can be seamlessly incorporated into our framework. Here, we define a notion of coverage
that is not exclusively text-based, allowing us to take advantage of the richer structure of the problem.
Moreover, we define for the first time an affinity function over the items to be recommended, encoding
the trust preferences individual researchers have over different authors. Finally, an extensive user study
on computer science researchers showed that our methodology, when applied in this setting, significantly
outperformed state-of-the-art algorithms and Google Scholar, recommending more useful, diverse and
trustworthy articles.

In Chapter 5, we shifted to the important (but understudied) issue of transparency in personalization. We
describe an approach for predicting interpretable user attributes from activity on the microblogging site
Twitter. Specifically, we leverage the words that users use to publicly describe themselves—so-called
badges—to build a transparent user model suitable for personalization. Chapter 6 builds upon this work
by using badges to construct a concept representation that allows us to describe documents by their likely
readers. We show that this representation has many desirable properties beyond human interpretability,
including being able to deal with concepts that change over time. Returning to the news recommendation
setting of Chapter 3, we show that, when powered by this badge-based concept representation, our
interactive concept coverage methodology outperforms alternative concept representations on a variety of
online and offline metrics.

Fundamentally, over the course of this thesis, we showed that, by using the interactive concept coverage
methodology, we were able to successfully beat both state-of-the-art algorithms and market leaders on
two important personalization domains: news recommendation and scientific research. In the process, we
successfully addressed each of the six aforementioned challenges of personalization, thereby validating our
hypothesis.

7.2 Recommendations

While working on this thesis, lessons were learned that proved to be useful again and again throughout the
research process. In this section, we briefly describe three such lessons that stood out and may have lasting
benefit beyond this work.
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Diversity should not be an afterthought.
From web search to personalized news to general recommendation systems, it is tempting to leave diversity
for the end, as something to be addressed after the fact. For example, a simple and common approach
for recommendation (and web search) is to design a ranking function over the items to be recommended,
where each item is scored independently, and then sort the items by their scores. If diversity is a concern,
it is treated as a post-processing step, perhaps with some local clustering. Instead, in every occasion, we
found that by directly modeling the intuitive notion that users get tired of redundant results, we achieve
results that are not just more diverse, but also more relevant.

Hence, a good starting point for a designer of a personalization system is to think of examples of redundant
result sets, and ask: what exactly is it about these items that makes them redundant? The answer to this
question will help define an appropriate concept representation that can be directly used in our framework.
For example, if the items are documents, and the redundancy is just related to the topical content, then
perhaps words are reasonable concepts to be used (cf. Chapter 3). However, if redundancy stems not just
from the content of the items, but from, e.g., how they relate to a particular query, then a more complex
concept representation may be preferable (cf. Chapter 4).

Optimize for the prize.
The research in this thesis was driven by real-world problems, from news recommendation to scientific
discovery. In our evaluations, as we compared our methodology to competing approaches, we came to a
realization that is perhaps obvious in hindsight: algorithms that directly optimize for the task at hand tend
to outperform algorithms that treat the task as a side effect. For example, in Chapter 4, the relational topic
model (RTM) [Chang and Blei, 2010], as a generative, probabilistic model over a linked set of documents,
can easily be adapted to our setting of recommending articles based on a query set of relevant documents.
However, despite this ease of use, the primary purpose of an RTM (and other topic models) is tangential
to our task; rather than providing meaningful paper recommendations, an RTM is designed to provide
an accurate, statistical fit to a corpus of linked documents. We believe that this divergence of purpose is
responsible for the poor performance of the RTM on our task.

Thus, when faced with a real-world problem, rather than taking an off-the-shelf model and trying to
immediately apply it, a better first step is to write down an objective function that, if optimized, will directly
lead to an appropriate solution to the problem. This is the approach we used with great success throughout
this thesis.

Think creatively about evaluation, data and user interactions.
Out of thousands of papers on topic modeling, most likely use the same held-out log likelihood evaluation
metric called perplexity. For years, machine learning researchers have reported results on the same
standardized UCI data sets. As described in Chapter 1 of this thesis, keyword search is the predominant
form of user interaction in information retrieval research and practice. If we had limited ourselves to
standard evaluations, canned data sets and pre-existing user interactions, our research would have been
handicapped from the start. Thus, perhaps the most critical lesson we learned throughout this thesis work is
to think creatively about these three factors.

• Evaluation: This thesis is about personalization, and as a result, throughout this work, we conducted
user studies to obtain meaningful evaluations of our techniques. Such studies are often difficult and
their results unpredictable, but testing a hypothesis involving personal preferences is difficult to
answer without obtaining real personal preferences from real users. An important lesson of our work
is that much time should be given to thinking carefully and creatively about how to test one’s ideas.
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• Data: Some of the most exciting results in this thesis are due to a creative look at a common data set
(cf. Chapters 5 and 6). Many papers have been written on Twitter, but nearly all have ignored the
short user profile at the top of each user’s Twitter page. A key lesson here is that a good algorithm
may not be good enough without the right data. Hence, much of the effort in this thesis work was
devoted to finding, obtaining and processing the right data.

• User interaction: The title of this thesis starts with the phrase, “beyond keyword search.” In our
work (and particularly in Chapter 4), we found that, by freeing ourselves from solely thinking in
terms of keyword search, we were able to devise rich user interactions that allowed users to express
their complex information needs more naturally and efficiently.

We believe that the work conducted over the course of this thesis research—both the general methodology
and the specific case studies—makes a useful contribution to the state of the art in personalization. Chapter 8
closes this thesis by describing open questions and remaining challenges.
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Chapter 8

Future Work

In this chapter, we describe ideas for future research, inspired by our work in this thesis.

8.1 Concept Hierarchies and Cuts Over Time

The interactive concept coverage methodology that we introduce in this thesis revolves around defining a
concept representation for the items to be recommended. In our framework, the main source of personaliza-
tion comes from learning weights over a set of concepts, based on user interaction. We assume that the set
of concepts is fixed, common to all users, but the concept weights are what define individual preferences.
Alternatively, we can imagine a scenario where the concepts themselves differ from person to person; the
set of concepts associated with a user is what drives personalization.

For example, we might consider the case of an avid sports fan. To him, the Pittsburgh Steelers, LeBron
James and Wimbledon all represent distinct concepts coming from the world of sports. However, another
user who may not care so much about sports may consider these all to be equivalent from his point of
view. Namely, for this user, an article about the Steelers might just as well be an article about tennis; it’s
all “just sports” to him. From this example, we might conclude that each user interacts with concepts at
different levels of granularity, and that a faithful model of user interests would take such a phenomenon
into account.

One potential avenue is to assume that all concepts in the world lie along a hierarchy, and that a user’s
preferences are defined by: (1) a cut in the hierarchy; and, (2) a weight vector over the concepts along
the cut. Continuing our example, we can imagine a hierarchy that groups together many sports-related
concepts. Thus, the concept cut for a sports fan will perhaps include the leaves of this part of the tree.
However, another user who is not interested in sports will cut this part of the hierarchy at a much higher
level. The limited interests and attention of a user can be modeled by enforcing a constraint on the size of
the cut.

Many open questions exist in this setting:

• If we are given a tree of concepts, can we efficiently learn a user’s cut in the hierarchy?

• How do we learn a hierarchy over concepts, and should it be limited to a tree?
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• Does such a user model improve performance in any standard recommendation tasks?

A particularly important open question in personalization is how to model the temporal dynamics of
user interests. A user might be interested in tennis only during a Grand Slam, but that interest wanes
quickly thereafter. Likewise, a consumer buying a digital camera loses interest in camera recommendations
immediately upon purchase. One approach for answering this question lies in allowing the cut in the
concept hierarchy to change over time, such that when a user is deeply interested in an area, her cut occurs
at a low level in the hierarchy, but as interest wanes, the cut recedes to a higher level.

8.2 Modeling the Knowledge Remainder

Continuing our theme of bringing transparency to personalization, one intriguing line of research involves
informing users about how a recommended set of items relates to the entire set of items from which they
were picked. For example, if a researcher is recommended a set of scientific papers about a particular
area—say, Bayesian nonparametrics—how does she know what else is out there? It could be that most
of the remaining Bayesian nonparametrics papers in the corpus are similar to the ones already presented,
or, alternatively, the recommended papers could represent just a narrow sliver of the total body of work.
Such information could determine whether the researcher is ultimately satisfied by the results, or feels that
something must be missing. Similar situations can occur in many other domains, from online shopping
(“did I really see all the different types of cameras?”) to planning a vacation (“do I have a good idea of all
there is to do in Barcelona?”).

These scenarios are not just hypothetical; recent work in distributed sensemaking has experimentally
verified such behavior, showing that, when presented with knowledge maps created by others, e.g., on how
to plant a garden, users immediately seek out any materials discarded by the map creators, to ensure that
they are not missing anything important [Fisher et al., 2012].

Thus, a useful research contribution straddling machine learning and human computer interaction would
devise a method for providing users with a succinct, interpretable description of what else is left—a
so-called knowledge remainder.

8.3 Automatic Fact Checking of the Web

In Chapter 4 of this thesis, we model trust patterns among scientific researchers by analyzing the citation
graph. An interesting question for future research is how to extend such a trust model to other settings—in
particular, online news. Without the luxury of a citation graph, we might consider analyzing tweets and
retweets of different news sites on Twitter. Following Chapter 6, we can associate trust with badges,
leading to statements such as, “By a 9 to 1 margin, liberals share links from motherjones.com over
conservatives.”

An ultimate goal for such a research direction would be to provide an automatic fact checking of the Web.
A reader seeing a suspicious sentence claiming that Barack Obama is a Muslim born in Kenya should be
able to highlight it, and gain a report on its expected veracity.

Beyond the details of how a statement’s veracity might be represented, this line of work leads to more
fundamental questions about what truth really means. In particular, how differently do various people view
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the truth of a statement? How do people decide that something is true or not? While these philosophical
questions are certainly abstract, contemplating them can shed light on the types of user interactions that
would be most meaningful.

8.4 Interactive Concept Coverage Beyond Text

In this thesis, we validated our interactive concept coverage methodology on two distinct domains: news
recommendation and scientific literature discovery. While different in many ways, these two domains are
both text-based. An interesting—and immediate—line of future work would explore how this method-
ology can be extended to personalizing non-text content, such as images, videos or friends on a social
network.

By following the general recipe of our framework, the key questions include:

• What is it that makes images (or videos or friends) redundant in a particular retrieval setting?

• Are there novel user interactions that are unique to these settings that can be useful for preference
learning?

• Is it easier or harder to evaluate our performance in these settings?

8.5 Richer User Interactions

Throughout this thesis, we considered a variety of user interactions, from simple likes and dislikes
(Chapter 3) to richer forms of queries and feedback (Chapter 4). However, these are just first steps down a
path towards more complex user interactions. For example, rather than model user sessions in a one-shot
fashion, it is more realistic to assume that users will iterate with an information retrieval system, providing
many queries in one sitting in an attempt to find the particular nugget of information that they are seeking.
An important area of future work is to build upon early work in this area (e.g., [Pandit and Olston, 2007])
and consider how such rich interactions can be utilized in our framework and beyond.

In the same vein, it is important to note that the approaches described in this thesis all deal with absolute
feedback: how highly does a user rate a particular item? Previous work has shown that such absolute
feedback can be unreliable, and that relative feedback is often preferable in information retrieval set-
tings [Joachims et al., 2007]. In future work, it would be instructive to consider how relative feedback
can be incorporated into our framework, perhaps based on novel user interactions. For example, rather
than present a set of items to a user that is selected based on a single setting of concept weights, we might
interleave two sets of documents, each selected based on a different concept weighting, allowing us to learn
from relative feedback. Moreover, we might also consider clustering-based feedback, that allows users to
directly describe which items might be redundant to each other.

Finally, an additional direction of research in this area is to take a broader look at user interaction, in an
attempt to directly model a user’s utility. For example, can we measure the utility of providing diversity?
What does it mean from a utility perspective when six out of ten presented results are “liked” as opposed to
five out of ten? Answering questions like these depends on the particular retrieval setting and application,
and is a promising area of future work.
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