
Enabling Live Internet Broadcasting Using an
Application Endpoint Architecture

Yang-hua Chu

CMU-CS-05-133
May 9, 2005

School of Computer Science
Computer Science Department

Carnegie Mellon University
Pittsburgh, PA 15213

Thesis Committee:
Hui Zhang, Chair
Srinivasan Seshan
Peter Steenkiste

Jörg Liebeherr, University of Virginia

Submitted in partial fulfillment of the requirements for
the Degree of Doctor of Philosophy

Copyright c© 2005 by Yang-hua Chu

This research was sponsored in part by the National Science Foundation under grant nos. ANI-0326472, ANI-
0085920, ANI-0331653, the US Air Force Research Laboratory under grant no. F306029910518, and a generous fellow-
ship from the Intel Corporation. The views and conclusions contained in this document are those of the author and should
not be interpreted as representing the official policies, either expressed or implied, of any sponsoring institution, the U.S.
government or any other entity.



Keywords: Internet Architecture, Overlay Networks, Peer-to-peer Systems, Application-level
Multicast, Video Broadcasting, Multimedia Streaming, Economic Incentive, Taxation.



Abstract

It has been a long standing challenge to make Internet audio/video broadcasting acommodity ser-
vice. This means that anyone with commodity Internet connection and computer equipments can
broadcast high quality video to a large group of receivers in real time. The key challenge is the
bandwidth cost in distributing the video streams. To distribute 300Kbps video stream to 100 re-
ceivers directly, a publisher must provision 30Mbps bandwidth to the Internet. This is too expensive
for most individuals to afford.

The conventional wisdom is to add functionality in the underlying network infrastructure, i.e.
at the IP layer. With IP Multicast, the publisher sends just one copy of the video stream to the IP
network, and the network intelligently replicates the video streams to all the receivers. By shifting
the task of data replication to the IP routers, IP Multicast greatly reduces thebandwidth requirements
for the publishers and receivers. However, 15 years after its initial proposal, IP Multicast is still
plagued with concerns pertaining to scalability, network management, deployment, and support for
higher level functionality.

This dissertation takes a different architecture approach to meet the challenge in broadcasting
high quality video over the Internet. Our thesis is that “it is feasibletodayto provide video broad-
casting as acommodity service, without changing the underlying IP infrastructure.” We propose
a new architecture called End System Multicast. In End System Multicast, data replication is per-
formed not by the routers, but by the receivers in the broadcast, whichare end systems on the Inter-
net. Thus, the publisher only needs to send the video stream to a few receivers, and these receivers
iteratively forward the video streams to other receivers. This avoids costly bandwidth provisioning
for the publisher and requires no changes to the IP infrastructure.

We demonstrate the feasibility of End System Multicast not only in simulators and Internet
testbeds, but also in live broadcast scenarios. In the past two years,we have built an operational
video broadcasting system based on this architecture. The system has been successful in broadcast-
ing 20 events, benefiting 4000 users.

This dissertation describes a complete solution in building a video broadcast system based on
End System Multicast. This includes protocol-level designs to handle groupdynamics and network
heterogeneity, and system-level designs to integrate with media codecs and players. In addition, we
address the issue of incentive for publishers and receivers to participate in this system.
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Chapter 1

Introduction

Before the Internet, information publishing used to be aprivilege rather than acommodity. The
cost of printing and distribution is so high that only a few people can afford. Internetcommoditizes
information publishing; it brings the cost of publishing to almost zero. Through the World Wide
Web, individuals are empowered to publish information that can be shared by potentially millions
of people on the Internet, with almost no cost.

Unfortunately, the Internet today is handicapped to publish only text and images, but not live
video. The key challenge is bandwidth. A 10-minute 300Kbps video clip contains 22MB of data,
which is orders of magnitudes more than typical text and images. The conventional server-based
solution for the Web, as shown in Figure 1.1(a), is no longer applicable. For instance, to broad-
casts 300Kbps video streams to 100 receivers simultaneously, a publishermust provision 30Mbps
bandwidth to the Internet. This is still far too expensive for most individualsto afford.

The goal of this dissertation is to enable live Internet broadcasting as acommodityservice.
By commodity, I mean anyone can broadcast their live video online, as long as the person has a
“high-speed” Internet connection, a camera, and a computer. Any number of receivers can view the
broadcast stream, regardless of their network speed and connectivityconstraints.

Providing this service has been a long standing challenge in the network research over the past
decade. In his seminal work in 1989 [22], Deering proposes to add functionality in the underlying
network infrastructure. With IP Multicast, the publisher sends just one copy of the video stream to
the IP network, and the network intelligently replicates the video streams to all thereceivers. This
is shown in Figure 1.1(b). By shifting the task of data replication to the routers, IP Multicast greatly
reduces the bandwidth requirements for the publishers and receivers.However, 15 years after its
initial proposal, IP Multicast is still plagued with concerns pertaining to scalability (to the number
of groups), network management, deployment, and support for higher level functionality.

In summary, the key challenge for video broadcasting is replicating high bandwidth video
streams to a large number of receivers. In the conventional server-based solution, the video stream
is replicated at the server, which requires costly bandwidth provisioning.IP Multicast advocates to
replicate video streams inside the network. However, it requires changes tothe underlying network-
ing infrastructure, which is difficult from both technical and logistical perspectives.The question is,
can Internet provide video broadcasting as a commodity service, withoutcostly provisioning at the
serverand without changing the underlying network infrastructure?

In this dissertation, we answer this question affirmatively. To provide sucha service, we propose
a new architecture calledEnd System Multicast. In this architecture, data replication is performed
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(a) Server-based solution (b) IP Multicast (c) End System Multicast

Publisher Peers/Viewers Routers

Figure 1.1: Examples to illustrate three different architecture solutions for Internet broadcasting.
Our dissertation advocates for End System Multicast as shown in (c).

not by the routers, but by the receivers in the broadcast, which are end systems on the Internet. Thus,
the publisher only needs to send the video stream to a few receivers, andthese receivers iteratively
forward the video streams to other receivers, as shown in Figure 1.1(c). This greatly reduces the
bandwidth requirement for the publisher. Moreover, since end systems communicate using only
unicast IP service, there is no change to the IP infrastructure.

1.1 Main Contribution

The main contribution of this dissertation is to provide the first complete solution that offers video
broadcasting as a commodity service on the Internet, without making any changes to the existing
network infrastructure. The dissertation is composed of three main components:

End System Multicast Architecture: We challenge the conventional wisdom that IP Multicast is
the architecture for wide-area Internet multicast/broadcast. We proposea new architecture called
End System Multicast, where end systems, and not routers, perform datareplication. However, the
key concern with the architecture is the performance penalty. In particular, End System Multicast in-
troduces duplicated packets and incurs transient data loss when adaptingto network congestion and
membership changes. To study the performance implication of this architecture, we have designed
one of the first self-organizing protocols (called Narada). Our evaluation results from simulation
and Internet testbed experiments indicate that the performance penalties are low from both the ap-
plication and the network perspective.

Broadcast System Design, Implementation, and Deployment: To demonstrate that End System
Multicast is a feasible architecture for video broadcast, we design, implement, and deploy a broad-
cast system based on this architecture. To our knowledge this is among the first system with real
application deployment and experience based on End System Multicast. Thesystem has been in op-
eration for over two year, and it is used by over 4000 users in 20 events. The post-mortem analysis
of the event traces was positive, and provides valuable insight for future improvements. We be-
lieve our experience offers a good roadmap for others to design and deploy future Internet broadcast
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systems.

Incentive Mechanisms: For the End System Multicast architecture to succeed, the premise is that
the viewers are willing to contribute bandwidth resource and participate in datareplication. While
in many cases it is reasonable to assume receivers are altruistic in contributing resource, we consider
the scenario in which all receivers are strategic agents, i.e. they contribute more resources only if
they see clear benefits in doing so. We propose a newtaxationscheme, where resource-rich peers
subsidizes for the resource-poor receivers. Our simulation results indicate that taxation can achieve
good social welfare without incurring a significant overhead to the system.

1.2 Background

In this section, we provide background information about the demand and characteristics of video
broadcast. We then review the IP Multicast approach, and point out the fundamental concerns of the
approach.

1.2.1 Video Broadcast: Demand and Characteristics

Consider a scenario where a university holds a series of prestigious lectures, with talks given by
eminent scientists, professors and industry leaders. As part of its outreach program, the university
wants to broadcast these lectures live on the Internet. The expected audience include alumni of
the university scattered all over the world, members of the local industry, high schools and colleges
around the world who normally may not have access to such prestigious presenters. These broadcast
scenarios typically share the following characteristics:

• Single source:A typical broadcast has a single source (speaker), talking for most ofthe broad-
cast. The live broadcast could further be enhanced with Internet chat tools where participants
can discuss the lecture, and perhaps could even raise questions that could be forwarded to a
speaker using a moderator.

• Dynamic group membership:A typical broadcast conference or lecture lasts from tens of
minutes to several hours. Although we expect individual participants to joinand leave at
various points during the broadcast, receivers typically participate at least for a few minutes
as they are interested in the content of the broadcast.

• Medium to large scale:A typical broadcast may involve hundreds and possibly thousands of
receivers. Moreover, our experience indicates that the group size may fluctuate within one
broadcast event. If a event has multiple speakers, the participation may fluctuate from one
speaker to another.

• High bandwidth:A high quality, real-time video streaming requires high bandwidth. Our ex-
perience indicates that a reasonable quality motion audio/video stream takes at least 300Kbps
to encode. However, some hosts cannot sustain this video bitrate due to transient network con-
gestion or limited link speed. In this case, video streams must be degraded to accommodate a
lower bitrate.

3



Chapter 1. Introduction

1.2.2 IP Multicast

IP Multicast, first proposed in 1988 [22], was motivated by the use of multicast in the local area
network (LAN) environment. In the LAN environment, multicast makes distributed applications
moreefficientandrobust. It is more efficient because multicast reduces the transmission overhead
on the sender and the network. It is more robust because distributed applications can locate and
share information with one another without knowing their addresses aheadof time.

Supporting multicast is easier in a LAN environment than on the wide area network (WAN).
Typically, hosts on the same LAN share a common transmission channel, such as Ethernet. Thus,
the mechanism to deliver unicast data is the same as multicast data and so is the cost to the network.
However, in a store-and-forward IP architecture, supporting an efficient and robust multicast service
is not a trivial task.

In IP Multicast, routers in the network participate in the IP Multicast protocol and build multicast
trees between the sources and their respective receivers. Multicast data sent by the source host is
replicated along the multicast tree by the routers at the splitting points. IP Multicast is highly
efficient: only a single packet traverses each physical link at most once. Moreover, the delay from
the source to each receiver is as short as its unicast delay.

However, despite the enormous efforts from both the research and industry communities, IP
Multicast has yet been widely deployed on the Internet due to several fundamental concerns:

• Scaling concerns with per-group state: IP Multicast requires routers to maintain per group
state, which introduces high complexity and serious scaling concerns at theIP layer.

• Vulnerable to flooding attack: The current IP Multicast model allows for an arbitrary source
to send data to an arbitrary group. This makes the network vulnerable to flooding attacks by
malicious sources, and complicates network management and provisioning.

• Limited address space: IP Multicast requires every group to dynamically obtain a globally
unique address from the multicast address space and it is difficult to ensure this in a scalable,
distributed and consistent fashion.

• Difficult to support higher-level functionality: IP Multicast is a best effort service. Providing
higher level features such as reliability, congestion control, flow control,and security has been
shown to be more difficult than in the unicast case.

• High deployment barrier: IP Multicast calls for changes at the infrastructure level, and this
slows down the pace of deployment.

While there have been attempts to partially address some of the issues at the IP layer [33, 57, 74],
fundamental concerns pertaining to the “stateful” architecture of IP Multicast and support for higher
layer functionality have remained unresolved.

1.3 Organization

The rest of the dissertation is organized as follows. Chapter 2 describesthe End System Multicast
architecture and a proof-of-concept Narada protocol. We argue theviability of the End System
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Multicast architecture by comparing the performance tradeoff between Narada and IP Multicast.
Chapter 3 describes the broadcast system based on End System Multicast, and our experience

deploying the system in real broadcast events. The chapter addresses the system-level issues of
integrating an generic overlay multicast protocol in a real application, including receiver hetero-
geneity and network congestion, NAT/firewall, front-end interface to publishers/viewers, and test-
ing/logging. The system has been used to broadcast lectures and conferences, and the chapter also
describes the analysis methodology, analysis results, and the lessons learned.

Chapter 4 addresses the issue of incentive for publishers and receivers to participate in the broad-
cast system. We consider the scenario in which all receivers are strategic agents, and propose a new
taxation scheme, where resource-rich peers subsidizes for the resource-poor receivers.

Finally, Chapter 5 summarizes the dissertation, discuss its limitation, and point directions for
future work.

1.4 Joint Work and Acknowledgement

Research in End System Multicast spans over several years. Many people are involved in this
project, and some continue to pursue this research as I am wrapping up thedissertation work. When
writing this dissertation I find it difficult to separate my own work from others.So in this disserta-
tion, I present all the research results where I have taken significant leadership both intellectually and
in the actual execution of the research work. Below I wish to explicitly acknowledge and highlight
aspects of joint work.

There are three main chapters in this dissertation. Chapter 2 is joint work with fellow student
Sanjay Rao. Chapter 3 is joint work with Aditya Ganjam, Eugene Ng, Sanjay Rao, Kunwadee
Sripanidkulchai, Jibin Zhan. In addition, several Master students and undergraduates contribute
significantly to the design and implementation of the broadcast system (see Acknowledgement).
Chapter 4 is my work alone but with significant contributions from Prof. John Chuang with respect
to problem formulation. All of the work in this dissertation is supervised by my advisor Prof. Hui
Zhang.
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Chapter 2

End System Multicast

In response to the serious scalability and deployment concerns with IP Multicast, we propose a
new architecture called End System Multicast [17]. In this architecture, allmulticast functionality
is pushed to the end systems. This shifting of multicast support from the routers to end systems
has the potential to address most problems with IP Multicast. However, the keyconcern is the
performance penalty associated with such an architecture. In particular,End System Multicast
introduces duplicated packets and incurs larger end-to-end delay than IP Multicast.

In this chapter, we study these performance concerns in the context of our a proof-of-concept
protocol called Narada. Narada is a self-improving protocol that optimizesfor delay and bandwidth
in a fully distributed fashion. We evaluate the performance of Narada in simulation an Internet
testbeds. Our results indicate that the performance penalties are low both from the application and
the network perspectives.

To contrast with IP Multicast, this chapter intentionally adopts agenericdefinition of end sys-
tems. In practice, there is a wide spectrum of end systems on the Internet. They range from well-
provisioned infrastructure service nodes such as Akamai proxies [2], to commodity user machines
behind mainstream cable/DSL connections. At the end of this chapter, we argue that the choice of
end systems can have non-trivial implication on the protocol design, performance, and deployment
path. We discuss different architecture instantiation of the end systems, and justify our choice in the
context of the video broadcast applications.

The rest of the chapter is organized as follows. We begin by describing the architecture in
Section 2.1, and compare the potential benefits and drawbacks of this architecture. Next in Sec-
tion 2.2, we describe Narada, a proof-of-concept protocol for the architecture. We evaluate Narada
in simulation and on Internet testbeds. The evaluation methodology and the experiment results are
presented in Section 2.3. Finally, we discuss different choices of end systems and justify our choice
in Section 2.6.

2.1 Architecture Overview

In End System Multicast, all multicast related functionality, including membership management,
multicast routing, and packet duplication, are implemented at end systems, assuming only unicast
IP service. End systems organize themselves into an overlay spanning treefor data delivery. The
tree is an overlay in the sense that each edge in the overlay correspondsto an unicast path between
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(a) Network topology (b) Naive unicast (c) IP Multicast (d) End System Multicast

Figure 2.1: Example to illustrate naive unicast, IP Multicast and End System Multicast.

two end systems in the underlying Internet.
We illustrate the differences between IP Multicast, naive unicast and End System Multicast

using Figure 2.1. Figure 2.1(a) depicts an example physical topology.R1 andR2 are routers, and
A, B, C andD are end systems. The numbers indicate the link delays.R1−R2 represents a costly
transcontinental link. All other links are cheaper local links. Further, letus assumeA is the source
and wishes to send data to all other nodes.

Figure 2.1(b) depicts naive unicast transmission. Naive unicast incurshigh data redundancy
on links near the source. For example, linkA − R1 carries three copies of a transmission byA.
Moreover, naive unicast results in duplicate copies on costly links. For example, linkR1 − R2 has
two copies of a transmission byA.

Figure 2.1(c) depicts the IP Multicast tree constructed by DVMRP [22]. DVMRP is the classical
IP Multicast protocol, where data is delivered from the source to recipients using an IP Multicast tree
composed of the unicast paths from each recipient to the source. Redundant transmission is avoided,
and exactly one copy of the packet traverses any given physical link.Each recipient receives data
with the same delay as thoughA were sending to it directly by unicast.

Figure 2.1(d) depicts an “intelligent” overlay tree that may be constructed using End System
Multicast. The number of redundant copies of data near the source is reduced compared to naive
unicast, and just one copy of the packet goes across the costly transcontinental link R1 − R2.
Yet, this efficiency over naive unicast based schemes has been obtained with absolutely no change
to routers, and all intelligence is implemented at the end systems. However, whileintelligently
constructed overlay trees can result in much better performance than naive unicast solutions, they
fundamentally cannot perform as well as solutions with native IP Multicast support. For example,
in Figure 2.1(d), linkA − R1 carries a redundant copy of data transmission, while the delay from
sourceA to receiverD has increased from 27 to 29.

In summary, End System Multicast provides several advantages over IPMulticast:

• Scalable to the number of groups: End System Multicast uses unicast to replicate multicast
data, and thus IP routers no longer need to maintain per-group state. Moreover, End System
Multicast does not need any globally unique address at the IP layer, andhence avoids class D
address assignment issues with IP Multicast.

• Simplify support for higher layer functionality: The splitting points are intelligent end systems
with large storage and computation power. This allows application-specific customization at
the replication points.

• Immediately deployable: To start a multicast group, the participating end systems just need
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to install compatible software. This is in contrast with IP Multicast. To deploy an ubiquitous
multicast service, all routers on the Internet must be modified to support multicast at the IP
layer.

However, there are two major concerns with End System Multicast from the architecture per-
spective:

• Protocol complexity: End systems have limited topological and performance information
about the network. Thus, end systems must self-organize, discover, and exchange information
among themselves to construct good overlays. Moreover, end systems are prone to host fail-
ure and network congestion. All these factors make the distributed protocol more challenging
to build and scale to large group size.

• Performance and Overhead: An overlay approach to multicast, however efficient, cannot
completely avoid introducing duplicated packets to the network and extra delays to the appli-
cation. It is impossible to completely prevent multiple overlay edges from traversing the same
physical link and thus some redundant traffic on physical links is unavoidable. Further, com-
munication between end systems involves traversing other end systems, potentially increasing
latency.

We illustrate examples the benefits of End System Multicast in the context of video broadcast
applications in Chapter 3. In this chapter, we focus on the concerns with respect to the protocol
complexity and performance.

2.2 Narada Protocol

We study the feasibility and performance concerns of End System Multicastin the context of the
Narada protocol. This protocol is designed with the following objectives in mind:

• Self-organizing: The construction of the end system overlay is fully distributed. It is robust to
dynamic changes in group membership.

• Overlay efficiency: The tree constructed is efficient from both the network and the application
perspectives. From the network perspective, the constructed overlay ensures that redundant
transmission on physical links is kept minimal. From the application perspective, the overlay
satisfies the bandwidth and latency requirements of the applications.

• Self-improving in an incremental fashion: The overlay construction includes mechanisms by
which end systems gather network information in a scalable fashion. The protocol allows
for the overlay to incrementally evolve into a better structure as more informationbecomes
available.

• Adaptive to network dynamics: The overlay adapts to long-term variations in Internet path
characteristics, while being resilient to network noise and inaccuracies that is inherent in the
measurement of these quantities.
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There are several approaches to construct overlay spanning treesfor data delivery. Section 2.2.1
discusses themesh-firstapproach that Narada uses. We explain the distributed algorithms that
Narada uses to construct and maintain the mesh in Section 2.2.2. We present mechanisms Narada
uses to improve mesh quality in Section 2.2.3. Narada runs a variant of standard distance vector
algorithms on top of the mesh and uses well known algorithms to construct per-source (reverse)
shortest path spanning trees for data delivery, and we discuss this in Section 2.2.4.

2.2.1 Overlay Structure

There are several ways overlays can be constructed for data delivery. In the following we discuss the
tree-firstandmesh-firstapproaches, as both of them are used in this dissertation. Other approaches
are discussed in the related work in Section 2.4.

In the tree-first approach, members construct the tree directly. The construction is simple: mem-
bers explicitly select their parents from among the members they know. In the mesh-first approach,
members construct trees in a two-step process. First it constructs a richer connected graph (amesh).
In the second step, it constructs spanning trees of the mesh, each tree rooted at the corresponding
source using well known routing algorithms.

We note that there is no clear-cut win between the tree-first and mesh-first approaches, as the
choice likely depends on the underlying assumptions about the application. Narada chooses the
mesh-first approach for the following reasons. (i) Narada wishes to berobust against a single point
of failure. A tree-first approach typically requires a consensus of aroot among members, which
is a single point of failure. (ii) Constructing per-source tree out of a sparse mesh is a well-known
problem. We can leverage standard routing algorithms for construction of data delivery trees, such
as DVMRP. However, in designing the video broadcast system in Chapter3, we have gradually
evolved the Narada protocol from a mesh-first approach to a tree-first approach. In video broadcast,
the source node is intrinsically a single point of failure. By relying on this assumption, group
management and overlay construction can be greatly simplified.

The remainder of this chapter focuses on the mesh-first approach. In this approach, trees for
data delivery are constructed entirely from overlay links chosen in the mesh. Hence, it becomes
important to construct a good mesh so that good quality trees may be produced. In particular, we
attempt to ensure the following properties: (i) there exist paths along the meshbetween any pair
of members such that the qualities of the paths are comparable to the qualities of the unicast path
between the members. By path qualities, we refer to the metrics of interest for the application,
and can be delay, bandwidth, or both. and (ii) each member has a limited numberof neighbors in
the mesh. Limiting the number of neighbors in the mesh controls the overhead of running routing
algorithms on the mesh.

2.2.2 Group Management

In this section, we present mechanisms Narada uses to keep the mesh connected, to incorporate new
members into the mesh, and to repair possible partitions that may be caused by members leaving
the group or by member failure.

As we do not wish to rely on a single non-failing entity to keep track of group membership, the
burden of group maintenance is shared jointly by all members. To achieve a high degree of robust-
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Let i receive refresh message from neighbor j at i’s local
time t. Let < k, skj > be an entry in j’s refresh message.

if i does not have an entry for k

then i inserts the entry < k, skj , t > into its table
else if i’s entry for k is < k, ski, tki >

then if ski ≥ skj i

then ignores the entry pertaining to k

else i updates its entry for k to < k, skj , t >

Figure 2.2: Actions taken by a memberi on receiving a refresh message from memberj.

ness, our approach is to have every member maintain a list of all other membersin the group. Since
Narada is targeted towards small sized groups, maintaining the complete groupmembership list is
not a major overhead. Every member’s list needs to be updated when a newmember joins or an
existing member leaves. The challenge is to disseminate changes in group membership efficiently,
especially in the absence of a multicast service provided by the lower layer.We tackle this by ex-
ploiting the mesh to propagate such information. However, this strategy is complicated by the fact
that the mesh might itself become partitioned when a member leaves. To handle this,we require
that each member periodically generate a refresh message with monotonically increasing sequence
number, which is disseminated along the mesh. Each memberi keeps track of the following infor-
mation for every other memberk in the group: (i) member addressk; (ii) last sequence numberski

thati knowsk has issued; and (iii)local timeat i wheni first received information thatk issuedski.
If memberi has not received an update from memberk for Tm time, then,i assumes thatk is either
dead or potentially partitioned fromi. It then initiates a set of actions to determine the existence of
a partition and repair it if present as discussed in Section 2.2.2.3.

Propagation of refresh messages from every member along the mesh couldpotentially be quite
expensive. Instead, we require that each member periodically exchange its knowledge of group
membership with its neighbors in the mesh. A message from memberi to a neighborj contains a
list of entries, one entry for each memberk that i knows is part of the group. Each entry has the
following fields: (i) member addressk; and (ii) last sequence numberski thati knowsk has issued.
On receiving a message from a neighborj, memberi updates its table according to the pseudo code
presented in Figure 2.2.

We note that because each member must maintain state for all other members to avoid a single
point of failure, Narada is not scalable to a large group size. In video broadcasting applications,
the source is fundamentally a single point of failure. Thus in designing the system for video broad-
cast (Chapter 3), the Narada protocol is modified to maintain only a subset of group members in
exchange for better scalability and efficiency.

Given that a distance vector routing algorithm is run on top of the mesh (Section 2.2.4), routing
update messages exchanged between neighbors can include member sequence number information
with minimum extra overhead.
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Figure 2.3: A sample virtual topology

2.2.2.1 Member Join

When a member wishes to join a group, Narada assumes that the member is able to get a list of group
members by an out-of-band bootstrap mechanism. The list needs neither be complete nor accurate,
but must contain at least one currently active group member. In this paper, we do not address the
issue of the bootstrap mechanism. We believe that such a mechanism is application specific and our
protocol is able to accommodate different ways of obtaining the bootstrap information.

The joining member randomly selects a few group members from the list available toit and
sends them messages requesting to be added as a neighbor. It repeats the process until it gets a
response from some member, when it has successfully joined the group. Having joined, the member
then starts exchanging refresh messages with its neighbors. The mechanisms described earlier will
ensure that the newly joined member and the rest of the group learn about each other quickly.

2.2.2.2 Member Leave and Failure

When a member leaves a group, it notifies its neighbors, and this information is propagated to the
rest of the group members along the mesh. In Section 2.2.4, we will describe our enhancement
to distance vector routing that requires a leaving member to continue forwarding packets for some
time to minimize transient packet loss.

We also need to consider the difficult case of abrupt failure. In such a case, failure should be
detected locally and propagated to the rest of the group. In this paper, weassume a failstop failure
model [68], which means that once a member dies, it remains in that state, and the fact that the
member is dead is detectable by other members. We explain the actions taken on member death
with respect to Figure 2.3. This example depicts the mesh between group members at a given
point in time. Assume that memberC dies. Its neighbors in the mesh,A, G stop receiving refresh
messages fromC. Each of them independently send redundant probe messages toC, such that the
probability every probe message (or its reply) is lost is very small. IfC does not respond to any
probe message, then,A andG assumeC to be dead and propagate this information throughout the
mesh.

Every member needs to retain entries in its group membership table for dead members. Oth-
erwise, it is impossible to distinguish between a refresh announcing a new member and a refresh
announcing stale information regarding a dead member. However, dead member information can be
flushed after sufficient amount of time.
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Let Q be a queue of members for which i has stopped
receiving sequence number updates for at least Tm

time. Let T be maximum time an entry may remain in Q.

while(1) begin
Update Q;
while( !Empty(Q) and

Head(Q) is present in Q for ≥ T time)
begin

j= Dequeue(Q);
Initiate probe cycle to determine if j is dead
or to add a link to it.

end
if( !Empty(Q)) begin

prob = Length(Q)
GroupSize

;
With probability prob begin

j= Dequeue(Q);
Initiate probe cycle to determine if j is dead
or to add a link to it.

end
sleep(P). // Sleep for time P seconds

end

Figure 2.4: Scheduling algorithm used by memberi to repair mesh partition

2.2.2.3 Repairing Mesh Partitions

It is possible that member failure can cause the mesh to become partitioned. Forexample, in
Figure 2.3, if memberA dies, the mesh becomes partitioned. In such a case, members must first
detect the existence of a partition, and then repair it by adding at least onevirtual link to reconnect
the mesh. Members on each side of the partition stop receiving sequence number updates from
members on the other side . This condition is detected by a timeout of durationTm.

Each member maintains a queue of members that it has stopped receiving sequence number
updates from for at leastTm time. It runs a scheduling algorithm that periodically and probabilisti-
cally deletes a member from the head of the queue. The deleted member is probed and it is either
determined to be dead, or a link is added to it. The scheduling algorithm is adjusted so that no
entry remains in the queue for more than a bounded period of time. Further, the probability value
is chosen carefully so that in spite of several members simultaneously attemptingto repair partition
only a small number of new links are added. The algorithm is summarized in Figure 2.4.

2.2.3 Improving mesh quality

The constructed mesh can be quite sub-optimal, because (i) initial neighbor selection by a member
joining the group is random given limited availability of topology information at bootstrap; (ii)
partition repair might aggressively add edges that are essential for the moment but not useful in the
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EvaluateUtility (j) begin
utility = 0
for each member m (m not i) begin

CL = current latency between i and m along mesh
NL = new latency between i and m along mesh

if edge i-j were added
if (NL < CL) then begin

utility + = CL−NL
CL

end
end
return utility

Figure 2.5: Algorithmi uses in determining utility of adding link toj

long run; (iii) group membership may change due to dynamic join and leave; and(iv) underlying
network conditions, routing and load may vary. Narada allows for incremental improvement of
mesh quality. Members probe each other at random and new links may be added depending on the
perceived gain inutility in doing so. Further, members continuously monitor the utility of existing
links, and drop links perceived as not useful. This dynamic adding and dropping of links in the
mesh distinguishes Narada from other topology maintenance protocols.

The issue then is the design of a utility function that reflects mesh quality. A goodquality mesh
must ensure that the shortest path delay between any pair of members alongthe mesh is comparable
to the unicast delay between them. A memberi computes the utility gain if a link is added to
memberj based on (i) the number of members to whichj improves the routing delay ofi; and (ii)
how significant this improvement in delay is. Figure 2.5 presents pseudo code thati uses to compute
the gain in utility if a link to memberj is added. The utility can take a maximum value ofn, where
n is the number of group membersi is aware of. Each memberm can contribute a maximum of1
to the utility, the actual contribution beingi′s relative decrease in delay tom if the edge toj were
added.

We now present details of how Narada adds and removes links from the mesh.

• Addition of links: Narada requires every member to constantly probe other members. Cur-
rently, the algorithm that we use is to conduct a probe periodically, and probe some random
member each time. This algorithm could be made smarter by varying the interval between
probes depending on how satisfied a member is with the performance of the mesh, as well as
choosing whom to probe based on results of previous probes.

When a memberi probes a memberj, j returns toi a copy of its routing table.i uses this
information to compute the expected gain in utility if a link toj is added as described in Figure
2.5. i decides to add a link toj if the expected utility gain exceeds a given threshold. The
threshold value is a function ofi′s estimation of group size, and the current and maximum
fanout values ofi andj respectively. Finally,i may also add a link toj if the physical delay
between them is very low and the current overlay delay between them veryhigh.

• Dropping of links: Ideally, the loss in utility if a link were to be dropped must exactly
equal the gain in utility if the same link were immediately re-added. However, this requires
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EvaluateConsensusCost(j) begin
Costij = number of members for which i uses j as

next hop for forwarding packets.
Costji = number of members for which j uses i as

next hop for forwarding packets.
return max(Costij, Costji)

end

Figure 2.6: Algorithmi uses to determine consensus cost to a neighborj

estimating the relative increase in delay to a member if a link were dropped and it isdifficult
to obtain such information. Instead, we overestimate the actual utility of a link by itscost.
The cost of a link betweeni and j in i′s perception is the number of group members for
which i usesj as next hop. Periodically, a member computes theconsensus costof its link
to every neighbor using the algorithm shown in Figure 2.6. It then picks the neighbor with
lowest consensus cost and drops it if the consensus cost falls below acertain threshold. The
threshold is again computed as a function of the member’s estimation of group size and its
current and maximum fanout. The consensus cost of a link represents the maximum of the
cost of the link in each neighbor’s perception. Yet, it might be computed locally as the mesh
runs a distance vector algorithm with path information.

Our heuristics for link-dropping have the following desirable properties:

• Stability: A link that Narada drops is unlikely to be added again immediately. This is ensured
by several factors: (i) the threshold for dropping a link is less than or equal to the threshold
for adding a link; (ii) the utility of an existing link is overestimated by the cost metric;(iii)
dropping of links is done considering the perception that both members haveregarding link
cost; (iv) a link with small delay is not dropped.

• Partition avoidance:We present an informal argument as to why our link dropping algorithm
does not cause a partition assuming steady state conditions and assuming multiplelinks are
not dropped concurrently. Assume that memberi drops neighborj. This could result in at
most two partitions. Assume the size ofi′s partition isSi and the size ofj′s partition isSj .
Further, assume bothi andj know all members currently in the group. Then, the sum ofSi

andSj is the size of the group. ThusCostij must be at leastSj andCostji must be at least
Si, and at least one of these must exceed half the group size. As long as thedrop threshold is
lower than half the group size, the edge will not be dropped.

2.2.4 Data Delivery

We have described how Narada constructs a mesh among participating group members, how it keeps
it connected, and how it keeps refining the mesh. In this section we explain how Narada builds data
delivery tree.
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Narada runs a distance vector protocol on top of the mesh. In order to avoid the well-known
count-to-infinity problems, it employs a strategy similar to BGP [62]. Each membernot only main-
tains the routing cost to every other member, but also maintains the path that leads to such a cost.
Further, routing updates between neighbors contains both the cost to the destination and the path
that leads to such a cost. The per-source trees used for data deliveryare constructed from the reverse
shortest path between each recipient and the source, in identical fashion to DVMRP [22]. A member
M that receives a packet from sourceS through a neighborN forwards the packet only ifN is the
next hop on the shortest path fromM to S. Further,M forwards the packet to all its neighbors who
useM as the next hop to reachS.

The routing metric used in the distance vector protocol is the latency between neighbors. Each
endpoint of a link independently estimates the latency of the link and could havedifferent estimates.
Using the latency as a metric enables routing to adapt to dynamics in the underlying network. How-
ever, it also increases the probability of routing instability and oscillations. Inour work, we assume
that members use an exponential smoothing algorithm to measure latency. Further, the latency es-
timate is updated only at periodic intervals. The period length can be varied to tradeoff routing
stability with reactivity to changing conditions.

A consequence of running a routing algorithm for data delivery is that there could be packet loss
during transient conditions when member routing tables have not yet converged. In particular, there
could be packet loss when a member leaves the group or when a link is dropped for performance
reasons. To avoid this, data continues to be forwarded along old routes for enough time until routing
tables converge. To achieve this, we introduce a new routing cost calledTransient Forward (TF).
TF is guaranteed to be larger than the cost of a path with a valid route, but smaller than infinite cost.
A memberM that leaves advertises a cost ofTF for all members for which it had a valid route.
Normal distance vector operations leads to members choosing alternate valid routes not involving
M (asTF is guaranteed to be larger than the cost of any valid route). The leaving member continues
to forward packets until it is no longer used by any neighbor as a next hop to reach any member, or
until a certain time period expires.

2.3 Evaluation

Our evaluation seeks to answer the following two questions:

• From the application perspective, what performance penalty does an End System Multicast
architecture incur as compared to IP Multicast?

• From the network perspective, what is the overhead associated with EndSystem Multicast in
constructing good overlays?

To answer these question, we compare the performance of a scheme for disseminating data
under the IP Multicast architectural framework, with the performance of various schemes for dis-
seminating data under the End System Multicast framework. We describe these schemes in Section
2.3.1 and the performance metrics we use in evaluating the schemes in Section 2.3.2.

We have conducted our evaluation using both simulation and Internet experiments. Internet
experiments help us understand how schemes for disseminating data behavein dynamic and un-
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predictable real-world environments, and give us an idea of the end-to-end performance seen by
actual applications. On the other hand, simulations help analyze the scaling properties of the End
System Multicast architecture with larger group sizes. Sections 2.3.3 and 2.3.4 present results for
our Internet and simulation experiments.

2.3.1 Schemes Compared

We compare the following schemes for disseminating data in our simulation and Internet experi-
ments.

• DVMRP: We assume that IP Multicast involves constructing classical DVMRP-like trees [22],
composed of the reverse paths from the source to each receiver.

• Narada: This represents a scheme that construct overlay trees in an informed manner, making
use of network metrics like bandwidth and latency. It is indicative of the performance one
may expect with an End System Multicast architecture, though an alternate protocol may
potentially result in better performance.

• Random: This represents a naive scheme that constructs random but connected End System
Multicast overlays.

• Naive Unicast: Here, the source simultaneously unicasts data from the source to all receivers.
Thus, in a group of sizen, the source must sendn-1 duplicate copies of the same data, with
Naive Unicast.

2.3.2 Performance Metrics

To facilitate our comparison, we use several metrics that capture both application and network level
performance.

• Latency: This metric measures the end-to-end delay from the source to the receivers, as seen
by the application. We also defineRelative Delay Penalty (RDP), which is a measure of the
increase in delay that applications perceive while using Narada. RDP is a ratio of the delay
between two members along the overlay to the unicast delay between them. ThusNaive
Unicast has an RDP of1, and DVMRP also has an RDP of1, assuming symmetric routing.

• BandwidthThis metric measures the application level throughput at the receiver.

• StressWe refer to the number of identical copies of a packet carried by a physical link as the
stress of a physical link. For example, in Figure 2.1, linkR1 − R2 has a stress of 1 and link
A − R1 has a stress of2. In general, we would like to keep the stress on all links as low as
possible.

We also define theWorst Case Stressmetric to measure the effectiveness of Narada in dis-
tributing network load across physical links. Worse case stress is defined asmaxL

i=1 si, where
L is the number of physical links used in transmission andsi is the stress. DVMRP has a
worse case stress of1. On the other hand, Naive Unicast has a worse case stress ofr, where
r is the number of receivers.
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• Resource Usage: We define resource usage as
∑L

i=1 di ∗ si, where,L is the number of links
active in data transmission,di is the delay of linki andsi is the stress of linki. The resource
usage is a metric of the network resources consumed in the process of datadelivery to all
receivers. Implicit here is the assumption that links with higher delay tend to beassociated
with higher cost. For example in Figure 2.1, the resource usage is31 for the overlay tree and
29 for one possible DVMRP tree. We then compute theNormalized Resource Usage (NRU)
of a scheme as the ratio of the resource usage with that scheme relative to theresource usage
with DVMRP.

Latency and bandwidth are application level performance metrics, while all other metrics mea-
sure network costs. Not all applications care about both latency and bandwidth. Our evaluation
thus considers the needs of applications with more stringent requirements (such as video broadcast-
ing), which require both high bandwidth and low latencies. An architecture that can support such
applications well can potentially also support applications that care about latency, or bandwidth
alone.

2.3.3 Internet Experiments

Our Internet experiments are conducted on a wide-area test-bed of 13 hosts located at university
sites in the U.S. and Canada. The varying nature of Internet performance influences the relative
results of experiments done at different times. Ideally, we should test all schemes for disseminating
data concurrently, so that they may observe the exact same network conditions. However, this is
not possible, as the simultaneously operating schemes would interfere with each other. Therefore,
we adopt the following strategy: (i) we interleave experiments with the variousprotocol schemes
that we compare to eliminate biases due to changes that occur at shorter time scales, and (ii) we run
the same experiment at different times of the day to eliminate biases due to changes that occur at
a longer time scale. We aggregate the results obtained from several runs that have been conducted
over a two week period.

Every individual experiment is conducted in the following fashion. Initially,all members join
the group at approximately the same time. The source multicasts data at a constant rate and after
four minutes, bandwidth and round-trip time measurements are collected. Eachexperiment lasts for
20 minutes. We adopt the above set-up for all schemes, exceptSequential Unicast. In Sequential
Unicast, we unicast data from the source to each receiver for two minutes in sequence. The source
host, located at UCSB, is sending at a CBR traffic of 1.2 Mbps.

We begin by presenting our experimental methodology. We then present results in a typical ex-
periment run in Section 2.3.3.1. Section 2.3.3.2 compare various schemes for constructing overlays
with regard to application level performance and network cost. We also studied the performance of
Narada under different source rates and host sets. These results are presented in [18].

2.3.3.1 Results with a Typical Run

The results in this section give us an idea of the dynamic nature of overlay construction, and how
the quality of the overlay varies with time.
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Figure 2.7 plots the mean bandwidth seen by a receiver, averaged across all receivers, as a
function of time. Each vertical line denotes a change in the overlay tree for the source UCSB. We
observe that it takes about 150 seconds for the overlay to improve, andfor the hosts to start receiving
good bandwidth. After about 150 seconds, and for most of the session from this time on, the mean
bandwidth observed by a receiver is practically the source rate. This indicates that all receivers get
nearly the full source rate throughout the session.

Figure 2.8 plots the mean RTT to a receiver, averaged across all receivers as a function of time.
The mean RTT is about 100 ms after about 150 seconds, and remains lowerthan this value almost
throughout the session. We have also evaluated how the RTTs to individual receivers vary during a
session and results are presented in [18]. For all receivers, over 94% of the RTT estimates are less
than 200 ms, while over 98% of the RTT estimates are less than 400 ms.

Figures 2.7 and 2.8 also highlight two key performance concerns with Narada:

• Long startup time: When members first join the group, they do not know any network in-
formation. Thus the initial overlay is likely a random mesh with suboptimal performance in
bandwidth and RTT.

• Performance degradation due to network conditions: We note that there is a visible dip in
bandwidth, and a sharp peak in RTT at around 460 seconds. An analysis of our logs indicates
that this was because of congestion on a link in the overlay tree. The overlay is able to adapt
by making a set of topology changes, as indicated by the vertical lines immediately following
the dip, and recovers in about 40 seconds.

These performance concerns have since been addressed by us andother researchers. To improve
long startup time, we have investigated probing heuristics to select good neighbors quickly [52]. Our
finding is that light-weight RTT probing is effective in predicting bandwidth.Thus by incorporating
RTT probing, the protocol can shorten the startup time to less than 20 seconds for 90% of the joining
members with similar group size.

There are several research works that aim to reduce the impact of network congestion and group
dynamics on application performance. For example, [53, 11] use multiple disjoined path increase

19



Chapter 2. End System Multicast

0

200

400

600

800

1000

1200

1400

1600

0 2 4 6 8 10 12 14

M
ea

n 
B

an
dw

id
th

 (
K

bp
s)

Rank

Sequential Unicast
Narada

Random

Figure 2.9: Mean bandwidth versus rank at 1.2
Mbps source rate

0

50

100

150

200

250

300

350

400

0 2 4 6 8 10 12 14

M
ea

n 
R

T
T

 (
m

s)

Rank

Sequential Unicast
Narada

Random

Figure 2.10: Mean RTT versus rank at 1.2
Mbps source rate

data resiliency. [5] actively buffers and repairs data packets from other members when the overlay
structure is in transient. In Chapter 3, we use multiple video bitrates and prioritized forwarding to
cope with transient performance degradation.

Given the startup time we observe here, we gather bandwidth and RTT statistics after four
minutes for the rest of our experiments.

2.3.3.2 Comparision with Other Schemes

We present the results that compare the bandwidth and latency performance of various schemes for
disseminating data on the Internet. In evaluating the performance of variousschemes, we are not
just interested in how each receiver perform for individual runs; weare more interested in how an
overlay tree perform as a whole. Therefore, we introduce the notion ofa rank that captures the
performance of an overlay tree as a whole.

Let us consider how we summarize an experiment with regard to a particular metric such as
bandwidth or latency. For a set ofn receivers, we sort the average metric value of the various
receivers in ascending order, and assign arank to each receiver from1 to n. The worst-performing
receiver is assigned a rank of1, and the best-performing receiver is assigned a rank ofn. For every
rank r, we gather the results for the receiver with rankr across all experiments, and compute the
mean. Note that the receiver corresponding to a rankr could vary from experiment to experiment.
For example, the result for rank1 represents the performance that the worst performing receiver
would receive on average in any experiment.

Figure 2.9 plots the mean bandwidth against rank for three different schemes. Each curve cor-
responds to one scheme, and each point in the curve corresponds to themean bandwidth that a
machine of that rank receives with a particular scheme, averaged across all runs. The error-bars
show the standard deviation. Thus they do not indicate confidence in the mean, rather they imply
the degree of variability in performance that a particular scheme for constructing overlays may in-
volve. For example, the worst-performing machine (rank 1) with theRandomscheme receives a
bandwidth of a little lower than 600Kbps on average. We use the same way of presenting data in all
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Schemes NRU
DVMRP 1.00
Naive Unicast 2.62
Random 2.24
Narada 1.49

Table 2.1: Average normalized resource usage of different schemes

our comparison results.1

We wish to make several observations. First, theSequential Unicastcurve indicates that all but
one machine get close to the source rate, as indicated by one of the top lines with a dip at rank
1. Second,Narada is comparable toSequential Unicast. It is able to ensure that even the worst-
performing machine in any run receives 1150 Kbps on average. Further, it results in consistently
good performance, as indicated by the small standard deviations. Interestingly, Naradaresults in
much better performance for the worst-performing machine as compared toSequential Unicast. It
turns out this is because of the existence of pathologies in Internet routing. It has been observed
that Internet routing is sub-optimal and there often exists alternate paths between end system that
have better bandwidth and latency properties than the default paths [67].Third, theRandomscheme
is sub-optimal in bandwidth. On average, the worst-performing machine with the Randomscheme
(rank 1) gets a mean bandwidth of about 600Kbps. Further, the performance ofRandomcan be
quite variable as indicated by the large standard deviation. We believe that thispoor performance
with Randomis because of the inherent variability in Internet path characteristics, even in relatively
well connected settings.

Figure 2.10 plots mean RTT against rank for the same set of experiments. First, the RTT of
the unicast paths from the source to the recipients can be up to about 150 ms, as indicated by
the lowest line corresponding toSequential Unicast. Second,Narada is good at optimizing the
overlay for delay. The worst machine in any run has an RTT of about 160 ms on average. Third,
Randomperforms considerably worse with an RTT of about 350 ms for the worst machine on
average.Randomcan have poor latencies because of suboptimal overlay topologies that mayinvolve
criss-crossing the continent. In addition,Randomis unable to avoid delays related to congestion,
particularly near the participating end hosts.

Table 2.1 compares the mean normalized resource usage (Section 2.3.2) of the overlay trees
produced by the various schemes. The values are normalized with respect to the resource usage
with DVMRP. Thus, we would like the normalized resource usage to be as smallas possible, with a
value of1.00 representing an overlay tree that has the same resource usage as DVMRP.Naradacan
result in trees that make about 50% more use of resources thanDVMRP. Further,Naive Unicasttrees
which have all recipients rooted at the source, and schemes such asRandomthat do not explicitly
exploit network information have a high resource usage.

2.3.4 Simulation Results

In this section, we study the performance issues using simulation experiments.We have investigated
the effects of the following factors: (i) group size, (ii) fanout range, (iii) topology model; (iv)
topology size.

1The curves are slightly offset from each other for clarity of presentation.
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Fanout Range

With Narada, each member in the data delivery tree has a degree that is dynamically configured
based on the available bandwidth near a member. If a member has too many children, this could
result in congestion near the member and a decrease in the available bandwidth. Narada can adapt
dynamically to such a situation by detecting the fall in bandwidth and having children move away.
However, given that our simulator does not consider Internet dynamics, we model the impact of
this artificially by imposing restrictions on the degree. We do this using a parameter called the
fanout range. The fanout range of a member is the minimum and maximum number of neighbors
each member strives to maintain in the mesh. An increase of the fanout range could decrease mesh
diameter and result in better delay performance. However, it could potentially result in higher stress
on links near members. We vary the fanout range from<2 – 4 > to < 8 –16> and study the
performance impact.

Topology Model and Topology Size

We used three different models to generate backbone topologies for oursimulation. For each model
of the backbone, we modeled members as being attached directly to the backbone topology. Each
member was attached to a random router, and was assigned a random delayof 1 − 4ms.

• Waxman:The model considers a set ofn vertices on a square in the plane and places an edge

between two points with a probability ofαe
−d
β∗L , where,d is the distance between vertices ,

L is the length of the longest possible edge andα andβ are parameters. We use the Georgia
Tech. [84] random graph generators to generate topologies of this model.

• Mapnet:Backbone connectivity and delay are modeled after actual ISP backbones that could
span multiple continents. Connectivity information is obtained from the CAIDA Mapnet
project database [28]. Link delays are assigned based on geographical distance between
nodes.

• Automous System map (ASMap):Backbone connectivity information is modeled after inter-
domain Internet connectivity. This information is collected by a route serverfrom BGP rout-
ing tables of multiple geographically distributed routers with BGP connections to the server
[27]. This data has been analyzed in [24] and has been shown to satisfycertain power laws.
Random link delays of8 − 12 ms was assigned to each physical link.

In our simulations, we used backbone topology sizes consisting of up to1070 members and mul-
ticast groups of up to256 members. The fanout range of a member is the minimum and maximum
number of neighbors each member strives to maintain in the mesh. An increase of the fanout range
could decrease mesh diameter and result in lower delay penalties. However, it could potentially
result in higher stress on links near members.

In addition, we identify network routing policy and group distribution as factors that could
impact Narada’s performance but do not investigate these in this paper. Routing policy could be
significant because in the event that routing is not based on shortest path, some pairs of members
could have an RDP of less than 1 with Narada. Group distribution is important as presence of
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clusters in groups could improve Narada’s performance compared to unicast. This is because Narada
could minimize the number of copies of a packet that enter a cluster via costlier inter-cluster links
and distribute them along cheaper intra-cluster links.

Simulation Setup

Our simulation experiments are conducted using a locally written, packet-level,event-based simula-
tor. The simulator assumes shortest delay routing between any two members. The simulator models
the propagation delay of physical links but does not model bandwidth, queueing delay and packet
losses. This was done to make our simulations more scalable.

All experiments we report here are conducted in the following manner. A fixed number of mem-
bers join the group in the first 100 seconds of the simulation in random sequence. A member that
joins is assumed to contain a list of all members that joined the group previously.After 100 seconds,
there is no further change in group membership. One sender is chosen atrandom to multicast data
at a constant rate. We allow the simulation to run for 40 minutes. In all experiments, neighbors
exchanges routing messages every 30 seconds. Each member probes one random group member
every 10 seconds to evaluate performance.

2.3.4.1 Results From a Typical Experiment

This section presents results from a single typical experiment. The results are typical in the sense
they capture some of the key invariants in the performance of Narada across all runs. In the ex-
periment, we used a topology generated by the Waxman model consisting of1024 nodes and3145

links. We used a group size of128 members, and each member had a fanout range of<3-6>.
Figure 2.11 plots the cumulative distribution of RDP at different time instances during the sim-

ulation. The horizontal axis represents a given value of RDP and the vertical axis represents the
percentage of pairs of group members for which the RDP was less than this value. Each curve cor-
responds to the cumulative distribution at a particular time instance. It might happen that at a given
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time, some members have not yet learned of the existence of some other membersor do not have
routes to others. Thus,1 minute after the last join, approximately10% of pairs do not have routes to
each other, indicated by the lower curve. All pairs have routes to each other2 minutes after the last
join. As time increases, the curve moves to the left, indicating the RDP is reducedas the quality of
the overlay improves.

When the system stabilizes, about90% of pairs of members have RDP less than4. However,
there exist a few pairs of members with high RDP. This tail can be explained from Figure 2.12. Each
dot in this figure indicates the existence of a pair of members with a given RDP and physical delay.
We observe that all pairs of members with high RDP have very small physicaldelays. Such members
are so close to each other in the physical network that even a slightly sub-optimal configuration leads
to a high delay penalty. However, the delay between them along the overlay isnot too high. This
can be seen from Figure 2.13, where each point represents the existence of a pair of members with
a given overlay delay and a given physical delay. It may be verified that the delay between all pairs
of members along the overlay is at most160ms, while the physical delay can be as high as71ms.

In future experiments, we summarize RDP results of an experiment by the90 percentile RDP
value. We believe this is an appropriate method of summarizing results because: (i) it is an upper
bound on the RDP observed by90% of pairs of members; (ii) for pairs of members with a RDP value
higher than the90 percentile, the overlay delay is small as discussed in the previous paragraph; and
(iii) it is fairly insensitive to particular experiment parameters, unlike the omitted tail

Figure 2.14 plots the cumulative number of virtual links added and removed from the mesh as a
function of simulation time. We observe that most of the changes happen within the first 4 minutes
of the simulation. This is consistent with the behavior seen in Figure 2.11 and indicates that the
mesh quickly stabilizes into a good structure.

We study the variation of physical link stress under Narada and compare the results we obtain
for a typical run with physical stress under DVMRP and naive unicast inFigure 2.15. One of the
members is picked as source at random, and we evaluate the stress of eachphysical link. Here, the
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horizontal axis represents stress and the vertical axis represents the number of physical links with
a given stress. The stress of any physical link is at most1 for DVMRP, indicated by a solitary dot.
Under both naive unicast and Narada, most links have a small stress - thisis only to be expected.
However, the significance lies in the tail of the plots. Under naive unicast, one link has a stress of
127 and quite a few links have a stress above16. This is unsurprising considering that links near
the source are likely to experience high stress. Narada however distributes the stress more evenly
across physical links, and no physical link has a stress larger than9. While this is high compared to
DVMRP, it is a 14-fold improvement over naive unicast.

2.3.4.2 Impact of factors on performance

We are interested in studying variation in Narada’s performance due to each of the following factors:
(i) topology model; (ii) topology size; (iii) group size; and (iv) fanout range. Keeping other factors
fixed at the default, we study the influence of each individual factor on Narada’s performance.
By default, we used a Waxman topology with1024 nodes and3145 links, a group size of128

and a fanout range of<3-6> for all group members. For all results in this section, we compute
each data point by conducting25 independent simulation experiments and we plot the mean with
95% confidence intervals. Due to space constraints, we present plots of selected experiments and
summarize results of other experiments.

Topology Model and Group Size

We used a Waxman topology consisting of1024 routers and3145 links, an ASMap topology con-
sisting of1024 routers and3037 links and a Mapnet topology consisting of1070 routers and3170

links.
Figure 2.16 plots the variation of the90 percentile RDP with group size for three topologies.

Each curve corresponds to one topology. All the curves are close to each other indicating that the
RDP is not sensitive to the choice of the topology model. For all topologies andfor a group size
of 128 members, the90 percentile RDP is less than4. For each topology, the90 percentile RDP
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Figure 2.16:90 percentile RDP vs. group size
for topologies from three models

0

2

4

6

8

10

12

14

0 50 100 150 200 250 300

W
or

st
 C

as
e 

P
hy

si
ca

l L
in

k 
S

tr
es

s

Group Size

Waxman.1024
Mapnet.1070
ASMap.1024

Figure 2.17: Worst case physical link stress vs.
group size for topologies from three models

increases with group size. This is because an increase of group size results in an increase of mesh
diameter and hence an increase of RDP.

Figure 2.17 plots the variation of worst case physical link stress against group size for three
topologies. Each curve corresponds to one topology. We observe thatthe curves are close to each
other for small group sizes but seem to diverge for larger group sizes. Further, for all topologies,
worst case stress increases with group size. Thus, for a group size of 64, mean worst case stress
is about5 − 7 across the three topologies, while for a group size of256, it is about8 − 14. We
believe this increase of stress with group size is an artifact of the small topologies in a simulation
environment relative to the actual Internet backbone. We analyze this in detail in Section 2.3.5.

Figure 2.18 plots the normalized resource usage (NRU) against group size for the Waxman
model alone. The lower and upper curves correspond to Narada and unicast respectively. First,
Narada consumes less network resources than naive unicast, and this isconsistent for all group sizes.
For a group size of128, the NRU for Narada is about1.8 and2.2 for naive unicast. Second, NRU
increases with group size. While these results imply a nearly20% savings of network resources, we
believe that the savings could be even more significant if members are clustered. We have repeated
this study with the Mapnet and ASMap topologies and observe similar trends. For all topologies,
the NRU is at most1.8 for a group size of128.

Topology Size

For each topology model, we generate topologies of sizes varying from about 64 nodes to about
1070 nodes and evaluate the impact on Narada’s performance. Figure 2.19 plots the worst case
physical link stress against topology size for each topology model. Across all topology models, we
observe that the worst case stress increases with decrease in topologysize. While the same general
trend is observed for all topology models, it seems more pronounced for Waxman. We analyze the
significance of this result in Section 2.3.5.

We have also studied the effect of topology size on RDP and NRU. Acrossall topology models,
RDP appears largely unaffected by topology size, while NRU decreaseswith increase in topology
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size. We omit the plots due to space constraint.

Fanout Range

So far, we have assumed that each member strives to maintain<3-6> neighbors in the mesh. We
have investigated the effect of variation of fanout range on Narada’sperformance. In summary,
when the fanout range increases, mesh diameter decreases and stresson links close to members
increases. Consequently, RDP decreases while worst case stress increases. For a group of128

members, as fanout range increases from<2-4> to <8-16>, the90 percentile RDP decreases from
about5.5 to 2 while the worst case physical stress increases from about9 to 15.

2.3.5 Results Summary

Overall our results suggest that End System Multicast is a promising architecture for enabling group
communication applications on the Internet.

• Bandwidth and latency: Our Internet results demonstrate that End System Multicast can in-
deed meet the bandwidth requirements of applications while at the same time achieving low
latencies. In Internet experiments, all hosts sustain over95% of the source rate while seeing
latencies lower than80ms. Our simulation results indicate that RDP is low across a range of
topology models. For example, for a group size of16, the 90 percentile RDP is less than 2.5.
Even for group sizes of128 members, the 90 percentile RDP is less than4.

• Stress: Across a range of topology models, Narada results in a low worst case stress for small
group sizes. For example, for a group size of16, the worst case stress is about5. While for
larger group sizes, worst case stress may be higher, it is still much lower than unicast. For
example, for a group of128 members, Narada reduces worst case stress by a factor of14

compared to unicast.
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We hypothesize that worst case stress on the Internet is lower than seenin simulations. The
largest topologies that we use in our simulations (around 1000 nodes) arestill orders of mag-
nitude smaller than the Internet. Consequently, the ratio of the group size to topology size,
which we termdensity, is much higher in simulations than in actual practice. Our simulations
indicate that higher group density results in higher worst case link stress.This can be deduced
from Figures 2.17 and 2.19, where we observe that the worst case stress increases with group
size and decreases with topology size. We hypothesize that an increase ingroup density in-
creases the probability that an internal physical link could be shared by multiple uncorrelated
virtual links. The links are uncorrelated in the sense that they connect distinct pairs of end
systems. This could increase worst case stress with Narada because Narada is only able to
regulate fanout of members and consequently can only control stress oflinks near member
and not stress of internal physical links. For the range of group sizeswe consider, we expect
that the density ratio is much lower on the Internet and thus we expect lower link stress.

• Resource usage: Our Internet results demonstrate that Narada may incur a resource usage
that is about30 − 50% higher than with DVMRP, while it can improve resource usage by
30 − 45% compared to naive unicast. Again, our simulation results are consistent with our
Internet results, and indicate that the performance with respect to this metricis good even for
medium sized groups. The resource usage is about35 − 55% higher than with DVMRP for
group sizes of16 members, and about a factor of two higher for group sizes of128 members.
Further, we believe that the performance in resource usage may be evenbetter if we consider
clustered group members.

2.4 Related Works

Parallel to our End System Multicast work, Yoid [29], Scattercast [14],and Overcast [36] share the
same motivation to move multicast functionality from routers to end systems. We areamong the
first to build a working protocol and conduct detailed evaluation in simulation and Internet testbeds
to study the feasibility of this architecture.

Despite the common motivation, these projects approach the new architecture with different as-
sumptions about the end systems. Yoid emphasizes end systems as user machines at the application
endpoint, while Scattercast and Overcast argues that end systems should be part of the network in-
frastructure. In our view, end systems are generic entitities located at the “edge” of the network,
and both instantiations of end systems have merit. In Section 2.6, we discuss thecharacteristics and
performance implications of different instantiations of the end systems.

As the research community has begun to acknowledge the importance of overlay based ar-
chitectures, many excellent research works have proposed new techniques to improve theoverlay
multicast protocols. In the following we categorize them by the structure in which the protocols
construct. Note that we have leveraged some of these techniques to build thebroadcast system and
the incentive mechanism, described in Chapter 3 and Chapter 4.

• Single Tree Structure: Protocols like Yoid [29], BTP [32] and Overcast [36] construct trees
directly - that is, members explicitly select their parents from among the members that they
know, and data is sent along the tree to the children iteratively. Overcast targets for reliable
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single-sourcemulticast applications, where real-time data delivery is not an objective. Thus
the tree is optimized for good bandwidth from the source to each receiver,but not necessary
low latency. Yoid supportsmultiple sourceapplications, and constructs a single shared tree
for all sources.

• Routing over a Sparse Mesh: Scattercast [14] proposes a self-organizing protocol called Gos-
samer. Gossamer is similar to Narada in that it construct trees in a two-step process: they
first construct efficient meshes among participating members, and in the second step con-
struct spanning trees of the mesh using well known routing algorithms. The key difference is
that Gossamer relies on centralized rendezvous points for repairing meshpartition. Although
this assumption significantly simplifies the partition recovery mechanisms in Gossamer, the
members of the mesh could become partitioned from each other in the event of failure of all
rendezvous points.

Our choice of a mesh-based approach has been motivated by the need to support multi-source
applications, such as video conferencing. Since video broadcast is also a single source appli-
cation, we have taken ideas from Overcast, and modified the Narada protocol to construct a
tree directly. The details are presented in 3.2.1.

• DHT and Logical Structures: Delaunay Triangulations [43], CAN [60], Bayuex [85], and
Scribe [12] assign logical addresses to members from an abstract coordinate space, and neigh-
bor mappings are based on these logical addresses. For example, CAN assigns logical ad-
dresses from cartesian coordinates on an n-dimensional torus. [43] assigns points to a plane
and determines neighbor mappings corresponding to the Delaunay triangulation of the set
of points. Thus, multicast routing within this logical space is implicitly defined, saving the
overhead of maintaining the routing states. The key benefit is that the protocols scale better
to larger group sizes. However, in contrast these protocols impose ruleson neighbor relation-
ships that are dictated by logical addresses assigned to hosts rather thanperformance. This
may involve a performance penalty in constructed overlays and could complicate dealing with
dynamic metrics such as available bandwidth.

• Hierarchy and Clustering: Nice [4] and Kudos [35] achieve better scaling properties than
Narada by organizing members into hierarchies of clusters. Kudos constructs a two level
hierarchy with a Narada like protocol at each level of the hierarchy. NICE constructs a multi-
level hierarchy, and does not involve use of a traditional routing protocol. A concern with
hierarchy-based approaches is that they complicate group management, and need to rely on
external nodes to simplify failure recovery.

• Multiple Disjoint Trees: CoopNet [53] and SplitStream [11] improve data resiliency by send-
ing data along multiple disjoint trees. So even if a subset of the hosts fail, most hosts will still
receive some portion of the data. Such a technique can be combined with appropriate data
encodings to improve application performance. For example, applications can use erasure
coding for bulk data transfer [7], or multiple description codec for streaming media [50]. In
Chapter 4, we leverage this technique to incorporate the incentive semantic into a multiple
disjoint trees protocol.
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• Centralized Structure Maintenance: While Narada advocates for self-organization on an over-
lay network, ALMI[56] and CoopNet [53] propose to construct overlays in a centralized fash-
ion. In ALMI, end systems periodically report network performance to a session controller.
The session controller computes a minimum spanning tree and informs the parent-child rela-
tionship to end systems.

The MBone [10] and 6Bone [37] are popular existing examples of overlay networks. However,
these are statically configured in a manual and ad-hoc fashion. Narada,on the other hand, strives for
a self-configuring and efficient overlay network. Internet routing protocols are self-configuring. The
most striking difference between Narada and standard routing protocolsis that while the latter work
on a fixed physical topology, Narada alters the very topology over whichit routes data. Routing
protocols merely route around a link that has failed and have no notion of dynamic adding or drop-
ping of links. Narada might dynamically add links to ensure connectivity of thevirtual topology,
and drop links it perceives as not useful.

Self-configuration has been proposed in other contexts. AMRoute [8] allows for robust IP Multi-
cast in mobile ad-hoc networks by exploiting user-multicast trees. Severalreliable IP Multicast pro-
tocols [42, 44, 83] involve group members self-organizing into structuresthat help in data recovery.
Adaptive Web Caching [48] is a self-organizing cache hierarchy. Thekey feature that distinguishes
Narada from these protocols is that Narada does not assume a native multicast medium - AMRoute
assumes a native wireless broadcast channel, while all other protocols assume the existence of IP
Multicast. Self-configuration in the absence of such a native multicast mediumis a much harder
problem.

2.5 Summary

We have made two contributions in this chapter. First, we have shown that forsmall and medium
sized multicast groups, it is feasible to use an end system overlay approach to efficiently support
all multicast related functionality including membership management and packet replication. The
shifting of multicast support from routers to end systems, while introducing some performance
penalties, has the potential to address most problems associated with IP Multicast. We have shown,
with both simulation and Internet experiments, that the performance penalties are low in the case
of small and medium sized groups. We believe that the potential benefits of transferring multicast
functionality from end systems to routers significantly outweigh the performance penalty incurred.

Second, we have proposed one of the first self-organizing and self-improving protocols that
constructs an overlay network on top of a dynamic, unpredictable and heterogeneous Internet envi-
ronment without relying on a native multicast medium. We also believe this is among the first works
that attempts to systematically evaluate the performance of a self-organizing overlay network proto-
col and the tradeoffs in using overlay networks. Further, we believe that the techniques and insights
developed in this chapter are applicable to overlay networks in contexts other than multicast.
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Figure 2.20: A spectrum of end systems on the Internet. This dissertation explores one of the
spectrum where end systems are user machine.

2.6 Discussion: What is an End System?

End System Multicast advocates for an architecture where data replicationshould be performed not
by the routers, but by the end systems. Butwhat is an end system?It turns out there is a wide
spectrum of end systems on the Internet as shown in Figure 2.20, and the choice of end systems can
have significant implication on the characteristics and performance of this architecture.

This dissertation explores one end of the spectrum, where end systems arethe user machines
who participate in the broadcast. We call this theapplication endpointarchitecture instantiation.
The literature also refers to this architecture as apeer-to-peer(P2P) architecture. We use these two
terms interchangeably in this dissertation.

In the following we review two other common types of end systems and their respective archi-
tecture instantiations. The end systems differ by theincentivein participating in the system, the
persistencyin staying in the system, how well they areprovisionedin network bandwidth, and the
degree ofsharingamong different multicast groups. We discuss the tradeoff and justify ourchoice
of the architecture instantiation.

2.6.1 End Systems as Infrastructure Nodes

The other end of the spectrum is theinfrastructure-basedarchitecture instantiation. In this archi-
tecture instantiation, end systems consist of highly provisioned and highly available infrastructure
nodes. These infrastructure nodes run the End System Multicast protocol and offer multicast as
an application-level service to theclients. In our application, clients are viewers (or application
endpoints) who want to receive the video broadcast. The clients attach themselves to nearby in-
frastructure nodes and receive data using plain unicast (or perhapsintra-domain LAN Multicast, or
another level of application multicast).

This architecture instantiation has been adopted by third-party value-added service providers
such as Akamai [2] and Real Broadcast Networks [61]. There are many advantages in this architec-
ture instantiations:

• Better Performance: The infrastructure-based architecture can likely deliver better multicast
performance than an application endpoint architecture for two reasons.(i) Infrastructure
nodes arepersistent. This helps to avoid the transient data loss associated with ancestor
nodes failure or leaving the group. (ii) Infrastructure nodes arewell-provisionedwith high
and stable bandwidth. This helps to avoid performance loss due to network congestion near
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the parent nodes. On the other hand, an application endpoint architecture must cope with
performance loss due to group dynamics and network congestion.

• Simpler Protocol: Because the infrastructure nodes are persistent and well-provisioned, the
overlay protocol issimpler to constructand canscale to larger group size. In fact, earlier
version of the Akamai system constructs a static overlay because the nodes are very stable.
Moreover, the structure can sustain high fanout because each infrastructure node can support
a large number of clients simultaneously. This greatly reduce the number of nodes to manage
when group size is large. An smaller overlay structure is easier to maintain. Incontrast, peers
in application endpoint architecture have limited bandwidth and short join duration. This
results in a dynamic overlay structure that grows with group size, which is much difficult to
maintain in a distributed fashion.

• Inherently Cooperative: Infrastructure nodes are inherently cooperative in participating in
the broadcast system because they owned by a central entity. However, peers in application
endpoint architecture may not. With the prevalence of free-riding [1] reported in peer-to-
peer file sharing applications, it is not clear whether peers in the video broadcast applications
would be cooperative in contributing bandwidth. Chapter 4 is devoted to address this issue.

• More Secure: Infrastructure nodes are typically centrally managed and the service is explic-
itly invoked, thus they are easier to secure. On the other hand, peers in application endpoint
architecture may be malicious or non-cooperative. For example, malicious nodes could dis-
rupt the consistency of the distributed structure by sending bogus control data, and they could
disrupt the data path of a large subset of nodes by selectively attacking the replicating nodes
close to the source.

Despite the potential benefits with infrastructure-based architecture, the main concern is cost.

• Cost: The service provider incurs cost when the infrastructure nodes “touch” the broadcast
data. This is unavoidable as they must replicate data among themselves, and serve data to
clients. Moreover, the cost will increase with more viewers tuning in the broadcast. This cost
must beexplicitly paid forby some entities, such as the publisher, the viewers, or another
third-party such as advertisers. For many broadcast events, there maynot be an entity who
wants to explicitly pay for this cost of replication.

In the application endpoint architecture, the replication cost isimplicitly sharedamong the
peers. Most peers pay a flat-rate fee for a fixed bandwidth pipe to the Internet, which includes
both upstream and downstream bandwidth. By replicating data in peers, thisarchitecture im-
plicitly delegates the replication cost to individual peers. This cost sharing isalsoself-scaling:
peers expect to replicate a fixed amount data regardless of group size,as the bandwidth re-
source increases proportionally with more peers in the system. The inherit cost-sharing model
nicely matches the incentive for both the publishers and the viewers. By delegating the task
of replication to the peers, publishers can avoid costly bandwidth provisioning to support a
large number of viewers. The peers have an incentive to help the publisher in exchange for
enjoying the video that might otherwise not be available.
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We believe that application endpoint is the most suitable architecture for the objective of this
dissertation: to provide broadcasting as acommodityservice. The lowered cost justifies the potential
tradeoff with worse performance, higher complexity, and degraded security. However, we believe
this architecture instantiation isnotsuitable for all circumstances. In particular, infrastructure-based
solution fits well with publishers who demand high performance and security.

Our deployment experience in Chapter 3 is a testimony of this architecture tradeoff. The reason
why we can successfully deploy the service within several months is because there is no “cost” (i.e.
money) for either the publisher or the viewers. However, we have to address many of the issues
inherited to this architecture. Our experience indicates that with careful engineering of the protocol,
performance is acceptable in the presence of group and network dynamics. Moreover in Chapter 4,
we address the issue of collaboration by providing an incentive mechanisms that are compatible with
both the publisher and the viewers. Security is one outstanding challenge wehave not addressed,
and we discuss this in the future work section (Section 5.3).

2.6.2 End Systems as Voluntary Waypoints

There is a trend of increasing altruism on the Internet. People with idle resources, such as band-
width, CPU, and storage, sometimes donate them to acausevoluntarily. Large-scale, voluntary con-
tribution of resource has been observed in many (peer-to-peer) systems, such as SETI@home [70]
and PlanetLab [58]. We argue that broadcast applications “naturally” brings out altruism in people.
Live broadcast is typically associated with a specific event people care about. For example, for the
application example we sketched above, a broadcaster of a seminar seriesmay request members of
its community in various universities to join the broadcast and leave their machines on. We call
such hostswaypoints. These waypoints hosts have characteristics similar to infrastructure nodes:
well-provisioned and stable. Application end-point architectures can gracefully leverage the re-
sources of waypoints. In the absence of waypoints, the system provides performance comparable to
a purely application end-point based solution: in the presence of waypoints, the performance can be
enhanced.

Our system described in Chapter 3 can gracefully leverage these waypoint hosts. The system is
transparentin a sense that it makes no distinction between waypoints and normal applicationend-
points. Waypoints may join and leave the system, like any participating host. However, performance
may be improved if waypoint is explicitly considered when constructing the overlay. For example,
they should be placed closer to the source host as they are more stable andcan sustain higher fanout.
This is beyond the scope of this dissertation. For some real broadcast events, we use the PlanetLab
hosts as transparent waypoints to ensure the success of the deployment.
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Chapter 3

Broadcast System

The process of this dissertation research is like a building a house. If the previous chapter is about
drawing an architecture blueprint and creating a model house, then this chapter is about building the
actual house, inviting people to live in there, and learning the design implicationby observing how
the occupants interact with the house.

To validate the End System Multicast architecture proposed in Chapter 2, wehave implemented
and deployed a video broadcast system, where data replication is performed completely by the
viewers. To date, the system has been in operation since August 2002. It has been used to suc-
cessfully broadcast many events including academic conferences suchas ACM SIGCOMM and
SOSP, DARPA Unmanned Vehicle Grand Challenge, CMU Commencement, and CMU SCS Dis-
tinguished Lectures. These broadcasts have reached thousands of users in home, academic and
commercial environments, spread over four continents [16]. The deployment experiment has been
insightful. It demonstrates the great potential of using the application endpoint architecture to pro-
vide cost-effective video streaming over the Internet. Moreover, the experience has led us to identify
first-order issues that are guiding our research and are of importanceto any overlay multicast pro-
tocol or system.

This chapter presents the details of the system implementation and the performance results.
Section 3.1 presents an overview of the system design. Section 3.2 provides the detail descriptions
of each component in the design. Section 3.3, 3.4, and 3.5 present the deployment experience,
analysis methodology, and performance analysis of our system. Section 3.6presents key design
lessons learned from the experience.

3.1 System Design Overview

Building an operational software system in a research setting is a delicate balanced act. On the
one hand, the system must be robust and easy to use to satisfy the needs of the publishers and the
viewers. We can gain research insight only if people use our system. On the other hand, building
such an operational system seems to require a comprehensive engineering effort with significant
manpower. This is a luxury we as university researchers do not have.

Thus our system is designed to satisfy the needs of the users with minimal engineering effort.
Section 3.1.1 identifies design objectives that are important to the publishers.Section 3.1.2 presents
our design choices to simplify the engineering efforts. Section 3.1.3 gives an overview of the system
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from the operations perspective.

3.1.1 Design Objectives

Our broadcast system is designed to achieve the following three objectives:

• Easy to Use: The system should be easy to use by the publishers and the viewers. This
encourages more people to use the system, which in turn generates valuableusage traces for
research analysis. We measure the ease of use by thetimepublishers and viewers must invest
to broadcast and join an event. With our current system, typical publishers take an hour or so
to setup the system and a few minutes to start each broadcast event. Most viewers takes a few
minute to install our software and a few seconds to join the broadcast. This is achieved by a
Web portal to streamline the process of event broadcasting.

• Ubiquitously Accessible: We learn that one of the essential requirements for publishers is
that the video broadcast must be accessible toany perspective viewers. Internet users are
very heterogeneous in their connectivity constraints, network speed, and software/hardware
platforms. If we do not support, let’s say, Linux or Mac users, they complain loudly to the
publishers.

In contrary to our early expectation, it takes tremendous effort (both in research and in en-
gineering) to make the broadcast system ubiquitously accessible. On the research front, we
have designed the system to support hosts behind NAT and a subset of hosts behind firewall.
Moreover, the system provides different video bitrate to users with different network speed.
Users can get reasonable quality video if they have at least DSL/cable network speed. On the
engineering front, we have ported our code to run on Windows, Linux, and Mac.

• Robust: Unlike a research prototype, an operational system must be robust to be used in a
large scale. Failure would significantly deter event organizers and limit future adoption of our
system. One consequence is that it is critical to adopt robust, stable and well-tested code –
a performance refinement that seemed trivial to incorporate may take monthsto actually be
deployed.

To build a robust code, we have created extensive testing environments and methodological
testing procedures. However, it is difficult to emulate the environment of a real broadcast
event in testbed, and we make the real broadcast events as the ultimate testingenvironment.
To this end, we build a robust logging infrastructure to gather logs of userperformance and
analyze the logs post-mortem. During the run-time, we also have a monitoring system to
collect simple real-time statistics on components of the system, and attempt to automatically
recover if they fail.

3.1.2 Design Choices

In making a design decision, we are often faced with a difficult choice between simplicity and
feature/performance. In the first iteration of the design, the choice is always toward simplicity.
There are two reasons behind this choice. First, we want to minimize the engineering effort and
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quickly reach an operational state. Second, without operational experience, it is difficult to gauge
the importance of a new feature or a better design. As we gained deploymentexperience, we have
iteratively revised and improved our system design.

• Leverage Off-the-Shelf Components: As a first iteration, we leverage as much off-the-shelf
components as possible to rapidly prototype an operational broadcasting system. For ex-
ample, we have leveraged commercially available media players (i.e. QuickTime) and au-
dio/video codecs (i.e. Sorenson). Moreover, we resort to TCP for congestion control, instead
of other proposed real-time streaming protocols such as TFRC, for reasons of code robustness
and stability.

Some of these off-the-shelf components are not well suited for this broadcast system based on
an End System Multicast architecture. Since customization of these off-the-shelf components
are nearly impossible, the system must bear certain performance penalty. For example, we
adapt a simple media codec with single bitrate video encoding, which incurs overhead when
adapting for receiver heterogeneity. Moreover, prioritization of audiodata over video data is
less effective with TCP sockets. Ongoing works aim to replace these components for better
performance and greater flexibility in user-interface customization. For example, Chapter 4
assumes a more sophisticated video codec (i.e. MDC) to express incentive policies of peers
in a broadcast system.

• Design for Today’s Environment: Our deployment horizon is in months and not in years. Thus
the system must be engineered to work in today’s environment. One example isthe support for
hosts behind NAT and firewalls. Communication is infeasible between certain pairs of hosts
(for example, two typical NATs) and restricted between other pairs of hosts (for example,
a host outside a firewall cannot initiate a TCP connection to a host inside a firewall). The
problem with NATs might seem to be temporary or one that would vanish with widespread
use of IPv6 [23] or Universal Plug and Play (UPnP) [76]. However, these solutions are at least
a few years off, and NATs and firewalls are going to be prevalent for the foreseeable future.
Good systems design allows for incremental deployment and we are motivatedto directly
address support for such hosts.

• Simple Protocol Design: The protocol used in the system starts from the Narada protocol
code-base in Section 2.2. The major modification is from a mesh structure (suitable for multi-
source conferencing applications) to a tree structure (suitable for single-source broadcast ap-
plication). We refrain from making potential performance enhancements in consistent with
code simplicity. As an example, there is no explicit coordination among peers to repair the
tree structure when one overlay link sees congestion. Also peers do notexplicitly repair pack-
ets when packet is lost along the tree structure. In light of the deployment experience, they
are not the first order performance concerns. However, future work should implement them
to continue improving the system performance.

• Assume Altruistic Viewers and Harness Resource Efficiently: There is a concern early on
whether peers in an application endpoint architecture have enough bandwidth resources to
replicate high bandwidth video streams. To this end, we have made two design and deploy-
ment decisions. (i) We do not specify to the viewers how much bandwidth theywill contribute
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Figure 3.1: An overview of the broadcast system components. In a typical broadcast, these com-
ponents are invoked in a sequence listed in this figure. A flow representation of the component
invocation is shown in Figure 3.2

to the system. By default, the our software harnesses up to six times the source rate from each
peer, and assume peers are obedient running the software. In Chapter 4, we relax this assump-
tion where peers are strategic when contributing their bandwidth. (ii) In designing to support
hosts behind NAT and firewall, we choose to enable them to be bandwidth contributors (par-
ents). Support for such hosts could have been simpler had we limited their participation only
as bandwidth consumers (children). We make this choice at the cost of additional design
complexity.

3.1.3 System Overview

Figure 3.1 presents an overview of the system from the operations perspective. The broadcast sys-
tem is composed of six software components. These components are run bythe publishers, viewers,
and us (i.e. researchers at CMU). We currently run two components (Web portal and monitor-
ing/logging) to simplify the tasks of publishers, and to get logs for research. Ongoing works allow
the publishers or other third parties to invoke these components independently as needed.

• Media Encoder and Player: The publisher runs media encoders, which encodes media signal
(audio/video) into compressed digital streams. The viewers run media players, which de-
code the media streams and display the audio/video content at their computers.We leverage
commercially available software for these two components.

• Publisher and Peer Software: The software components are invoked during the broadcast.
These components are responsible for forwarding and receiving audio/video streams over the
Internet. They collaboratively maintain an efficient overlay structure in a distributed fashion.
The bulk of our research is in these software components.

• Web Portal: This is the rendezvous point for the publishers and the viewers. The Web portal
provides a convenient interface for publishers to register broadcastevents. The viewers can
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Figure 3.2: In a typically broadcast event, the system components are invoked in the four steps as
shown in the figure.

search the event listing and join the events of their interests.

• Monitoring and Logging: There is a separate component to monitor the system in real-time.
It tracks vital statistics about the events such as number of people, their loss, and positions in
the tree. The statistics are accessible through the Web portal. They assurethe event publishers
of a successful ongoing broadcast, and help us debug the system when trouble arises. We also
collect detail user performance logs in the background for post-mortem analysis.

The system components are typically invoked the following sequence depicted in Figure 3.2.

1. The publisher first registers the event to our Web portal via a Web browser. The portal assigns
an event URL, which is essentially an application-level name of the event. The publisher then
announces the URL to the perspective viewers separately (e.g. via email or newsgroup).

2. When the event starts, the publisher goes to the Web portal, and invoke theencoder and the
publisher software with appropriate configuration. The configuration includes the encoding
type (encoding format, bitrate, frame size) and the network information (encoder and source
IP addresses and port numbers).

3. To join the broadcast event, a peer simply goes to the event URL. The URL provides further
directions to install and invoke the software with appropriate configurations.

4. The publisher can monitor the event through the Web portal and shut down the event at the
end.

The thick arrows in Figure 3.2 highlights the data path among the components. The encoder
takes the media signal from a source (e.g. camera and microphone), converts into audio and video
streams, and sends to the source host running the publisher software. Together with the peer soft-
ware, the replicate the streams using an overlay multicast protocol. The peersoftware forwards a
copy of the stream to the media player (running on the same machine) and display to the viewer. In
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Figure 3.3: Block diagram of the architecture for the publisher software (left) and the peer software
(right). Shaded blocks are shared by both components. Arrows indicatedata flow.

addition, the peer software periodically sends performance data to the monitor and log servers for
on-line and off-line analyses.

3.2 Detail System Descriptions

The bulk of the research and engineering is on the publisher and viewer software components. This
section describes the two components in detail. We break them down into five functional blocks.
Figure 3.3 shows the block diagrams. The shaded blocks are shared by both the publisher and the
viewer software. We note that many of the functionality are shared, including the overlay protocol
and NAT/firewall traversal.

These functional blocks are organized in layers. The top layer interactswith the media encoder
for the publisher and the player for the viewer (Section 3.2.3). The next layer serializes and priori-
tizes the media streams to cope with receiver heterogeneity and network congestion (Section 3.2.2).
The overlay protocol layer maintains the distributed state of parent/child peers, where they are iden-
tified as a logical name (Section 3.2.1). The next layer maintains the binding between the logical
name and the physical address, which is used to traverse NAT/firewall (Section 3.2.5). The lowest
layer interacts with the TCP/UDP sockets provided by the host operating systems (Section 3.2.4).

This section also describes the detailed design of other software components, including logging
and monitoring (Section 3.2.6), and Web portal and user interface (Section3.2.7).
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3.2.1 Overlay Protocol

Because our application is single-source, the protocol builds and maintainsan overlay tree in a
distributed fashion. The tree is optimized primarily for bandwidth, and secondarily for delay. To
maintain good performance, hosts monitor their receiving bandwidth and switchparents if they
observe a performance drop. When selecting parents, the child looks for one that can provide better
performance. Each node also maintains a degree bound of the maximum number of children to
accept. A group management protocol is used to learn about other membersthat could be used as
parents. We highlight some of the key components below.

• Group Management:New hosts join the broadcast by contacting the source and retrieving a
random list of hosts that are currently in the group. It then selects one ofthese members as its
parent using the parent selection algorithm. A key necessity for a self-organizing protocol is
knowing other members that could be contacted as new parent candidates ifthe current parent
leaves or provides poor performance. Each member maintains a partial list of members,
including the hosts on the path from the source and a random set of members, which can help
if all members on the path are saturated.

To learn about members, we use a gossip protocol adapted from [63]. Each hostA periodically
(every 2 seconds) picks one member (sayB) at random, and sendsB a subset of group
members (8 members) thatA knows, along with the last timestamp it has heard for each
member. WhenB receives a membership message, it updates its list of known members.
Finally, members are deleted if its state has not been refreshed in a period (5minutes). This
helps to expire information about members that have left the group.

• Handling Group Membership Dynamics:Dealing with graceful member leave is fairly straight-
forward: hosts continue forwarding data for a short period (5 seconds), while its children look
for new parents using the parent selection method described below. This serves to minimize
disruptions to the overlay. Hosts also send periodic control packets to theirchildren to indicate
liveness.

• Performance-Aware Adaptation: We consider three dynamic network metrics: available
bandwidth, latency and loss. There are two main components to this adaptation process: (i)
detecting poor performance from the current parent, or identifying thata host must switch
parents, and (ii) choosing a new parent, which is discussed in theparent selectionalgorithm.

Each host maintains the application-level throughput it is receiving in a recent time window. If
its performance is significantly below the source rate (less than 90% in our implementation),
then it enters the probe phase to select a new parent. While our initial implementation did
not consider loss rate as a metric, we found it necessary to deal with variable-bit-rate streams,
as dips in the source rate would cause receivers to falsely assume a dip in performance and
react unnecessarily. Thus, our solution avoids parent changes if nopacket losses are observed
despite the bandwidth performance being poor.

• Parent Selection:When a host (sayA) joins the broadcast, or needs to make a parent change,
it probes a random subset of hosts it knows (30 in our implementation). Theprobing is biased
toward members that have not been probed or have low delay. Each hostB that responds
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Figure 3.4: Single overlay approach to host heterogeneity.

to the probe provides information about: (i) the performance (application throughput in the
recent 5 seconds, and delay) it is receiving; (ii) whether it is degree-saturated or not; and
(iii) whether it is a descendant ofA to prevent routing loops. The probe also enablesA to
determine the round-trip time toB.

A waits for responses for 1 second, then eliminates those members that are saturated, or who
are its descendant. It then evaluates the performance (throughput anddelay) of the remaining
hosts if it were to choose them as parents. IfA does not have bandwidth estimates to potential
parents, it picks one based on delay. Otherwise, it computes the expectedapplication through-
put as the minimum of the throughputB is currently seeing and the available bandwidth of
the path betweenB andA. History of past performance is maintained so ifA has previously
chosenB as parent, then it has an estimate of the bandwidth of the overlay linkB − A. A

then evaluates how much improvement it could make if it were to chooseB.

There are two conditions under whichB can considerably improve performance. First, per-
formance is improved if the estimated application throughput is high enough forA to receive
a higher quality stream (see the multi-quality streaming discussion in Section 3.2.3). Second,
if B maintains the same bandwidth level asA’s current parent, but improves delay. This
heuristic attempts to increase the tree efficiency by by making hosts move closerto one an-
other.

• Degree Bound Estimation:In order to assess the number of children a parent can support,
we ask the user to choose whether or not it has at least a 10 Mbps up-linkto the Internet. If
so, we assign such hosts a degree bound of 6, to support up that many number of children.
Otherwise, we assign a degree bound of 0 so that the host does not support any children. We
have been experimenting with heuristics that can automatically detect the access bandwidth
of the host, but this turns out not to be straightforward. We discuss this further in Section 3.6.

3.2.2 Support for Receiver Heterogeneity

Internet hosts are highly heterogeneous in their receiving bandwidth, thus asingle-rate video coding
scheme is not the most appropriate. Various streaming systems have proposed using scalable coding
techniques such layered coding or multiple description coding (MDC) in their design [47, 53, 11],
however these technologies are not yet available in commercial media players. To strike a balance
between the goals of rapid prototyping and heterogeneous receiver support, in our system, the source
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encodes the video at multiple bit-rates in parallel and broadcasts them simultaneously, along with
the audio stream, through the overlay as shown in Figure 3.4. We run unicast congestion control on
the data path between every parent and child, and aprioritized packet forwardingscheme is used to
exploit the available bandwidth. That is, audio is prioritized over video streams, and lower quality
video is prioritized over higher quality video. The system dynamically selects the best video stream
based on loss rate to display to the user. Thus, audio is highly protected. When a receiver does not
have sufficient bandwidth to view the high quality video stream, or when thereare transient dips in
available bandwidth due to congestions or poor parent choices, as long as the lower quality video
stream is received, a legible image can still be displayed. We note that while thisdesign involves
some overhead, it can be seamlessly integrated with layered codecs if available.

Much of the deployment experience reported in our work uses TCP as thecongestion control
protocol. We implement priority forwarding by having parents in the overlay tree maintain a fixed
size per-child priority buffer. Packets are sent in strict priority and in FIFO order within each priority
class. If the priority buffer is full, packets are dropped in strict priority and in FIFO order (drop
head). The priority buffer feeds the TCP socket, and we usenon-blocking writefor flow control.
Note that once packets are queued in kernel TCP buffers, we can no longer control the prioritization.
While we were aware of this limitation with using TCP, we were reluctant to employ untested
UDP congestion control protocols in actual large scale deployment. Our subsequent experience has
revealed that while the choice of TCP has only a minor hit on the performanceof the prioritization
heuristics, a more first-order issue is that it limits connectivity in the presenceof NATs and firewalls.
Faced with this, we have begun incorporating TFRC [26], a UDP-based congestion control protocol,
into the system.

To prevent frequent quality switches that could annoy a user, we adopted a damping heuristic.
Here, we aggressively switch to lower quality when high quality video has consistent loss for 10
seconds, and conservatively switch to higher quality when no loss is observed in the higher quality
video stream for at least 50 seconds. Dynamically switching video qualities required us to imple-
ment an RTCP mixer[69]. When video qualities are switched, the mixer ensures the outgoing video
stream to QuickTime is (i) masked as one contiguous stream; and (ii) time synchronized with the
audio stream. One limitation in our current implementation is that if a host is displayinga low
quality stream, the parent still forwards some data from the high quality stream.We are currently
refining the implementation by adding heuristics to have the child unsubscribe from the higher qual-
ity stream, and periodically conduct experiments to see when network condition has improved so
that it can start receiving the high quality stream.

3.2.3 Interface to Media Components

We useQuickTime[59] as the media player in our system because it is widely available and runs
on multiple popular platforms. We useSorenson 3[72] and MPEG4, both of which are supported
by QuickTime, as video codecs. To support receiver heterogeneity, the source encodes the video at
two target bit-rates (100 Kbps and 300 Kbps), and the audio at 20 Kbps.We empirically determine
the suitable encoding rates by experimenting with various encodings of conference talks. We find
that a frame size of 640x480 is necessary to read the words on the slides.A minimal rate of 100
Kbps yields watchable, 5 frames per second video motion. A rate of 300 Kbps produces good video
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quality with 15 frames per second. To hide from the media player the fact thatthe overlay parent
changes over time, we direct the player to a fixedlocalhost:portURL which points to the overlay
proxy running at the same host. The overlay proxy handles all topology changes and sends data
packets to the player as though it were a unicast streaming media server.

3.2.4 Transport Protocol

We distinguish between two types of message exchanged among peers:control messagesanddata
messages. Peers exchange control messages to maintain the overlay structure, andthe traffic volume
is low, ranging from 6-20Kbps. On the other hand, the traffic volume for data messages is high, as
they carry the audio/video streams. For example, if a parent forwards data to 6 children, each at a
source rate of 420Kbps, the data rate is up to 2.5Mbps.

We use UDP to exchange control messages between two peers. Datagramdelivery is prompt
but not reliable. Prompt delivery ensures accurate delay estimates and good consistency for main-
taining a distributed structure. Control messages can tolerate loss, as they carry soft state which are
refreshed periodically.

Since data messages have high traffic volume, we choose to apply congestion control. This helps
to avoid inflaming network administrators and/or interrupting other applications the viewers may be
running. We experiment with two congestion control protocols, and selectTCP over TFRC [26].
TFRC is a UDP-based congestion control protocol optimized for streaming media. Compared to
TFRC, TCP is not ideal for real-time streaming because (i) the system loses control of the data
once it is queued in the kernel buffer, and (ii) packet retransmission maybe ineffective because it
is too late. Despite the performance drawbacks, TCP is chosen because itis widely available and
well-tested, a conservative choice in a large-scale Internet deployment.

To implement priority forwarding (for receiver heterogeneity) with TCP, each parent maintains
a fixed size per-child priority buffer. The priority buffer sits above the TCP socket, and uses non-
blocking write for flow control. Packets are sent in strict priority and in FIFO order within each
priority class. If the priority buffer is full, packets are dropped in strict priority and in FIFO order
(drop head). Note that once packets are queued in kernel TCP buffers, we can no longer control
the prioritization. Our subsequent experience has revealed that while thechoice of TCP has only a
minor hit on the performance of the prioritization heuristics, a more first-order issue is that it limits
connectivity in the presence of NATs and firewalls. Faced with this, we have begun incorporating
TFRC [26], a UDP-based congestion control protocol, into the system.

In summary, our system uses UDP to transport control messages betweentwo peers, and TCP
for data messages.

3.2.5 NATs and Firewalls

Our initial prototype did not include support for NATs and firewalls. We were motivated to address
this as we consistently needed to turn down a good fraction of the viewers in our early broadcasts for
the lack of such support. NATs and firewalls impose fundamental restrictions on pair-wise connec-
tivity of hosts on the overlay. In most cases, it is not possible for NATs and firewalls to communicate
directly with one another. However, there are specific exceptions, depending on the transport pro-
tocol (UDP or TCP), and the exact behavior of the NAT/firewall. Adoptingthe classification from
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Figure 3.5: Connectivity Matrix.
√

means connectivity is always possible.X means the connectiv-
ity is never possible.? means connectivity is possible for some cases of NAT/firewall and? means
connectivity is only possible if the hosts are in the same private network.

STUN [65],Full Cone NATscan receive incoming packets to a port from any arbitrary host once it
sends a packet on that port to any destination. Many hosts can addressa host behind a full cone NAT
using the same port number. In contrast,Symmetric NATsallow incoming packets only from the host
that it has previously sent a packet to. Different hosts address a host behind a symmetric NAT using
different port numbers. Table 3.5 characterizes these restrictions forthe different transport proto-
cols, where columns represent parents and rows represent children. For example, communication
is not possible between two NATed hosts using TCP unless they happen to bein the same private
network. In addition, “?” denotes that communication is possible using UDP between two NATed
hosts if one of them is behind aFull Cone NAT. Thefirewallswhich we refer to in Table 3.5 allow
UDP packets to traverse in either direction. The system does not supportfirewalls that block UDP.

The primary goals in supporting NATs and firewalls are: (i) enable connectivity, a generic prob-
lem shared by many applications wishing to support these hosts and (ii) address protocol-specific
enhancements to become “NAT/firewall-aware” to improve efficiency and performance. The detail
of enabling connectivity for NAT and firewall hosts can be found in [16].

3.2.6 Logging and Monitoring

We implement a reliable logging infrastructure that automatically collect performance logs from all
hosts participating in the broadcast. The logs are sent online to a log serverduring the event. The
data is sent via TCP to avoid interfering with the overlay traffic, and the rate islimited to 20Kbps.

A reliable logging infrastructure is important for post-mortem analysis. Sincethe protocol runs
in a distributed fashion, it is difficult to recreate the protocol state with missing data from subset of
hosts. We chose to write our own logging program instead of leveraging thepopular File Transfer
Program (FTP) for two reasons. (i) FTP is designed to transfer files but not a stream of text. We tried
to save the log data locally as a file and transfer the file when the host leaves the broadcast. However,
we found a low transfer success rate, likely because users kill dislike lingering open process when
they leave the broadcast event, and would actively terminate the transfer program. (ii) We observe
that the TCP connections are frequently broken. We need an external mechanism to restart the
connection, and transmit only the data that has yet received by the log server. Retransmitting the
data from the start can waste valuable upstream bandwidth for hosts like DSL. This is difficult to
achieve without modifying the FTP program.

We also monitor the broadcast system in real-time. The broadcast system involves many com-
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Figure 3.6: A Web interface for publishers to configure Internet broadcasting. A publisher needs
to specify the source and encoding machines, the audio/video rates and encoding, and the event
descriptions.

ponents running on different machines. Failure of any critical component can handicap the entire
system. Through a set of monitoring tools we provide, a publisher can quickly diagnose the prob-
lems and repair faulty components (i.e. reboot a crashed machine, or reconnect a network wire).
Some monitoring tools even automatically restart software components when theyfail (through OS-
level process monitoring). Specifically, the publisher software, the Web server, and the log server
are monitored and restarted automatically if the processes die unexpected. The monitor statistics are
accessible via a friendly interface through the Web portal, which is describe further in Section 3.2.7.

3.2.7 Web Portal and User Interface

Setting up a video broadcast system is quite complex. It involves proper configurations of many
software components. The system can stop functioning if any one component misconfigures or
fails.

To attract as many publishers and viewers to use our system, the system mustbe easy to set up
and use. Our first iteration of the system took 5 graduate students 2 days tomanually configure the
machines, which was a serious barrier for deployment. We have since designed Web interfaces to
accept event-specific customization, and automated machine configuration with scripts. With these
improvements, the first setup time is typically less than 30 minutes for publishers and less than 5
minutes for viewers. Subsequent invocation can be done within a minute. Below we walk through
an example of a setup process from the publisher and the viewer perspective.

46



3.2. Detail System Descriptions

Figure 3.7: A Web interface for publishers to manage Internet broadcasting. a publisher can start,
stop, and monitor the broadcast in progress.

• Publisher Registers Event: The publisher first enters the necessary information about the ma-
chines used (encoder/source IP address/port), the video format (codec, data rate), and the
broadcast event on the Web interface. Figure 3.6 depicts an example where CMU (the pub-
lisher) announces a live Internet broadcast about its 2004 commencement. It includes a start
time, duration, and the text descriptions about the event. The publisher canchoose whether
the event is public. If the event is public, anyone can find the event in a public directory at our
portal and tune in.

• Publisher Broadcasts Event: Once the information is configured, the publisher can start
broadcasting the event with a click on the button, as shown in Figure 3.7. TheWeb portal
also assigns an URL, which uniquely identifies the broadcast event. The publisher can refer
this event to the interested viewers with this URL. If the event is private, onlythose who know
the URL can tune in the broadcast.

• Viewer Searches Event): When viewers come to our Web portal (esm.cs.cmu.edu), they can
find a list of upcoming public broadcast events. An example is show in Figure3.8, which
announces the CMU commencement broadcast. Right now the list is short, and so viewers
can easily find the event from the list sorted by time and name. If in the future the list contains
many registered events, then the Web portal should provide a searching capability.

• Viewer Joins Event: Once a viewer clicks on the event URL, there are two simple steps to
join the broadcast (Figure 3.9). First, it must install the media player and ourEnd System
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Figure 3.8: A listing of broadcast events. The listing allows viewers to find broadcast events of their
interests.

Multicast software on her computer. The software is universal for all broadcast events and the
viewer needs to install it just once. Next, she clicks on a link, which automatically invokes
the media player and the protocol software to join the corresponding event.Most users takes
a few minute to install our software and a few seconds to join the broadcast.

During an event the publisher has online performance statistics about the viewers in graphical
form. This includes group size over time, performance of individual hosts(bandwidth and loss),
and the tree structure produced by the protocol. This monitoring feature is helpful in providing
immediate feedback to the publishers when there are problems with the broadcast.

3.3 Deployment Experience

Unlike a research prototype, a system in real deployment must be reliable.The publishers have a
strong desire for the Internet broadcast to succeed, particularly when the event is heavily advertised.
Section 3.3.1 describes our methodology in testing the broadcast system. Section 3.3.2 describes
the scope of the system deployment.

3.3.1 Testing

To build a robust code, we have used several testing environments. These environments test dif-
ferent aspects of the system as described below. The first two environments, local area testbed and
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Figure 3.9: A Web interface for viewers to join a broadcast. There are twosteps to join the broadcast:
(i) install the software, and (ii) invoke the software by clicking on a Web link.

PlanetLab testbed, focus mainly on testing the scalability and heterogeneity of the overlay multicast
protocol. The last three test the entire systems with respect to compatibility, andhuman perceived
experience under heterogeneous operating environments.

• Local Area Testbed: We test the scalability of the overlay protocol on local area testbeds. We
have used two testbeds: our lab with 100-160 machines, and Emulab [81] with150 machines.
For each machine, we run multiple instantiations of the protocol software. By sending data
at low bitrate, we were able to simulate up to 1000 simultaneous instantiations in the system
with various join and leave patterns. However, such an environment is homogeneous, as the
packet latency and loss is very low.

• PlanetLab Testbed: PlanetLab [58] has a set of 100+ machines scattered on the Internet witha
more diverse and realistic network characteristics in bandwidth, latency, and loss. This helps
to test the performance of the protocol under a more realistic Internet environment.

• Dummynet: We use Dummynet [64] to test system performance under specific and repro-
ducible network conditions. Dummynet is a flexible tool that simulates network delay and
loss by manipulating the IP queue inside the kernel. With Dummynet, it is easy to emu-
late a host behind DSL or with high latency and/or high loss. This allows us to test special
conditions where it is difficult to reproduce in local testbed or PlanetLab testbed.
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SIGCOMM 2002 broadcast 8/2002 9am-5pm (total 141 hosts)
Region North America (101) Europe (20) Oceania (1) Asia (12) Unknown (7)
Background Home (26) University (87) Industry (5) Government (9) Unknown (14)
Connectivity Cable Modem (12) 10+ Mbps (91) DSL (14) T1 (2) Unknown (22)

Slashdot broadcast 12/2002 2pm-10:30pm (total 1316 hosts)
Region North America (967) Europe (185) Oceania (48) Asia (8) Unknown (108)
Background Home (825) University (127) Industry (85) Government (80) Unknown (199)
Connectivity Cable Modem (490) 10+ Mbps (258) DSL (389) T1 (46) Unknown (133)
NAT NAT (908) Public (316) Firewall (92)

Table 3.1: Host distributions for two broadcast events, excluding waypoints, shown only for a por-
tion of the broadcast.

• Human Testing: Sometime there is a gap between the performance information recorded in
the trace and the video quality perceived by users. Thus it is important to evaluate the system
visually as an end user. For example, we have found issues with lip synchronization (syn-
chronization between audio and video streams) which can be annoying to users. This kind of
issue is often overlooked if we look at trace data alone.

• Compatibility Testing: We face many system compatibility issues in the early stage of system
deployment. The incompatibility mostly comes from a variation in OS platforms and Internet
browsers. We systematically address the compatibility issues by (i) maintaining a suite of
machines with all versions of Windows OS (from 98 to XP), several variants of Linux, and
Macintosh OS X. (ii) For major code updates, we test each platform with various versions of
Internet browsers, including Netscape and Internet explorer.

3.3.2 Scope of Deployment

Since the first public broadcast in August 2002, the system has been used by 4 content publishers and
ourselves to broadcast more than 20 real events, the majority of which areconferences and lectures,
accumulating 220 operational hours. In all, the system has been used by over 4000 participants.
We summarize some of our key experience with regard to how successful we were in attracting
publishers and viewers to use the system, the extent of our deployment, andsome of the factors that
affected our deployment.

• Attracting content publishers:One of the key challenges we face is finding content. It has
been difficult to access popular content such as movies and entertainment,as they are not
freely available and often have copyright limitations. However, we have been more successful
at attracting owners of technical content, such as conferences, workshops and lectures. Typi-
cally event organizers have expressed considerable interest in the use of our system. However
given the wariness toward adopting new technology, convincing an event organizer to use the
system involves significant time and ground-work. The key element of oursuccess has been
finding enthusiastic champions among conference organizers who could convince their more
skeptical colleagues that it is worth their while to try the new technology even when they are
already overwhelmed by all the other tasks that organizing a conferenceinvolves. We have
also learned that the video production process is important, both in terms of cutting costs
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given that conferences operate with low-budgets, and in terms of dealingwith poor Internet
connectivity from the conference sites to the outside world.

• Viewer Participation:Table 3.2 lists the major broadcasts, duration, number of unique par-
ticipants, and the peak group size. The broadcast events attracted from15 to 1600 unique
participants throughout the duration and peaked at about 10 to 280 simultaneous participants.
Most of the audience tuned in because they were interested in the content, but could not attend
the events in person. The Slashdot broadcast is different in that wanting to explore a larger
scale and wider audience, we asked readers of Slashdot [71], a Web-based discussion forum,
to experiment with our system. While some of the audience tuned in for the content, others
tuned in because they were curious about the system.

While our deployment has been successful at attracting thousands of users, the peak group
sizes in our broadcasts have been relatively low with the largest broadcast having a peak size
of about 280. One possible explanation for this is that the technical content in these broadcasts
fundamentally does not draw large peak group sizes. Another possibility isthat users do not
have sufficient interest in tuning in to live events, and prefer to view videoarchives. Our
ongoing efforts to draw larger audience sizes include contacting non-technical organizations,
and incorporating interactive features such as questions from the audience to the speaker.

• Diversity of Deployment:The diversity of hosts that took part in two of the large broadcasts
(SIGCOMM 2002 and Slashdot), excluding waypoints, can be seen fromTable 3.1. The
deployment has reached a wide portion of the Internet - users across multiple continents, in
home, academic and commercial environments, and behind various access technologies. We
believe this demonstrates some of the enormous deployment potential of overlay multicast
architectures - in contrast, the usage of the MBone [10] was primarily restricted to researchers
in academic institutions.

• Use of Waypoints:Right from the early stages of our work on Overlay Multicast, we have
been debating the architectural model for deploying Overlay Multicast. On the one hand, we
have been excited by the deployment potential of anapplication end-point architecturethat
do not involve any infrastructure support and rely entirely on hosts taking part in the broad-
cast. On the other hand, we have been concerned about the feasibility ofthese architectures,
given that they depend on the ability of participating hosts to support other children. When
it came to actual deployment, we were not in a position to risk the success of a real event
(and consequently our credibility and the content provider’s credibility) by betting on such an
architecture. Thus, in addition to real participants, we employed PlanetLab [58] machines,
which we call waypoints, to also join the broadcast (also listed in Table 3.2).

From the perspective of the system, waypoints are the same as normal participating hosts and
run the same protocol – the only purpose they served was increasing the amount of resources
in the system. To see this, consider Figure 3.10, which plots a snapshot of the overlay during
the Conference broadcast. The shape and color of each node represents the geographical
location of the host as indicated by the legend. Nodes with a dark outer circlerepresent
waypoints. There are two points to note. First, the tree achieves reasonable clustering, and
nodes around the same geographical location are clustered together. Second, we see that
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Event Duration Unique Hosts/ Peak Size/
(hours) Waypoints Waypoints

SIGCOMM 2002 25 338/16 83/16
SIGCOMM 2003 72 705/61 101/61
DISC 2003 16 30/10 20/10
SOSP 2003 24 401/10 56/10
Slashdot 24 1609/29 160/19
DARPA Grand Challenge 4 800/15 280/15
Distinguished Lectures Series 9 358/139 80/59
(8 distinct events)
Sporting Event 24 85/22 44/22
Commencement 5 21/3 8/3
(3 distinct events)
Special Interest 14 43/3 14/3
Meeting 5 15/2 10/2

Table 3.2: Summary of major broadcasts using the system. The first 4 events are names of technical
conferences.

waypoints are scattered around at interior nodes in the overlay, and may have used normal
hosts as parents. Thus they behave like any other user, rather than statically provisioned
infrastructure nodes. While our use of waypoints so far has preventeddirect conclusions
about purely application end-point architectures, we can arrive at important implications for
these architectures leading to reduced use of waypoints in subsequent broadcasts, as we have
done in Section 3.6.

3.4 Analysis Methodology

We conduct off-line analysis on the performance logs collected from hosts participating in the broad-
casts. Our evaluation and analysis focus on the following questions:

• How well does the system perform in terms of giving good performance to the user?

• What kind of environments do we see in practice? How does the environmentaffect system
performance? Are there quantitative indices we can use to capture environment information?

• Using trace-based simulations on the data, can we ask “what-if” questions and analyze design
alternatives that could have led to better performance?

The data that we use for the analysis is obtained from performance logs collected from hosts
participating in the broadcast. We have instrumented our system with measurement code that logs
application throughput sampled at 1 second intervals, and application loss rate sampled at 5 second
intervals. Note that the sample period is longer for loss rates because we found from experience that
it is difficult to get robust loss measurements for shorter sampling periods.
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Figure 3.10: Snapshot of the overlay tree during Conference 1. Participants, marked by geograph-
ical regions, were fairly clustered. Waypoints, marked by outer circles,took on many positions
throughout the tree.

We define anentityas a unique user identified by its< publicIP, privateIP > pair. An entity
may join the broadcast many times, perhaps to tune in to distinct portions of the broadcast, and have
manyincarnations. The following sections, report analysis on incarnations unless otherwise stated.

Some of the analysis requires logs to be time synchronized. During the broadcast, whenever a
host sends a message to the source as part of normal protocol operations (for example, gossip or
probe message), the difference in local offsets is calculated and printedas part of the log. In the
offline analysis, the global time for an event is reconstructed by adding thisoffset. We have found
that the inaccuracy of not considering clock skew is negligible.

In this section, we provide an overview of our analysis methodology. We present results from
broadcasts in Section 3.5. Finally, in Section 3.6, we quantitatively analyze theperformance benefits
that may accrue from key design modifications motivated by our experience.

3.4.1 User Performance Metrics

We evaluate the performance that individual users observe by measuring their average and transient
network-level performance. In addition, user-level feedback is alsopresented to provide a more
complete picture of the user experience.

• Average performanceis measured as the mean application-level throughput received at each
incarnation. This provides a sense of the overall session performance.

• Transient performanceis measured using the application-level losses that users experience.
Using the sampled loss rate from the performance logs, we mark a sample as being a loss if its
value is larger than 5% for each media stream, which in our experience is noticeable to human
perception. We use three inter-related, but complementary metrics: (i) fraction of session for
which the incarnation sees loss; (ii) mean interrupt duration; and (iii) interrupt frequency.

Fraction of session for which the incarnation sees loss is computed as follows. If an incarna-
tion participates for 600 seconds, it would have about 120 loss samples. If 12 of those samples
are marked as being a loss, then the incarnation sees loss for 10% of its session.
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We define an interrupt to be a period of consecutive loss samples. Interrupt duration is com-
puted as the amount of time that loss samples are consecutively marked as losses. The inter-
rupt durations are then averaged across all interrupts that an incarnation experiences. Note
that this metric is sensitive to the sampling period.

Interrupt frequency is computed as the number of distinct interrupts overthe incarnation’s
session duration, and reflects the dynamicity of the environment. A distinct interrupt is de-
termined to be a consecutive period for which the loss samples are marked asa loss. This
metric is biased by incarnations that have short session durations. For example, if an incarna-
tion stays for 1 minute, and experiences 2 distinct 5-second interrupts, theinterrupt frequency
would be once every 30 seconds.

• User Feedbackcomplements the network-level metrics described above. We encouraged
users to fill in a feedback form and rate their satisfaction level for various quality metrics
such as ease of setup, overall audio and video quality, frequency of stalls, and duration of
stalls. The results are, however, subjective and should be consideredin conjunction with the
more objective network-level metrics.

3.4.2 Environmental Factors

A self-organizing protocol needs to deal with events such as an ancestor leaving, or congestion on
upstream overlay links by making parent changes. Two key factors thataffect performance then
are: (i) the dynamicity of the environment; and (ii) the availability of resources(parents) in the
environment. The more dynamic an environment, the more frequently a host is triggered to react;
the poorer the resources, the longer it could potentially take to discover a good parent.

3.4.2.1 Dynamics

The two key aspects of dynamics are: (i) group dynamics; and (ii) dynamicsin the network. We
measure group dynamics using mean interarrival time and session duration.We note however that
the membership dynamics and overlay performance may not follow a strict cause and effect rela-
tionship. For example, users that see poor performance may leave, thus creating more dynamics in
the system.

Our measurements are not conducive to summarizing network dynamics in termsof frequency
and duration because of several reasons. First, we have measurements only for the subset of overlay
links chosen and used by the protocol for data transfer. Second, the measurements could be biased
by the protocol’s behavior. For example, the observation of congestion duration may be shorter than
in reality because the protocol attempts to move away from congestion and stops sampling that path.
Instead, we characterize network dynamics by looking at the causes andlocation. The details are
described in [16].

3.4.2.2 Environment Resources

Two key factors capture the resources in an environment: (i) outgoing bandwidth of hosts, which
directly bounds the number of children hosts can take; and (ii) the presence of NATs and firewalls
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Figure 3.11: Example of Resource Index computation.

which places connectivity restrictions on parent-child relationships. In thissection, we introduce a
metric called theResource Indexto capture the outgoing bandwidth of hosts, and then extend it to
consider NATs and firewalls.

We define theResource Indexas the ratio of the number of receivers that the members in the
group couldpotentially sustainto the number of receivers in the group for a particular source rate.
By number of hosts that can be potentially sustained, we mean the sum of the existing hosts in the
system and the number of free slots in the system. For example, consider Figure 3.11(a), where
each host has enough outgoing bandwidth to sustain 2 children. The number of free slots is 5, and
theResource Indexis (5 + 3)/3 = 8/3. Further, for a given set of hosts and out-going bandwidth,
the Resource Indexis the same for any overlay tree constructed using these hosts. AResource
Index of 1 indicates that the system is saturated, and a ratio less than 1 indicates thatnot all the
participating hosts in the broadcast can receive the full source rate. Asthe Resource Indexgets
higher, the environment becomes less constrained and it becomes more feasible to construct a good
overlay tree. Note that the Resource Index is sensitive to the estimation of number of slots in the
system.

We have extended the definition ofResource Indexto incorporate the connectivity constraints of
NATs and firewalls, by only considering free slots available for NAT hosts. For example, in Figure
3.11(b), the number of slots available for NAT hosts is 3, and theResource Indexis 6/3. However,
we note that theResource Indexnot only depends on the set of hosts, but also becomes sensitive to
the structure of the overlay for that set of hosts. Thus, while Figure 3.11(c) has the same set of hosts
as Figure 3.11(b), we find the number of free slots for NATs is 5 and theResource Indexis 8/3.

We observe that the optimal structure for accommodating NATs is one where public hosts pref-
erentially choose NATs as parents, leaving more free slots at public hosts which NATs can then
choose as parents. Based on this observation, theoptimalResource Index for a set of hosts involv-
ing NATs and firewalls is defined asS/N , whereS = Spublic + Min(Snat, Npublic). Here,Spublic

andSnat are the maximum number of children that can be supported by the public and NAT hosts,
Npublic is the number of receivers that are public hosts andN is the total number of receivers. Figure
3.11(c) is an optimal structure for the set of hosts, and it can be verified that the formula confirms to

55



Chapter 3. Broadcast System

Event Duration Incarnations Mean Session Incarnation Session Entity Session % Eligible Parents
(hours) Excluding Interarrival Duration (min) Duration (min)

Waypoints Time (sec) Mean Median Mean Median All Public
SIGCOMM 2002 8 375 83 61 11 161 93 57% 57%
SIGCOMM 2003 9 102 334 29 2 71 16 46% 17%
Lecture 1 1 52 75 12 2 26 19 62% 33%
Lecture 2 2 72 120 31 13 50 53 44% 21%
Lecture 3 1 42 145 31 7 42 31 73% 43%
Slashdot 8 2178 17 18 3 11 7 19% 7%

Table 3.3: Summary of group membership dynamics and composition for the 6 larger broadcasts
using the system.

the result stated above.
We wish to close with two practical issues that must be borne in mind with theResource Index.

First, it captures only the availability of resources in the environment, but does not account for
factors such as performance of Internet paths. Second, theResource Indexis computed assuming
global knowledge, but in practice, a distributed protocol may not be able touse the resources as
optimally as it could have.

3.5 Analysis Results

We present results from 6 of our larger broadcasts, 5 of which were conference/lecture-type broad-
casts, and the other beingSlashdot. For multi-day events, such as SIGCOMM 2002 and 2003,
we analyzed logs from one day in the broadcast. For Slashdot, we present analysis results for the
first 8 hours. In this section, we will present environment characterizations and performance re-
sults of the broadcasts. The analysis will indicate strong similarities in the environment for the
conference/lecture-type broadcasts. However, they differ significantly from Slashdot. When we
wish to illustrate a more detailed point, we use data from theSIGCOMM 2002andSlashdotbroad-
casts. TheSIGCOMM 2002broadcast is one of the largest conference/lecture-type broadcasts, and
is representative of these broadcasts in terms of application performanceand resources.

3.5.1 Environment Dynamics

Table 3.3 lists the mean session interarrival time in seconds for the 6 broadcasts in the fourth column.
For the five broadcasts of conferences and lectures, the mean interarrival time was a minute or more,
whereas the interarrival time for Slashdot was just 17 seconds. Slashdot has the highest rate of group
dynamics compared to all other broadcasts using our system. Note that the session interarrival times
fit an exponential distribution.

Two different measures of session duration are listed in Table 3.3: individual incarnation dura-
tion and entity duration (cumulative over all incarnations) which captures theentity’s entire attention
span. For entity session duration, again, we find that all 5 real broadcasts of conferences and lectures
have a mean of 26 minutes or more, and a median of 16 minutes or more. In the SIGCOMM 2002
broadcast, the median was 1.5 hours which corresponds to one technicalsession in the conference.
To contrast, the Slashdot audience has a very short attention span of 11and 7 minutes for the mean
and median. This indicates that the Slashdot audience may have been less interested in the content.
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Figure 3.12: Resource Index as a function of time for (i) SIGCOMM 2002,(ii) Slashdot with
bandwidth constraint, (iii) Slashdot with bandwidth and connectivity constraints.

The incarnation session duration also follows a similar trend with shorter durations. Note that SIG-
COMM 2003 and Lecture 1 have very short median incarnation session durations. This is caused
by 1 or 2 entities testing the system, joining and leaving frequently. Once we removed such entities,
the median went up to 12 minutes or more, bringing it closer to the other 3 conferences and lectures.

3.5.2 Environment Resources

We look at the percentage of incarnations in the system that were eligible as parents, the last 2
columns in Table 3.3. The 5 conference and lecture broadcasts have the same trend, with 44% or
more incarnations that can serve as parents. On the other hand, only 19%of incarnations could be
parents in Slashdot. Further, when we consider the fraction ofpublichosts that could be parents, we
find this ranges from17 − 57% for the conference-style broadcasts, but is just7% for the Slashdot
broadcast. This indicates that there were much less available resources inthe system in the Slashdot
broadcast. Note that we did not have NAT/firewall support in the SIGCOMM 2002 broadcast.

Figure 3.12 depicts the Resource Index of the system as a function of time ofthe broadcast.
The top and the lowest curves represent theResource Indexfor the SIGCOMM 2002 andSlash-
dot broadcasts, and are consistent with the definition in§ 3.4.2.2. We note that the lowest curve
corresponds to the actual overlay tree that was constructed during the broadcast. The middle curve,
Slashdot (Bandwidth)considers a hypothetical scenario without connectivity constraints (thatis, all
NAT/firewall hosts are treated as public hosts). The SIGCOMM 2002 broadcast has a Resource
Index of 4, potentially enough to support 4 times the number of members. In contrast, theSlashdot
(Bandwidth)has a Resource Index of 2, andSlashdot has a Resource Index that is barely over 1.
Thus, not only was the distribution of out-going bandwidth less favorable intheSlashdotbroadcast,
but also the presence of connectivity constraints made it a much harsher environment.

3.5.3 Performance Results

The previous analysis indicates that 5 of our broadcasts have similar resource distributions and
dynamics patterns, but the Slashdot environment was more diverse and more dynamic. This section
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Figure 3.13: Cumulative distribution of mean session bandwidth (normalized to the source rate) for
the 6 larger broadcasts.

Setup Audio Video
ease Quality Quality

SIGCOMM 2002 95% 92% 81%
Slashdot 96% 71% 66%

Table 3.4: Summary of user feedback for two broadcast events. Each number indicates the percent-
age of users who are satisfied in the given category.

evaluates how the system performs.
Figure 3.13 plots the cumulative distribution of mean session bandwidth, normalized to the

source rate for the 6 broadcasts. Five of the broadcasts are seeing good performance with more than
90% of hosts getting more than 90% of the full source rate in the SIGCOMM 2002, Lecture 2, and
Lecture 3 broadcasts, and more than 80% of hosts getting more than 90% of the full source rate in
the SIGCOMM 2003 and Lecture 1 broadcasts. In the Slashdot broadcast, fewer hosts, 60%, are
getting the same performance of 90% of the full source rate.

To better understand the transient performance, and performance of different stream qualities,
we zoom in on theSIGCOMM 2002, which we will refer to asConference, andSlashdotbroad-
casts. Figure 3.14 depicts the cumulative distribution of the fraction of time all incarnations saw
more than 5% packet losses in all three streams in Slashdot and the Conference broadcast, for in-
carnations that stay for at least 1 minute. For the Conference broadcast, the performance is good.
Over60% of the hosts see no loss in audio and low quality video, and over40% of the hosts see no
loss in high quality video. Further, over 90% of the hosts see loss for less than5% of the session
in the audio and low quality streams, and over80% of the hosts see loss for less than5% of the
session in the high quality stream. We analyze the performance of the hosts that are seeing the
worst performance, and find that these are mostly hosts that are fundamentally constrained by their
access bandwidth. For the Slashdot broadcast on the other hand, the low quality video and audio
streams see reasonable performance, but the performance of the high quality stream is much less
satisfactory. Over70% of the users see loss for less than10% of the session in low quality video,
but only50% of users see loss for less than10% of the session for high quality video. Note that the
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Figure 3.14: Cumulative distribution of fraction of session time with more than 5% packet loss of
hosts in the two broadcasts.

audio and low quality streams are seeing better performance than the high quality because of the use
of the priority buffer described in Section 3.2.2. For sessions with a high loss rate of high quality
video, the low quality one was actually displayed to the user.

Next, we analyzed the interrupt duration and found that the interrupt duration is typically short
for all 3 streams in Conference, and low quality video and audio in Slashdot.More than70% of
hosts see a mean interrupt duration of less than 10 seconds, and90% of hosts see a mean interrupt
duration of less than 25 seconds for all 5 streams. However, the high quality video in Slashdot sees a
pronounced higher interrupt duration. Roughly 60% of hosts see a meaninterrupt duration of longer
than 10 seconds.

We have also analyzed the cumulative distribution of the frequency of interrupts seen by each
incarnation. We find that the interrupt frequency is higher for Slashdot,probably reflecting the more
dynamic environment. For example, in the Conference broadcast over80% of hosts see an interrupt
less frequent than once in five minutes and90% see an interrupt less frequent than once in two
minutes. In Slashdot,60% of hosts see an interrupt less frequent than once in five minutes and80%

see an interrupt less frequent than once in two minutes.
User Feedback: Table 3.4 summarizes statistics from a feedback form users were encouraged

to fill when they left the broadcast. Approximately 18% of users responded and provided feedback.
Most users were satisfied with the overall performance of the system, andmore satisfied with the
overall performance in the Conference broadcast, which is consistentwith the network level metrics
in Figures 3.13 and 3.14.

3.6 Lessons Learned

Our experience over the last year, substantiated with data and analysis, has pointed us toward four
key design lessons that are guiding future refinements of our system.

Our first lesson sheds light on the potential ofpurely application end-point basedoverlay mul-
ticast architectures that rely entirely on the hosts taking part in the broadcast. As discussed in
Section 3.3, our deployment used waypoints, additional hosts that help increase the resources in the
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Figure 3.15: Resource Index as a function of time with and without waypointsupport.

system but were otherwise no different than normal clients. We analyze how important the resources
provided by waypoints was to the success of our broadcasts.

Our next three lessons deal with techniques that can enable good performance in environments
with low resource index, even in the absence of waypoints. The analysis for these lessons assume
that the resources provided by waypoints is unavailable, and consequently a purely application end-
point architecture.

Lesson 1: There is opportunity to reduce the dependence on waypoints and use them in an on-
demand fashion.

In order to understand whether or not waypoints are necessary to the success of a broadcast,
we look at Figure 3.15 which plots theResource Indexin the Conference and Slashdot broadcasts,
with and without waypoints. The Conference broadcast had enough capacity to sustain all hosts
even without waypoint support. Furthermore, most of the broadcasts, similar to the Conference
broadcast, are sustainable using a purely application end-point architecture. In one of the lecture
broadcasts, all the waypoint left simultaneously in the middle of the broadcast due to a configuration
problem, and we found that the system was able to operate well without the waypoints.

On the other hand, we find that the connectivity constraints in the Slashdot broadcast resulted
in a low Resource Indexthat occasionally dipped below1 in Figure 3.15. This indicates that it
was not feasible to construct an overlay among all participating hosts that could sustain the source
rate. Dealing with such environments can take on two complementary approaches (i) design tech-
niques that can enable good performance in purely application end-pointarchitecture, even in the
absence of waypoints (which forms the thrust of the subsequent lessons in this section), or (ii) use a
waypoint architecture, with the insight that waypoints may not be needed for the entire duration of
the broadcast, and can be invoked on-demand. For ease of deployment,our objective is to explore
both approaches and gradually decrease the dependence on waypoints, using them as a back-up
mechanism, only when needed.

We note that in the long-term, waypoint architectures may constitute an interesting research area
in their own right, being intermediate forms between pure application end-pointarchitectures and
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Figure 3.16: Number of rejected hosts under three different protocol scenarios in the simulated
Slashdot environment.

statically provisioned infrastructure-centric solutions. The key aspect that distinguishes waypoints
from statically provisioned nodes is that the system does not depend on these hosts, but leverages
them to improve performance.

Lesson 2: Exploiting heterogeneity in node capabilities through differential treatment is critical to
improve the performance of the system in environments with low Resource Index. Further, there is
considerable benefit to coupling such mechanisms with application-specific knowledge.

If the Resource Index dips below 1, the system must reject some hosts or degrade application
quality. In this section, we evaluate performance in terms of the fraction of hosts that are rejected,
or see lower application quality. We consider three policies. In theFirst-Come-First-Served (FCFS)
policy that is currently used in our system, any host that is looking for a newparent, but finds no
unsaturated parent is rejected. In theContributor-Awarepolicy, the system distinguishes between
two categories of hosts: contributors (hosts that can support children), and free-riders (hosts that
cannot support children). A contributorC that is looking for a new parent may preempt a free-
rider (sayF ). C can either accommodateF as a child, or kick it out of the system ifC is itself
saturated. This policy is motivated by the observation that preferentially retaining contributors over
free-riders can help increase overall system resources. Finally, weconsiderRate-Adaptationwhere
a parent reduces the video rate to existing free-riders in order to accommodate more free-riders. For
example, a parent can stop sending the high quality video (300 Kbps) to onechild, and in return,
support three additional 100 Kbps children. This policy is an example that not only differentially
treats hosts based on their capabilities, but also exploits application knowledge.

We evaluate the potential of these policies by conducting a trace-based simulation using the
group membership dynamics pattern from the Slashdot broadcast. We retainthe same constitution
of contributors and free-riders, but remove the waypoints from the group. We simulate a single-
tree protocol where each receiver greedily selects an unsaturated parent, and we assume global
knowledge in parent selection. If there is no unsaturated parent in the system, then we take action
corresponding to the policies described above. Figure 3.16 shows the performance of the policies.
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Figure 3.17: An example of a misconfigured DSL host taking children, causing poor performance
to itself and its children.

10+Mbps Below 10Mbps Total
User truthful 11.1% 60.8% 71.9%
User lied 5.4% 4.9% 10.3%
User inconsistent 4.3% 13.5% 17.8%
Total 20.8% 79.2% 100.0%

Table 3.5: Accuracy in determining access bandwidth based on user inputin Slashdot.

We see that throughout the event, 78% of hosts are rejected using theFCFS policy. Contributor-
Aware policy can drastically reduce the number of rejections to 11%. However, some free-riders
are rejected because there are times when the system is saturated. With theRate Adaptationpolicy
however, no free-rider is rejected. Instead, 28% of the hosts get degraded video Resource for some
portion of the session.

Our results demonstrate the theoretical potential of contributor-aware rejection and rate adap-
tation. A practical design has to deal with many issues, for example, robustways of automatically
identifying contributors (see next lesson), techniques to discover the saturation level of the system
in a distributed fashion, and the trade-offs in terms of larger number of structure changes that pre-
emption could incur. We are currently in the process of incorporating thesepolicies in our design
and evaluating their actual performance.

Lesson 3: Although many users are honest about contributing resources, techniques are needed for
automatically estimating the outgoing access bandwidth of nodes.

As the previous lesson indicates, it is important to design protocol techniques that differentially
treat nodes based on their contributions. An issue then is determining the contribution level of a
node to the system, and in particular, determining the outgoing access bandwidth of a node. In our
current system, the user is asked if his access bandwidth has a 10Mbps up-link to the Internet to
help determine whether the host should have children (Section 3.2.1). This approach is susceptible
to free-loaders[66], where a user declares that he has less resources than he really does. However,
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Figure 3.18: Resource Index comparison of two connectivity solutions for NAT/firewall: (i) Slash-
dot (TCP), (ii) Hypothetical Slashdot (UDP).

an equally damaging problem in the context of Overlay Multicast is when a user declares he has
more resources than he does. To see this, consider Figure 3.17 which depicts the performance of a
DSL host that lied about having a 10Mbps up-link to the Internet, during theSlashdot broadcast.
Whenever the host accepts a child, it affects not only the child’s performance, but also its own
performance. Further, a similar problem arises when a host can support less children (e.g. 4) than
it claimed (e.g. 6). In a future design that prioritizes hosts that contribute more (Lesson 2), these
effects can get further exacerbated.

To appreciate how reliable users were in selecting the correct access bandwidth in the Slashdot
broadcast, consider Table 3.5. Each column represents a true access bandwidth, and each row
represents a particular type of user behavior. “User Inconsistent” refers to users that had joined the
group multiple times during the broadcast, and had selected both 10+Mbps option and lower than
10 Mbps option between consecutive joins, perhaps trying to figure out whether the choice yielded
any difference in video quality. We determined the real access bandwidth using an off-line log
analysis involving the following techniques: (i) DNS name, (ii) the TCP bandwidth of the upload
log, (iii) online bottleneck bandwidth measurement, and (iv) Nettimer [41] fromour university to
target hosts. Since no single methodology is100% accurate, we correlate results from all these
techniques. We omit the details for lack of space.

From the table, we see that overall71.9% of hosts are truthful. However, for the20.8% of hosts
that were behind10Mbps links, only half of them (11.1% of total) were truthful. Our trace-based
simulation on the Slashdot log indicates that on average, this results in a 20% increase inResource
Index. Further, we find that while79.2% of the users were behind links lower than10Mbps, about
4.9% chose the higher option or were being inconsistent (13.5%) about their connectivity.

We have been experimenting with techniques to explicitly measure the static outgoing access ca-
pacity of hosts and passively monitor the performance of parents to dynamically track their available
bandwidth. These techniques show promise and we hope to deploy them in thefuture.

Lesson 4: Addressing the connectivity constraints posed by NATs and Firewalls may require using
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explicit NAT/firewall-aware heuristics in the protocol.

In light of our experience, NATs and firewalls can constitute an overwhelming fraction of a
broadcast (for example,50%-70% in Slashdot), and thus significantly lower theResource Index.
Clearly, using UDP as the transport protocol could improve the situation by increasing the amount of
pair-wise connectivity, particularly connectivity between Full-Cone NATs. However, a less obvious
improvement, which we briefly presented in Section 3.2.5 is to make the self-organizing protocol
explicitly aware of NAT/firewalls. In particular public hosts should preferentially choose NATs as
parents, leaving more resources available for NATs/firewalls.

We now evaluate the potential of these two design improvements to help determine whether or
not the additional complexity is worth the performance gains. Figure 3.18 shows the Resource In-
dex for the system for the various design alternatives as a function of time,again omitting waypoint
hosts. The lowest curve corresponds to the optimal Resource Index that can be achieved with a
TCP-based protocol. The topmost curve corresponds to the optimal Resource Index with UDP and
a NAT/firewall-aware self-organizing protocol. We see a significant increase of74%. The combi-
nation of the two techniques above can significantly improve theResource Index. Both techniques
are being implemented in the latest version of our system and will soon be usedfor upcoming
broadcasts.

3.7 Related Works

In this section, we discuss how our work relates to (i) other existing Internet broadcast systems and
(ii) work in the Overlay Multicast community.
Broadcast Systems:The MBone [10] Project, and its associated applications such as vic [46],
vat [34], and MASH [45] made a substantial effort to achieve ubiquitousInternet broadcasting.
However, the MBone could only touch a small fraction of Internet users (mostly networking re-
searchers) due to the fundamental limitations of IP Multicast and dependence on the special MBone
infrastructure. In contrast, our system has over a short time already reached a wide range of users,
including home users behind a range of access technologies, and usersbehind NATs and firewalls.

Commercial entities, such as Akamai [2] and Real Broadcast Network [61], already provide
Internet broadcasting as a charged service. They rely on dedicated,well-provision infrastructure
nodes to replicate video streams. Such an approach has some fundamentaladvantages such as
security and stable performance. However, these systems are viable onlyfor larger-scale publishers,
rather than the wide-range of low budget Internet broadcasting applications we seek to enable.

Recently, several peer-to-peer broadcast systems have been built by commercial entities [3, 13,
75] and non-profit organizations[55]. To our knowledge, many of these systems focus on audio
applications which have lower bandwidth requirements. However, given the limited information on
these systems, we are unable to do a detailed comparison.
Overlay Multicast: Since overlay multicast was first proposed four years ago many efforts[29,
36, 14, 43, 60, 85, 12, 4, 53, 79, 39, 11] have advanced our knowledge on protocol construction
by improving performance and scalability. Most of this work has beenprotocol-centric, and has
primarily involved evaluation in simulation, and Internet testbeds such as PlanetLab. In contrast,
this work adopts anapplication-centricapproach, which leverages experience from actual deploy-
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ment to guide the research. We address a wide range of issues such as support for heterogeneous
receivers, and NATs and firewalls, which are not typically consideredin protocol design studies. To
our knowledge this work is among the first reports on experience with a real application deploy-
ment based on overlay multicast involving real users watching live content.We believe our efforts
complements ongoing research in overlay multicast, by validation through realdeployment, and
providing unique data, traces and insight that can guide future research.

The overlay protocol that we use is distributed, self-organizing and performance-aware. We
use a distributed protocol, as opposed to a centralized protocol [56, 53], to minimize the overhead
at the source. The self-organizing protocol constructs an overlay tree amongst participating hosts
in a tree-first manner, similar to other protocols [36, 79, 29], motivated by the needs of single
source applications. In contrast there are protocols that construct a richer mesh structure first and
then construct a tree on top [14], or construct DHT-based meshes using logical IDs and employ a
routing algorithm to construct a tree in the second phase [12]. Such protocols are typically designed
for multi-source or multi-group applications.

In our protocol, members maintain information about hosts that may be uncorrelated to the
tree, in addition to path information, while in protocols like Overcast [36] and NICE [4], group
membership state is tightly coupled to the existing tree structure: While Yoid [29] andScribe [12]
also maintain such information, the mechanisms they adopt are different. Our system uses a gossip
protocol adapted from [63], while Yoid builds a separate random control structure called the mesh,
and Scribe constructs a topology based on logical identifiers.

Overcast [36] discusses adaptation to dynamic network metrics such as bandwidth. Our expe-
rience indicates that a practical deployment must consider several detailssuch as dynamic tuning
of network detection time to the resources available in the environment, consider hosts that cannot
sustain the source rate, and consider VBR streams, and indicate the need for further research and
understanding in this area.

Recent work such as CoopNet [53], and SplitStream [11] has demonstrated significant benefits
by tightly coupling codec-specific knowledge and overlay design. In these works, the source uses
a custom codec to encode the multimedia stream into many sub-streams using multiple descrip-
tion coding, and constructs an overlay tree to distribute each sub-stream. This approach not only
increases overall resiliency of the system, but also enables support for heterogeneous hosts by hav-
ing each receiver subscribe to as many layers as its capacity allows. While we believe this a great
direction for future research, our design has been influenced by practical system constraints on an
immediately deployable operational system, and our desire to interoperate with commercial media
players and a wide range of popular codecs. We hope to leverage ideasfrom this approach as the
research attains greater maturity, and when custom codecs become available.
NATs and Firewalls: Several efforts such as UPnP [76] and STUN [65] focus their efforts in
enabling connectivity of NATs and firewalls. Our focus has been on the interplay between the appli-
cation and NAT/firewall support. In particular, we have examined how the connectivity constraints
imposed by NATs and firewalls can impact overlay performance, and on issues related to the inte-
gration of protocol design with NATs and firewalls. While Yoid [29] supports NATs and firewalls,
it supports such hosts as children only, whereas we try to use NATs as parents when possible. We
believe this is one of the first reports on experience with an overlay multicastsystem in the presence
of NATs and firewalls.
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3.8 Summary

In this chapter, we have reported on our operational experience with a broadcast system based on
Overlay Multicast. To our knowledge this is among the first reports on experience with real appli-
cation deployment based on Overlay Multicast, involving real users. Our experience has included
several positives, and taught us important lessons both from an operational deployment stand-point,
and from a design stand-point.

Our system is satisfying the needs of real content publishers and viewers, and demonstrating the
potential of Overlay Multicast as a cost-effective alternative for enabling Internet broadcast. The
system is easy to use for both publishers and viewers. We have successfully attracted over 4000
users from diverse Internet locations to use our system. However, wehave had limited success in
attracting larger scales of participation, primarily because of the difficulty in getting access to non-
technical content. Our experience with several conference/lecture-type broadcasts indicate that our
system provides good performance to users. In such environments, weconsistently observe that
over80 − 90% of the hosts see loss for less than 5% of their sessions. Further, hosts thatperform
poorly are typically bandwidth constrained hosts. Even in a more extreme environment with a low
Resource Index, users see good performance in audio and low Resource video.

Getting the system deployed has frequently required finding an enthusiasticchampion of the
technology to convince their colleagues to use it. This has raised the stakes toensure the success
of a broadcast, which could in turn trigger further interest in the use of thesystem. Consequently,
we have needed to use stable and well-tested code in our deployment, ratherthan code that imple-
ments the latest performance enhancements. Another consequence has been our use of waypoints,
additional hosts that help increase the resources in the system, but were otherwise no different than
normal clients. The use of waypoints has been motivated by the need to balance between conflicting
goals - on the one hand we want to understand the resource availability in purely application end-
point architectures; on the other hand we need to have a series of successful broadcasts in the first
place before such knowledge can be obtained.

Our subsequent analysis has investigated the potential ofpurely application end-point architec-
tures, that do not rely on the use of waypoints. Our analysis both show the promise for such archi-
tectures, but also the need to incorporate additional key design elements. For most of our broadcasts,
there is sufficient bandwidth resources to enable a solution purely within theapplication end-point
framework. In broadcasts with lower Resource Index, techniques thatexploit the heterogeneity in
node capabilities through differential treatment and application-specific knowledge bear significant
promise. Our broadcasts have also forced us to better appreciate the connectivity constraints posed
by NATs and firewalls, and have led us to investigate explicit NAT/firewall-aware heuristics in the
protocol. While our lessons have been derived in the context of our system, we believe they are of
broader applicability to the community as a whole.

66



Chapter 4

Incentive Mechanisms

One fundamental assumption about End System Multicast is that end systems (peers) are willing
to contribute resource for data replication. Previous chapters implicitly assume that peers arecom-
pletely altruistic, i.e. they contributeall of their resource when they join the broadcast group. With
the prevalence of free-riding in peer-to-peer file-sharing applications, it is not clear whether peers
would always behave with complete altruism. In most cases, peers contribute resource only if they
see a clear incentive. In this chapter, we ask the following two questions:

• How to design an incentive mechanism that can effectively harness resource from peers to
achieve good overall system performance?

• How to incorporate the incentive mechanism into existing overlay multicast protocols, and
what is the performance overhead?

We propose a newtaxationmodel [15], where resource-rich peers contribute more resource to
the system, and subsidize for the resource-poor peers. This redistribution of resource significantly
improve system performance compared to aBit-for-Bit model. In a Bit-for-Bit model, peers con-
tribute only as much as received, which is adopted by several existing protocols [11, 53, 20].

Taxation has one important precondition. There must existasymmetry of roles, where one entity
(role) is empowered to enforce tax payment on individuals according to a predefined tax schedule.
We believe the P2P broadcast application is in an unique position to satisfy this precondition. In
P2P broadcast, thepublisherof the media stream is the natural empowered entity. The publisher
owns the content and can therefore choose the means in which peers participate in the system (via
proprietary software). In another word, the publisher can freely design a game and enforce the rules
of the game. Peers participating in this game are strategic. They individually own the bandwidth
resource and are strategic in minimizing the cost of contributing resource while maximizing the
benefit of the video quality received.

We note that taxation provides adirect mapping between contribution and benefit, in contrast
to other incentive mechanisms based on currencies [82, 78, 30, 21] and/or reputation [9, 40, 31],
which provideindirect mappings between contribution and benefit. The indirection is necessary
if a peer’s contribution and consumption are temporally separated. However, this is not the case
for P2P broadcast. Therefore, the adoption of a taxation scheme avoidsthe overhead and security
vulnerabilities of maintaining persistent state (e.g., tokens).
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(a) Complete altruism (b) Bit-for-Bit (c) Limited subsidy
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Figure 4.1: Examples to illustrate the effect of altruism on the contributing and received bandwidth
of peers. Each unit bandwidth is 100Kbps.

We study the performance and implementability of standard taxation schemes fromthe public
finance literature. We find that a linear tax schedule, with a single marginal taxrate and a de-
mogrant, provides significant social welfare improvements over the Bit-for-Bit scheme, especially
with heterogeneous populations. Furthermore, the taxation scheme is implementable. By employ-
ing techniques such as multiple description codec (MDC), priority, and preemption, the scheme
works well under dynamic peer environments. Evaluations show that the taxation scheme achieves
high efficiency and high compliance without incurring significant overhead [19].

The rest of the chapter is organized as follows. In Section 4.1, we arguethe suboptimality of
Bit-for-Bit and motivate the need for taxation. Section 4.2 identifies unique characteristics of the
P2P broadcast application where taxation is enforceable. Section 4.3 presents a simple construction
of the taxation scheme. This taxation scheme can be incorporated into a distributed protocol, as de-
scribed in Section 4.4. We study the performance and feasibility of taxation in 4.5 using simulation
with traces from real broadcast events. Finally, we present the relatedworks in Section 4.6, discuss
important limitations in Section 4.7, and summarize our contributions in Section 4.8.

4.1 Background

In this section, we argue why the Bit-for-Bit model is suboptimal in today’s Internet environment
and motivate the need forsubsidy. To illustrate the importance of subsidy, we provide an example
how the degree of subsidy affect peer performance with a single tree overlay structure. Our example
also indicates the limitation of a single tree approach in supporting a flexible range of available
subsidy. We then describe two basic building blocks proposed in [53, 11]that we leverage in this
chapter: multiple tree structure and MDC.

4.1.1 Conventional Approach: Bit-for-Bit

The conventional incentive model isBit-for-Bit, where peers receive only as much as they contribute.
This model is attractive in its apparent fairness and has been adopted by protocol designers [11, 53,
20]. Free-riders who contribute no resource will receive no bandwidth in return. However, our
deployment experience predicts that it will perform poorly in today’s Internet environment.
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(c) Limited Subsidy (d) Minimize rejection (e) Improve utilization
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Figure 4.2: Examples to illustrate the two optimizations used in the Chapter. This is ancontinuation
from the examples in Figure 4.1.

In a P2P environment for audio/video broadcasting, bandwidth is the bottleneck resource. In our
current system, a reasonable quality motion audio/video stream takes at least 300Kbps to encode.
However, many of the peers are behind DSL and cable modems. These resource-poor peers have
asymmetrical bandwidth capacity with low forwarding capacity (100-200Kbps) and high receiving
capacity (600-1200Kbps). In our broadcasts, up to 80% of the peersare resource-poor. If we
adopted theBit-for-Bit model, these resource-poor peers would only receive lower video bitrate
(100-200Kbps), even though they have enough capacity to receive at a much higher bitrate. The net
result is that these resource-poor peers wouldnotparticipate in the broadcast due to the poor quality.

We illustrate the suboptimality of Bit-for-Bit with an example. Figure 4.1 depicts an example
overlay multicast tree with a single source and 5 peers. The source broadcasts a video stream at
a rate of 400Kbps with no special encoding (no MDC). The maximum forwarding capacity of the
source is 400Kbps. The peers are behind either a DSL connection (resource-poor) or Ethernet
connection (resource-rich). Peers behind DSL can receive the video stream but not forward one.
The peer behind Ethernet has at least 1600 Kbps forwarding capacity. If we adopted theBit-for-Bit
scheme, most of the resource-poor peers would be rejected from the broadcast. The resource-rich
peer contributes just 400Kbps as shown in Figure 4.1(a). With limited forwarding capacity, only
one DSL can receive the video stream. The three other DSL peers are rejected from the broadcast.

To accommodate resource-poor peers, who would be otherwise not ableto participate, we would
like to design a system that incentivizes high-resource peers to contributemore bandwidth and
subsidizefor the low-resource peers. The amount of subsidy determines the system performance.
For example, if the Ethernet peer contributes twice the source rate, the overlay can in turn accept
two DSL peers, as shown in Figure 4.1(b).

The degree of subsidy of resource-rich peers has significant impacton system performance. We
note that our system described in the previous chapter assume a maximum degree of subsidy, as
shown in Figure 4.1(c). The resource-rich peer contributes 1600Kbpsto the overlay and yields an
optimal performance where all peers receive a source rate of 400Kbps.
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4.1.2 Required Building Blocks

To support a flexible range of available subsidy, we leverage two techniques in the literature:multi-
ple tree structureandmultiple description codec (MDC)[53, 11].

Content publishers typically want to accept as many viewers in the broadcast overlay as possible,
and it is not desirable to reject peers as shown in Figure 4.2(c). In an overlay environment where
the forwarding capacity is fixed, we can reduce the number of rejection bygiving some peers lower
video bitrate, but the resulting video quality is still acceptable to them. For example, we can accept
all the DSL peers if the Ethernet peer forwards 200Kbps video stream toeach DSL, as shown in
Figure 4.2(d). However, this requires a scalable video codec, such asmultiple descriptions coding
(MDC), that allows peers to receive different video bitrate.

Several overlay multicast protocols have used MDC to support receiver heterogeneity and im-
prove resilience to machine failure and network congestion [53, 11, 39].We use MDC for a different
purpose. MDC gives peers the flexibility to contribute and receive small increments of bandwidth,
instead of discrete increments of the source rate. Such flexibility helps us to express the altruism
policy in finer granularity. For example, if each stripe of video is 50Kbps, then the Ethernet peer
can contribute 450Kbps, and one DSL peer would receive an additional50Kbps.

The overlay structure constructed by the protocol affects the efficiency in utilizing the valuable
forwarding capacity. In the previous examples, the overlay structure is atree, and the forwarding
capacity at the leaf nodes cannot be used. Various protocols [39, 53,11] build alternate overlay
structures, such as mesh or multiple disjoint trees, to improve bandwidth utilization. As an example,
consider a mesh structure in Figure 4.2(e). The DSL hosts can receive additional 100Kbps by
forwarding non-overlapping data to each other. In the next section, weassume the overlay runs an
efficient protocol that can utilizeall forwarding capacity (subject to MDC channel granularity). In
Section 4.4, we show how to incorporate policy constraints into a protocol that constructs multiple
disjoint trees structure.

4.2 Model of P2P Broadcast

There are two entities in the P2P broadcast system we consider: publisherand peers. A publisher
makes a live video stream available on the Internet, and peers who are interested in the stream
join the P2P system. Peers constructs an overlay structure in a distributed fashion and disseminate
the video stream along the overlay. Both entities have mutual incentive to use the P2P system.
By delegating the task of data forwarding to the peers, publishers can avoid the costly bandwidth
provisioning to support a large number of viewers. The peers have an incentive to help the publisher
in exchange for enjoying the video that might otherwise be unavailable.

In this scenario, bandwidth is the valuable resource. High quality real-time video broadcasting
requires the availability of high bandwidth (at least hundreds of Kbps) that is persistent over time.
Thus we consider the peers’ bandwidth capacity as their “wealth” for subsidy (taxation).

We model the bandwidth capacity of a peeri with two parameters: forward capacity (Fi) and
receive capacity (Ri). Fi andRi represent the upper bound bandwidth that a peer can contribute
to and receive from the P2P system, respectively. We do not model congestion in the core of the
network, as congestion happens mostly at the access links on the Internettoday. Therefore, a peer
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N Number of receivers in the broadcast overlay
smax Maximum source rate
m Number of channels in MDC encoding
t Linear tax rate (between 1.0 and∞)
G Demogrant (between 0 andsmax)
Fi, Ri Forwarding and receiving capacity of hosti

fi, ri Bandwidth hosti is commited to forward and expected to receive in return
fi

∗, ri
∗ Actual bandwidth hosti forwards and receives at run time

ci, bi, ui Cost, benefit and utility of hosti
S Social welfare of the overall system
ri

+ Entitled bandwidth of hosti

Table 4.1: Terminology and explanation used in Chapter 4.

can forward traffic to another peer as long the capacity bounds on both ends are met. A peer may
choose to contribute only a portion of its capacity.fi denotes the bandwidth peeri is committed
to forward, andri denotes the bandwidth peeri is expected to receive in return. ThusFi ≥ fi,
Ri ≥ ri, and

∑

fi =
∑

ri. Table 4.1 summarizes the terminology used throughout this chapter.
However, in a real distributed environment, the bandwidth resource is notalways utilized. More-

over, the resource is not always allocated as intended. To account for this discrepancy, we denote
fi

∗ andri
∗ as the actual bandwidth hosti forwards and receive at run time. We explain their char-

acteristics as follows:

• fi
∗ is always less than or equal tofi. Whenfi

∗ ≤ fi, the resource said to beunder utilized.
For example, if an existing child departs, the bandwidth resource is idle until anew child
arrives. fi

∗ cannot be greater thanfi because peeri accepts new child only if it does not
over-commits itself.

• ri
∗ may be greater or less thanri. Whenri

∗ 6= ri, the resource is said to benot compliantto
the allocation policy, assuming the resource is fully utilized. Thus, when the resource is under
utilized, the allocation cannot be compliant because some receivers will getless bandwidth.
But even if resource is fully utilized, it is possible thatri

∗ ≥ ri for somei. This is mainly
an artifact of the “work-conserving” nature of the proposed taxation scheme. A parent with
free forwarding resource (i.e.fi

∗ < fi) will serve bandwidth to any child requesting the
resource. Thus in the transient, a peer may get more bandwidth before other peers discovers
and requests that resource.

• ∑

fi
∗ must be equal to

∑

ri
∗, assuming there is no packet loss in the network. This is because

any peer who receives one bit of data must be sent by another peer in the group.

For simplicity of the discussion, we assume a centralized planner where resource is allocated
fully and in compliance in the remainder of the chapter. This implies thatfi

∗ = fi andri
∗ = ri.

We will come back to discuss this discrepancy when evaluating the performance of our distributed
protocol in Section 4.5.5.
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A peer gains benefitbi when it receives bandwidth from the broadcast system, and incurs cost ci

when it contributes bandwidth to the system. When faced with a taxation scheme that specifies the
contributed bandwidthfi as a function of the received bandwidthri, a strategic peer will choose an
optimalri to maximize its utilityui, subject tori ≤ Ri andfi ≤ Fi.

ui(ri, fi, Fi) = bi(ri) − ci(fi, Fi) (4.1)

The benefit function (bi) captures the user-perceived video quality. The function should be
concaveor S-shaped in the receive bandwidth (ri) to capture the diminishing returns of increased
video bitrate on the perceived video quality. The benefit function should be independent of a peer’s
forward capacity (Fi) to reflect the equal desire of viewers to watch a high quality video stream.

The cost function (ci) captures the cost of forwarding data. The function should be concave
in Fi to capture economies of scale in bandwidth but convex infi (or more specificallyfi/Fi) to
capture the effects of link congestion. We will consider specific functional forms for user benefits
and costs in Section 4.5.

Finally, we model a publisher who is interested in maximizing the social welfare (S) of the
system, which is simply the summation of individual utilities of the peers. The publisher may
also choose a tax schedule to maximize some other objective function, e.g., system throughput,
demogrant.

S =

∑

ui

N
(4.2)

4.3 Proposed Taxation Scheme

In this section, we show how to incorporate taxation into a P2P broadcast system. We first construct
a suitable taxation model for P2P broadcasting in Section 4.3.1 based on the public finance literature.
The main departure from the traditional taxation is that P2P broadcasting is less tolerant to a budget
deficit. In Sections 4.3.2 and 4.3.3, we propose a simple taxation schedule thatwe use throughout
the chapter. This schedule is based on linear taxation, which is widely studiedin the optimal income
taxation literature. We modify the semantic to ensure a budget balance. Finally inSection 4.3.4, we
show how the publisher sets the tax schedule in practice.

4.3.1 Model Taxation in P2P Broadcasting

For peeri, the taxable income isri and the tax payment isfi. In other words, a tax schedule specifies
how much bandwidth a peer must contribute (f units) in order to receiver unit of bandwidth. In the
following we list a set of requirements for taxation in the public finance literature [77].

• Asymmetry of roles and power: There must exist an entity empowered to set and collect taxes
from the individuals. In P2P broadcasting, the publisher is the natural entity. The publisher
owns the broadcast rights of the video stream, and has control over the means (the software)
in which the video is distributed. The peers are assumed to be strategic. Eachpeer chooses
its optimal contribution levelfi, and receive a corresponding amountri determined by the
published tax schedule, in order to maximize its utility. Peers are also assumed to satisfy

72



4.3. Proposed Taxation Scheme

theparticipation constraint, i.e., their utility from participation and adherence to the taxation
scheme exceeds a reservation utility derived from not doing so (e.g., notparticipating in the
system, or modifying the software to engage in tax evasion).

We argue it is reasonable to assume viewers cannot change the protocolbehavior by circum-
venting the software. If the publisher finds serious and wide-spread software breach, it can
force all the viewers to update a new version of the software (by being incompatible with
previous versions of the software). We conjecture that a serious and wide spread software
breach is usually not difficult to detect.

• Public and fixed tax schedule: A tax schedule should be fixed and made public such that
peers can adjust their strategy to maximize their utility. The tax schedule should not change
(or should change at a very large time scale) to minimize system instability due to peers
reacting to the changes in tax schedule.

• Fair: There are two types of fairness: horizontal and vertical. Horizontal fairness requires
that individuals with similar wealth should bear similar tax liability. We adopt the same
requirement in P2P broadcasting. Vertical fairness requires that individuals with different
wealth should bear (potentially) different tax liability. In public finance, vertical fairness is
more a matter of public opinion, where taxpayers can influence the tax schedule (through
voting). In P2P broadcasting, the tax schedule is determined solely by the publisher. In this
dissertation, the publisher aims to maximize social welfare as described in Section 4.5.1.

• Budget balanced: Budget is not balanced (budget deficit) if the budget expenditure exceeds
the revenue from taxation. In P2P broadcasting, this means that

∑

fi (budget expenditure)
must be greater or equal to

∑

ri (tax revenue). This is intuitive because every byte of band-
width received by a peer must be contributed by another peer. The requirement for budget
balance is more stringent in P2P broadcasting than in public finance, because taxed money
collected in public finance is apersistentresource but the taxed bandwidth collected in live
P2P broadcasting is perishable. Thus in P2P broadcasting, it is not possible to “store” the
bandwidth resource and “use” it later on.

• Efficient: The distribution of tax expenditure (bandwidth) typically incurs an administration
cost. In P2P broadcasting, the cost is the protocol overhead in allocatingbandwidth. We
quantify this cost in the evaluation with theutilizationmetric.

In summary, if we model a P2P broadcast system as an economic game playedbetween the
publisher and the viewers, then the publisher has a significant role in defining the rules of the taxation
game. Our design leverages this asymmetry of role to implement subsidy. However, the publisher
cannot set the tax schedule arbitrarily; the tax schedule should be public,fixed, and budget balanced.

4.3.2 Linear Tax Schedule

We choose a linear tax schedule, which takes on two parameters: (i)t, marginal tax rate, and (ii)G,
lump sum grant, also known asdemogrant. Note that if a peer does not contribute any bandwidth
(f = 0, or free ride), it would still receive a demogrant (r = G). The publishers sets only the
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r (rcv bw)

f (fwd bw)

G = 100Kbps

t = 2
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Figure 4.3: A linear tax schedule with a tax rate of 2.0 and a demogrant of 100Kbps. The received
bandwidth of a peer is a function of its contributing (forwarding) bandwidth.

first parameter. The second parameter is dynamically inferred from the peer environment to achieve
budget balance. This is a departure from the traditional literature in linear taxation where both
parameters are configured simultaneously.

f = max(t ∗ (r − G), 0) (4.3)

The tax rate (t) must be at least 1, otherwise fundamentally the budget cannot be balanced even
if the demogrant is 0. Whent = 1, the tax schedule becomesBit-for-Bit andG = 0. This is because
whenfi = ri, there is no extra tax expenditure for demogrant. Whent > 1, the demogrant may be
greater than 0. If a peer contributes more than it receives (fi > ri), the bandwidth difference goes to
ademogrant pool. This pool of bandwidth is then evenly distributed among all peers as demogrant.
An example of a linear tax schedule is shown in Figure 4.3.

Linear taxation has been widely studied in the optimal income taxation literature. Despite its
simplicity over nonlinear taxes, linear taxes provide surprisingly robust results in many settings
[49, 73]. 1 Our evaluation results in Section 4.5.4 are aligned with this observation. We notethat
there are many other taxation schedules and budget balance strategies, and defer their investigation
to future work. Our goal in this chapter is to demonstrate the existence of onetaxation scheme that
is effective and implementable in a P2P environment.

4.3.3 Budget Balance Strategy

Given a fixed tax rate, a fixed demogrant, and a fixed peer environment, the tax budget (tax revenue
minus the expenditure) can be in one of the three conditions: (i) balance, (ii)surplus, or (iii) deficit.
Ideally we want the budget be balanced. Given the taxed bandwidth is a perishable resource, a
surplus wastes resource (and hurt social welfare) and a deficit makes the system infeasible to operate.

Our solution is to tune the demogrant such that the budget is balanced. There are two reasons
why demogrant should not be configured statically. (i) The peer environment is dynamic, and so
is the composition of peers in the system. This may tip the balance of the budget (from surplus to

1Indeed there are many proponents for the adoption of a linear tax for U.S. federal income taxation.
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deficit, for example). (ii) Even if the peer environment is relatively stable, itis difficult to set the
demogrant in the first place. The publisher must know not only the bandwidth capacity of all the
peers, but also their utility functions. This is private information that peers may not want to reveal
to the publisher.

Deriving the demogrant value in a centralized manner takes several rounds. In each roundj,
the planner announces the demogrant value (Gj) to all peers. Each peer determines the best (utility-
maximizing) strategy and tells the planner itsfi. The planner then finds the highest demogrant
(Gj+1) without causing a budget deficit. The algorithm stops whenGj+1 = Gj . We observeG
sometimes oscillates between two values. In this case, we dampGj+1 to increment by a small
amount. In Section 4.4, we show how to derive demogrant dynamically in a distributed protocol.

4.3.4 Setting the Tax Schedule

How does the publisher set the tax schedule? In theory, the publisher canset the optimal tax sched-
ule once it knows the distribution of user types. In many distributed system settings, user types
are private information and users may not truthfully reveal their types to thesystem. A possible
response is to designstrategyproofmechanisms to induce truthful revelation by the users [25, 51].
A publisher can design an incentive compatible tax schedule such that usertypes can be inferred
from user action.

In the case of P2P broadcasting, the user types are their bandwidth capacities (F andR), and the
user actions are the actual amounts of forwarding and received bandwidths (f andr). Bandwidth
capacities are static host characteristics that can be easily determined by thesoftware agent running
on the peer host, so strategyproofness is not a major concern. More interestingly, we find that accu-
rate knowledge of user type distribution may actually be unnecessary in practice. In Section 4.5.4
we show that a fixed linear tax schedule is surprisingly robust against changes in type distributions,
and good social welfare outcomes can be obtained for a wide range of values for the marginal tax
ratet.

4.4 Incorporate Taxation into Protocol

This section shows how a linear taxation scheme can be implemented in a distributedprotocol for
video broadcasting. We leverage ideas from protocols that builds a multiple disjoint tree struc-
ture [11, 53, 19].

4.4.1 Multiple Tree Protocol

In the original multiple tree proposal, the source splits the video stream intom stripes using multiple
description codec (MDC), and multicasts each stripe along a separate tree.Each peer selectsone
tree at random, and joins the trees as aninterior node. It joins all other tree asleaf nodes. For
example, Figure 4.4 illustrates an example structure that a multiple tree protocol constructs. Note
that a peer contribute bandwidth to one of them trees, and receive bandwidth from all the trees it
joins, including the one it contributes bandwidth to.

We use MDC for a different purpose than originally proposed. MDC helps to support receiver
heterogeneity, improve resilience to machine failure and network congestion. In taxation, MDC
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others

Figure 4.4: An example of a multiple disjoint tree structure.

offers peers the flexibility to contribute and receive small increments of bandwidth. Such flexibility
helps us express the taxation schedule in finer granularity.

Now we attempt to incorporate the taxation semantic into this protocol and motivate the need to
extend the protocol. To forwardf unit bandwidth, a peer would configure the fanout of the interior
node to bef . To receiver unit bandwidth, the peer would joinr trees. The issue is thatr depends
on the available demogrant (G), and it requires global information to inferG. In the following, we
describe the technique to inferG in a distributed fashion.

4.4.2 Distributed Bandwidth Allocation

Conceptually, the distributed protocol incrementally allocatesr to the peers (by increasingG) until
the budget is balanced. First, the heuristic assumesG is 0, and allocates the receive bandwidth
to only the peers who pay tax. For peeri, this amount is equal tofi/t. We call this theentitled
bandwidth(r+). A peer is entitled to receiver+ even in a worse-case environment (G = 0). After
all peers receive their share ofr+, the leftover bandwidth in the system is the demogrant pool. Next,
the protocol iteratively increaseG by 1, until the demogrant pool is exhausted. With every unit
increment ofG, all peers are allowed to join one more tree.

To facilitate this join order, the peer assigns apriority value for each of them trees it joins. The
peer marks the firstr+ joins with the highest priority. Then the peer iteratively marks all other joins
with decreasing priority. Table 4.5 shows an example of priority assignment for the three peers. To
receive the entitled bandwidth of 2,A sets a high priority (priority = 0) to join the first 2 trees, in
which one is an interior node and the other is an leaf node.A has a lower priority (priority = 1)
to join the third tree (until the demogrant becomes 1). In the case where two peers have the same
priority and contend for one “spot” in a tree, an arbitration rule is needed.In our implementation, we
favor the peer who has lowerr, as this peer has a higher marginal utility gain in using the bandwidth.

Now that the nodes in each tree has proper priority values that reflect thetax schedule, the
protocol needs to perform admission control based on the priority. Nodes that are accepted in the
tree should have higher priority than those rejected. To achieve this, eachinterior node individually
runs apreemptionrule on the joining peers. If the fanout bound is reached, a peer with a higher
priority can preempt existing peers with lower priority. Though we do not formally prove here,
by induction a peeri is rejected from a given tree only if all other peers in the tree have equal or
higher priority thani in the steady state. With dynamic peer environment, a peer that was previously
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demogrant leaf (3)demogrant leaf (2)demogrant leaf (1)00Peer C

demogrant leaf (2)demogrant leaf (1)interior node (0)12Peer B

demogrant leaf (1)entitled leaf (0)interior node (0)24Peer A

3rd stripe2nd stripe1st striper+f

Figure 4.5: An example depicting three peers with different forward bandwidth. Peers join each tree
either as an interior node or a leaf. The numbers in bracket are their priority in receivingnth stripe.
The shaded blocks are their entitled bandwidth.

preempted may become eligible. Thus a preempted peer periodically (every 30seconds) attempt to
rejoin the tree and get its fair share of the demogrant.

The peer may change its strategy (by changingf ) depending in part by the available demogrant.
Each peer can passively estimateG by counting the number of trees it joins. However, this estimate
is not reliable due to the transient condition in the distributed protocol. To increase the accuracy of
the estimate, each peer periodically (every 30 seconds) queries a subset of other peers (20 peers)
about their estimates ofG, and merge with its own.

4.5 Evaluation

Our evaluation seeks to answer the following three questions. For each question, we outline the
evaluation methodology to answer the question.

• Does taxation yield good social welfare outcome under realistic Internet environment? We
compare our proposed linear taxation scheme with two benchmark schemes. The lower bound
benchmark is a Bit-for-Bit scheme, and the upper bound benchmark is a socially optimal
scheme where peers are obedient (or altruistic).

• Is the proposed tax schedule effective in maximizing social welfare? We compare our fixed
linear tax schedule with dynamic and non-linear tax schedules.

• What is the performance implication when incorporating taxation in a distributed overlay
multicast protocol? We quantify the performance implications using three metrics:utilization,
compliance, and stability.

We seek answers to these questions using two different simulation setups. The first three ques-
tions are about the fundamental efficacy of taxation, and we conductstatic simulationwith a fixed
group of peers using a centralized algorithm. The last question is about implementation feasibility,
and we conducttrace simulationusing the proposed distributed protocol. This section first presents
the simulation setup and the utility functions used in the evaluation, and then presents the simulation
results to answer the three questions in turn.

4.5.1 Utility Functions and Example

To quantify the potential benefit of taxation, we consider a simple set of utility functions below. We
acknowledge that the utility functions are based on intuition. However, we dobelieve the shape of
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the curve (convex vs. concave) is accurate. We are in the process ofcollecting measurements from
the real P2P environment to refine the utility functions and their parameters.

We approximate the benefit function (bi) as a square root function to the received bandwidth
(ri). This concave function represents the diminishing benefit for the perceived video quality as the
bitrate increases.

bi(ri) =
√

ri (4.4)

The cost function (ci) captures the cost of forwarding data, as shown in Equation 4.5. The for-
warding cost (fi) is modeled as a fraction (pi) of the (dollar) cost in purchasing the access bandwidth
Fi. With economy of scale, the cost ofFi is concave, and is modeled as a square root ofFi. We
added theα parameter to calibrate the cost function with the benefit function.α should be less than
1, indicating the desire to view the video content. In the evaluation,α is set to 0.75.

ci(fi, Fi) = α ∗
√

Fi ∗ pi(fi, Fi) (4.5)

pi is the fractional cost to usefi givenFi, and the value is between 0 and 1. It is modeled as a
weighed average (β) between the two components, as shown in Equation 4.6. The first component
models the direct forwarding cost, where the cost of forwardingfi is linear to the cost ofFi. The
second component models the congestion cost. Congestion happens whenfi is close toFi. Since the
access links on the Internet are typically shared by different users orapplications, link congestion
will affect the performance (utility) of other users and applications. We model this effect as the
fourth power of the linear fraction. Theβ parameter is set to 0.5, where both components have
equal weight in the cost function.

pi(fi, Fi) = β ∗ (
fi

Fi

) + (1 − β) ∗ (
fi

Fi

)4 (4.6)
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Figure 4.8: An example illustrating the two tax schedules and their impact on the strategy and utility
of the three peers. In this example where peers are heterogeneous, taxation (witht = 2.0) has higher
social welfare than Bit-for-Bit.

We now show with examples how peers behave with the utility functions defined above. Fig-
ure 4.6 shows the cost (ci) as a function offi. Each curve represents one access capacityFi. We
make two important observations. (i) It is socially more beneficial for high capacity peers to con-
tribute, because the per-unit cost of contributing bandwidth is lower with high capacity peers. This
is shown in the figure where the curve is lower with largerFi. (ii) Bandwidth is cheaper when a
link is less congested. This is shown in the figure where the curves have convex shapes. The net
effect on peer’s utility is shown in Figure 4.7. It plotsui as a function offi, assuming a Bit-for-Bit
semantic (fi = ri). Again each curve represents oneFi. For a high capacity peer (e.g.Fi=64),
the best strategy is to contribute as much bandwidth in order to receive high quality video. On the
other hand, the best strategy for a low capacity peers (e.g.Fi=16) is to contribute enough bandwidth
(fi = 9) before the cost of congestion becomes a dominating factor.

We now provide a concrete example in Figure 4.8 to illustrate that taxation has thepotential
to improve social welfare over Bit-for-Bit. In this example, there are 3 peers with heterogeneous
bandwidth capacities. The maximum source rate is 3 bandwidth units. Figure 4.8(a) shows a tax
schedule with a marginal tax rate of 2.0 and a demogrant of 1 bandwidth unit. The outcome of the
three peers are shown in the adjacent table. The outcome includes the bandwidth capacity (F, R),
the chosen strategy (f, r), and the marginal utility (U). For example,A is a resource-rich peer, which
can contribute up to 10 units of bandwidth. It is incentivized to contribute 4 units, in order to receive
the full source rate of 3 units. This translates to a utility of 1.45. Figure 4.8(b)shows the Bit-for-Bit
tax schedule and the corresponding outcome of the three peers.

Although both tax schedules collect the same tax revenue (
∑

fi = 6), taxation provides better
social welfare than Bit-for-Bit. This improvement can be explained from twointerrelated angles:
(i) The cost of raising the same tax revenue is reduced with taxation. The reduction comes from a
shift of tax liability from the poor (C) to the rich (A). A has lower marginal cost (1.54-1.45=0.09)
of contributing one additional bandwidth unit compared toC (0.75). (ii) There is a benefit to re-
distributing the tax expenditure. NodeC receives a higher marginal benefit from receiving the
additional bandwidth unit than nodeA. The use of demogrant facilitates this redistribution.

4.5.2 Evaluation Environment

To realistically model the simulation environment, we use data and traces collectedfrom several live
events using a P2P broadcast system [16]. Due to space constraints, we show the results of one trace
(Slashdot) in detail. The Slashdot event is the largest among all the traces,and attracted 1316 peers.
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Figure 4.9: Measured TCP throughput of peers in Slashdot. Peers arecategorized into low and high
capacity, and the distribution is used to model environment heterogeneity in thesimulation.

The mean and medium stay time is 18 minutes and 3 minutes, respectively. The tracelasts for 8
hours. The peak group size is 160. The trace contains the TCP throughput measurements (upstream
and downstream) between each peer and a well-provisioned server (in our university). We use the
bandwidth measurements to model the forward and receive capacity of the peers (Fi andRi).
Static Simulation: We conduct the first two parts of the evaluation with a fixed group size (100
peers). To simulate a wide range of peer environments, we systematically vary the bandwidth ca-
pacity of the 100 peers. We consider two categories of peers, high capacity and low capacity, and
model a range of peer environment by varying thecompositionof these peers. Thus, a homoge-
neous peer environment contains either 100% high capacity peers or 100% low capacity peers. To
assign the bandwidth capacity of a peer in a category, we draw from a distribution derived from the
Slashdot trace.

To derive this distribution, we first categorize each peer in the Slashdot trace using its DNS
name and other access bandwidth measurements. A peer is categorized as low capacity if it is
behind DSL, cable modem, or the access measurement is below T1. A peer is categorized as high
capacity otherwise. Then, the bandwidth distribution is derived from all thepeers under the same
category. We note that in the Slashdot trace, about 20% of the peers arehigh capacity and 80% are
low capacity. Figure 4.9 shows a CDF of peer TCP upstream (Fi) and downstream (Ri) bandwidth.
We observe significant heterogeneity among peers, and the upstream bandwidth is significantly
lower than the downstream bandwidth.
Trace Simulation: We conduct the last part of the evaluation by playing back the join and leave
time of peers in the Slashdot trace. The peers are assigned the bandwidth capacity as recorded in the
trace. The simulator captures the overlay tree changes due to peers joiningand leaving the group,
but not due to network congestion. So peers would switch parents only if they are preempted by
other peers, or if their parents leave the group. To find a parent, a peerprobes a small number
of other peers (up to 5) that are the interior nodes in the tree. This limit bounds the overhead in
maintaining each tree.
Parameters Common to Both Simulations: Our simulator assumes uniform delay between any
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pair of peers and no packet loss. The maximum streaming rate is 1600Kbps.The stream is evenly
divided among 32 stripes using MDC (so there are 32 trees). So each stripe (bandwidth unit) is
50Kbps.

4.5.3 Social Welfare of Taxation

We expect that taxation should improve social welfare compared to Bit-for-Bit, but it will not be
socially optimal. We define a socially optimal scheme where peers areobedientin contributing
bandwidth. The system designer can then dictate how much bandwidth each peer should contribute
and receive to maximize overall social welfare.

For a realistic comparison, we limit the degree of obedience in the socially optimalscheme.
Specifically, an obedient peer contributes only up to 6 times the full source rate. This limit avoids
skewing the results if a very high capacity peer is in the broadcast system. For example, with a
source rate of 1.6Mbps, a peer behind a 1Gbps link would contribute only up to 9.6Mbps. Without
the limit, this one peer could virtually supply bandwidth to all other peers. This is socially desirable
(sacrifice one for the benefits of all others) but not realistic. To derive a socially optimal outcome in
a given peer environment, we use the following algorithm :
Socially Optimal Scheme: The algorithm iterates on the total amount of forward bandwidth (called
W ) in the system. InitiallyW is 0, and is incremented by 1 (unit bandwidth) until peers contribute
all of their forward capacity. In each iteration, the algorithm minimizes the aggregate cost of raising
W from the peers (calledCW ) and maximize the aggregate benefit of usingW among the peers
(calledBW ). The social welfare ofW (SW ) is BW - CW . The socially optimal outcome then is the
bandwidth distribution ofW such thatSW is the highest. To getBW , the algorithm allocatesW
evenly among peers (because the benefit curve is concave). To getCW , the algorithm incrementally
raises bandwidth from the peer who has the lowest marginal cost.
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Figure 4.12: Social welfare as a function environment heterogeneity forthe taxation scheme and the
two benchmark schemes. Taxation has a social welfare outcome in between the two benchmarks.

We first illustrate the difference between a socially optimal scheme and a lineartaxation scheme
with an example. In this example, the peer environment composes of 20% of high capacity peers
and 80% low capacity peers. The linear tax rate is set to be 2.0. This is an optimized choice which
will be clear later in Section 4.5.4. Figure 4.10 shows the cumulative distribution of forwarding
bandwidth capacity (F) and bandwidth contribution (f). The top curve is thebandwidth capacity,
and the lower two curves are the bandwidth contribution for the two schemes.The higher the curve,
the greater the contribution is. We make two observations. (i) For the 80% of the peers with lower
forwarding capacity, peers contribute about the same in both schemes. (ii)For the 20% of the peers
with higher forwarding capacity, peers in the socially optimal scheme contributesignificantly more.
For the top 5% of the peers who have significant amount of bandwidth resource, they virtually
contribute almost everything to the group. This is expected because the per-unit cost is lower for
the high capacity peers. As a result, it is socially more beneficial for these resource-rich peers to
contribute more. In taxation, the resource-rich peers do not have incentive to contribute beyond their
specified tax amount.

Another key difference is how the bandwidth resource is distributed amongpeers. In taxation,
peers who contribute more receives more. This is not the case in the sociallyoptimal scheme.
Figure 4.11, where shows the cumulative distribution of receiving bandwidth capacity (R) and the
actual bandwidth received (r) for the two schemes. The top curve isR, where 30% of the peers have
the capacity to receive full source rate. The key observation is that the curve for the socially optimal
scheme is almost flat line but the curve for taxation varies from 100Kbps (the demogrant) to the full
source rate of 1600kbps. The socially optimal scheme results in a flat line because an even con-
sumption of bandwidth resource is the most socially optimal outcome. In anotherword, bandwidth
resource yields higher marginal utility when used on peers with lower receiving bandwidth. This is
not possible to achieve in a taxation scheme where peers are assumed to be strategic.

We now present results with varying peer environments to illustrate the impact of heterogeneity
on social welfare. Figure 4.12 shows the social welfare of the three schemes (including Bit-for-Bit)
under various peer environments. 20% on the x-axis means the peer environment is composed of
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ules. The proposed fixed linear tax schedule is surprisingly robust against environment changes.

20% of high capacity peers and 80% low capacity peers. Each curve represents one scheme. We
make two observations. (i) Taxation is astrongly dominatingstrategy over Bit-for-Bit when peers
areheterogeneous. For example, when the composition ratio is 20% (Slashdot environment), social
welfare improves from 1 to 1.5, a 50% improvement. (ii) Taxation is aweakly dominatingstrategy
when peers arehomogeneous. This is because with similar forwarding capacity, peers will elect
similar strategy in selectingf andr, and the degree of redistribution becomes minimal. (iii) The
taxation scheme is still considerably worse than the socially optimal scheme. Thisis explained in
the earlier paragraphs.

4.5.4 Effectiveness of Linear Taxation

The linear taxation schedule we propose is (i) linear and (ii) fixed (i.e.t is constant across time and
event). However, this choice of tax schedule may not be effective in maximizing social welfare. In
this part of the evaluation, we quantify the potential penalty of this design choice. We compare the
proposed tax schedule with the following two schemes:
Best Linear Tax Scheme: In this scheme, the tax schedule is linear but the rate can be dynamically
adjusted to optimizeS. To find the best tax rate (tb), the scheme varies the tax rate from 1.0 to 4.0
with an increment of 0.1 (41 possible rates), and selects the rate that maximizesS.
Approximate Best (Non-Linear) Taxation SchemeHere the tax schedule can be non-linearand
the rate can be adjusted dynamically. This scheme approximates an ideal tax schedule that maxi-
mizesS. We are unable to come up with an algorithm to find this ideal tax schedule directly. A
brute force solution seems infeasible. With a source rate of 32 unit and 41 possible tax rates, the
number of possible tax schedule is as large as3241. To approximate the ideal tax schedule, the
heuristic performs 20 rounds of hill climbing. At the beginning of each round, the heuristic chooses
a random tax schedule. Then it iteratively adjust the 32 entries in the tax schedule, until no single
adjustment can yield a higherS. Finally, the heuristic picks the tax schedule that yields the highest
S among the rounds.
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Figure 4.13 shows the social welfare of the three schemes under variouspeer environments.
Each curve corresponds to one scheme. The lowest curve is the fixed linear taxation with a rate of
2.0. The middle curve is the best linear tax schedule, with the rate numbered for each environment.
As expected, a tax schedule is more effective when it is non-linear and dynamic. However, the
difference is not significant, as the three curves are very close to eachother. This is an indication
that afixedandlinear taxation scheme is effective under a variety of peer environments, and there
is marginal benefit when tuning this parameter specific to a peer environment.Our further analysis
indicates that the2.0 linear tax rate is not a magic number. In fact, a tax rate between 1.5 and 2.5
yields similar results.

4.5.5 Distributed Protocol Performance

The distributed taxation protocol (with a tax rate of 2.0) is evaluated with the following three per-
formance metrics:
Utilization : Ideally, an efficient protocol should utilize all the bandwidth peers contribute to the
overlay. A distributed protocol cannot be as efficient because it takessome time for peers to (i) find
unsaturated trees and parents, or (ii) find parents who preempt other children because the joining
peers have higher priority. Figure 4.14 shows the mean bandwidth metrics ofpeers as a function
of experiment time. The top curve is the mean bandwidth that peers are committed toforward (f ).
The bottom curve is the mean bandwidth that peers actually forward (f∗). The closer the two curves
are, the higher the efficiency is. Our protocol is quite efficient, which utilizes at least 95% of the
contributed bandwidth most of the time. There is a visible dip in utilization at the beginning of the
experiment. This is because the group size is small at the same compare to the number of trees in
the overlay. As a result, the aggregate forward capacity can vary greatly among trees. Thus one
tree can be saturated while others are not. We currently investigate ways to dynamically balance
forwarding capacity among trees.
Compliance: A good protocol should not only utilize the contributed bandwidth efficiently, but
also allocate the right amount of bandwidth to peers in compliance with the taxationpolicy. To
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measure compliance, at every time interval (5 seconds) we compare the difference between the the
bandwidth a peer should receive ideally to the bandwidth the peer actually receives, i.e.ri − ri

∗

(see Section 4.2 for definitions). Figure 4.15 shows a cumulative distributionof that difference for
all peers during the experiment. A negative difference means the protocol allocates less bandwidth
than it is supposed to. We observe that a majority of time (80%), peers see a difference no more
than 100Kbps, indicating the protocol is fair in allocating bandwidth to peers.The curves show a
tail as low as several hundred Kbps, indicating that peers at some point receive significant less than
they should. This is mainly the artifact of the inefficiency in allocating bandwidth.
Stability : Since peers join, leave, and change their strategy dynamically (by changing f ), the pro-
tocol must also dynamically adjust the bandwidth allocation (r) to the peers. Our protocol achieves
high compliance and high utilization through preemption. However, preemption incurs a cost in
performance. Peers that are preempted may experience transient data loss before finding another
parent. Worse yet, if interior nodes are preempted, their descendants are also affected. To capture
this cost, we count the rate ofpath changesfor each tree that peers participate during the experi-
ment. Some of the path changes are fundamentally unavoidable. Specifically,the path to a peer will
change if any one of their ancestors leaves the group. Figure 4.16 shows the cumulative distribution
of path change rate for each tree that peers participate in the experiment. We note that the total
cost of implementing the policy is about twice the fundamental cost in maintaining thestructure.
This is shown as the difference between the two curves. The lowest curve indicates the path change
rates due to peers leaving the group. A majority of the path changes due to preemption is in peers
“chasing” the unused spare capacity, which can change with peers joining and leaving the group.

4.6 Related Works

Incentive Mechanisms: To our knowledge, this is among the first work to incorporate the concept
of taxation into an incentive mechanism for P2P systems. Most of the prior work adopts either a
token-based or a reputation-based incentive mechanism. In token-based schemes, users earn system-
specific currencies such asmojo [82] or karma[78] which can be used for redeeming service. The
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use of market currencies, supported via micropayments, has been studied analytically in [30, 21]. In
reputation-based schemes, the transactional history of each peer is used to compute its reputation [9,
40], which in turn dictates the level of service obtainable by the peer. BitTorrent is the first system
that explicitly adopts theBit-for-Bit scheme for P2P file sharing [20].
P2P Streaming Protocols: Most of the P2P streaming protocols today assume a “cooperative”
(i.e. obedient) peer behavior. This implies that the system designer has complete control over the
behavior of individual peers. Assuming peers are not strategic, thesework focus on protocol designs
to achieves the best outcome based on the level of cooperation considered. Bullet [39], peers are
completely cooperative in contributing resource to the P2P system. The objective of both protocols
is to deliver the highest multicast throughput to all peers by harnessing thebandwidth effectively.
By assuming peers are obedient, the game designer (the protocols) can achieve optimal outcome
that meets its objective. SplitStream [11] and CoopNet [53] assume minimal cooperation from
peers and implements aBit-for-Bit outcome. We leverage many of the ideas there for the protocol
design. Lately, [19] devises a new protocol which allows the publisher to specify the spectrum of
cooperative policy to meet different performance objectives. Finally, areputation-based incentive
mechanism has been proposed that leverages service-differentiated peer selection in many-to-one
P2P streaming sessions to encourage user contribution [31].

4.7 Discussion

This is an early work that shows the promise of taxation in a heterogeneous P2P environment.
However, this work is still incomplete in many ways. In the following, we highlighttwo important
issues that are overlooked in this work. We believe further studies are needed to better understand
the implication of a taxation scheme.
Utility Function : One limitation of this work is that all evaluation are conducted based on one
set of utility functions (Section 4.5.1). Moreover, the parameters used in theutility functions are
derived based on intuitions rather than from actual user data. We believemore studies are needed to
understand the sensitivity of the taxation results on various utility functions and various user models.

We anticipate that it is not a trivial task to realistically model user behavior in P2P broadcasting
environments. Our reasoning is as follows. In the taxation framework, the base currency is band-
width, i.e. peers contribute bandwidth in exchange for bandwidth. However, users make decisions
(i.e. the utility functions) based on user-perceived cost (i.e. dollar costof bandwidth forwarding)
and benefit (i.e. video quality). The difficulty is to map bandwidth to user-perceived cost and ben-
efit. As an example, how much utility does a peer gains by receiving a 400Kbps video instead of
200Kbps? In our current utility function, the benefit function is concaveto capture the diminishing
returns of increased video bitrate on the perceived video quality. However, this may depend on the
codecs and the type of video. For low-motion video streams (such as talking heads), even the low
bitrate may yield acceptable video quality, and the additional bandwidth may not gain much. How-
ever, for high-motion video streams (such as sports events), the difference in bitrate may mean one
video stream is watchable and the other is not.
Demogrant Convergence: Another issue we overlooked is the convergence properties of demogrant
and its performance implication. In the current formulation of the taxation system, the demogrant
(G) is determined dynamically. The advantage is that is resource is highly utilized (as shown in
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Figure 4.17: Forwarding bandwidth of peers and the resulting demograntvs. time in the Slashdot
trace simulation.

Figure 4.14). However, the key concern is that demogrant may not converge, leading to transient
performance degradation. This is because when demogrant changes,the receiving bandwidth to
some peer would drop. This is implemented by changing the delivery structurein the overlay that
may introduce data loss during the transient.

In real system deployment, dynamic changes in peer composition drives changes to demogrant.
For example, when many poor peers join the system in a close time interval, the resource becomes
more scarce, causing demogrant to drop. This inter-dependence is shown in Figure 4.17, where the
demogrant curve (G) follows closely with the mean forward bandwidth curve (f ) in the Slashdot
trace simulation. In particular, demogrant oscillates between 100Kbps and 300Kbps. Such a change
in demogrant seems unavoidable because group membership is dynamic. In this work, we have
captured the performance implication with the three metrics: utilization, compliance,and stability.

However, even with static group membership, demogrant still may not converge in a centralized
setting. The main reason is that demogrant is not an independent variable.Recalled in Section 4.3.3,
at the beginning of each round (roundk), peers evaluates their utility against the current demogrant,
and change their bandwidth contribution in roundk + 1 that maximizes their utility. This change
may inadvertently affect demogrant in roundk+1, causing further changes to roundk+2. And this
cycle may repeat indefinitely. We argue that in the current problem formulation, it is very difficult
to eliminate this oscillation. To avoid this oscillation in roundn + 1, peers should predict the
demogrant value in roundn + 1, and evaluate their utility against this future demogrant. Predicting
future demogrant will unlikely to be easy. In theory, such prediction can be made if the user types
of all peers (i.e. bandwidth capacity and utility functions) are known. However, such knowledge is
difficult to come by in practice. We believe a practical solution to avoid demogrant oscillation, even
in a centralized setting, remains to be an open problem.

4.8 Summary

We identify three contributions in this chapter.
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• We leverage the uniqueness of the P2P Broadcasting context and proposetaxationas an incen-
tive mechanism to achieve a desirable outcome. The enabling observation is the asymmetry
of power, where the publisher has the power to design a taxation game and enforce the rules
on the participating peers. We believe the concept of taxation is novel and has not been
introduced in other P2P context.

• We show that taxation is an effective means to maximize social welfare when peers are strate-
gic in a heterogeneous P2P environment. In an environment consisting of 80% low capacity
peers, the social welfare improves by 50% compared to Bit-for-Bit.

• We demonstrate that linear taxation can be implemented efficiently in a distributed protocol
with reasonable overhead. The protocol consistently utilizes above 95% of the resource and
the allocation is compliant to the tax schedule within 2 bandwidth unit 80% of the time.
However, this comes at a cost of structural instability due to an increase in path rate changes.
We show the cost is twice the fundamental cost in maintaining the structure.

One possible objection to the taxation scheme is that mandatory taxation may displace volun-
tary contributions by altruistic peers. It has been hypothesized that government grants (financed
through taxation)crowd outprivate philanthropy [80, 6]. However, empirical studies have provided
conflicting evidence on this matter [38, 54]. Therefore, it may be prudentto design the system such
that altruistic peers, if they exist, are not prohibited from contributing more than is required by the
taxation scheme.

While we show the importance of altruism in peer-to-peer live broadcasting,it is not clear
whether the same concept applies to other peer-to-peer applications suchas file sharing. Peer-
to-peer broadcasting seems unique in two ways. (i) The application “naturally” brings out altruism
in people. Live broadcast is typically associated with a specific event people care about. Though
altruism is also observed in file sharing, we believe people will likely be more altruistic toward
an event (e.g. broadcast of Chinese New Year celebration) than a system (e.g. KaZaa). (ii) Live
streaming has more stringent performance requirement. A file is still usable if ittakes three times
as long to download, but a video stream may not be watchable if the bitrate is three times less.
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Chapter 5

Conclusion and Future Work

This chapter summarizes the contributions of this dissertation and points to future works.

5.1 Contributions

This dissertation takes on the challenge to make Internet audio/video broadcasting acommodity
service. The dissertation provides the first complete solution that address this challenge without
making any changes to the existing network infrastructure.

End System Multicast Architecture: Despite the conventional wisdom that multicast should be
implemented at the IP layer, we propose an alternative architecture where end systems, and not
routers, perform data replication. We call this new architecture End System Multicast. There are
several benefits with this architecture. Since end systems replicate multicast data using only unicast
services, there is no scaling and management concerns associated with putting state in the routers.
Moreover, the deployment is immediate.

However, the key concern with this architecture is the performance penalty.In particular, End
System Multicast introduces duplicated packets and incurs transient data loss when adapting to
network congestion and group dynamics. To study the performance implication of this architecture,
we have designed one of the first self-organizing protocols (called Narada). Our evaluation results
from simulation and Internet testbed experiments indicate that the performance penalties are low
from both the application and the network perspective.

Broadcast System Design, Implementation, and Deployment: To demonstrate that End System
Multicast is the right architecture for video broadcast, we design, implement,and deploy a broadcast
system based on this architecture. To our knowledge this is the first systemwith real application
deployment and experience based on this architecture. The system has been in operation for over a
year, and it is used by over 4000 users in 20 events. The post-mortem analysis of the event traces
was positive, and provides valuable insight for future improvements. We believe our experience
offers a good roadmap for others to design and deploy future Internetbroadcast systems.

Incentive Mechanisms: For this architecture to succeed, the premise is that the end systems are
willing to contribute bandwidth resource and participate in data replication. Whilein many cases
it is reasonable to assume the broadcast viewers are altruistic in contributingresource, we consider
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the scenario in which all viewers are strategic agents, i.e. they contribute more resources only if
they see clear benefits in doing so. We propose a new taxation scheme, where resource-rich peers
subsidizes for the resource-poor viewers. Our simulation results indicatethat taxation can achieve
good social welfare without incurring a significant overhead to the system.

5.2 Reflection

So our broadcast system is out there. Any publisher can download andrun the system. The overhead
to install and run the system is reasonably low. The performance is reasonably good. Overall,
the system seems to satisfy the needs of the publishers and the viewers. Butafter two years of
development and deployment efforts,why is our toolkit not widely adopted by people “like a wild
fire” ? Even though periodically people come to us to inquire about using system, most of the time
we must take the initiative to contact the publishers for deployment.

In this section, I take a more holistic view of this End System Multicast work, andreflect on
issues that contribute to the limited deployment of this technology. I discuss issues with the tech-
nical constraints, the demand, the packaging, the economic incentives, and the application endpoint
architecture.

• Limited demand in synchronous broadcasting: The trend for information access has been
increasingly asynchronous, as seen by the popularity of TiVo and othervideo-on-demand ser-
vices. With on-demand access, viewers are no longer constrained by thebroadcast schedule,
a great convenience. This trend is in contrast with broadcasting, which isinherently syn-
chronous. Thus, there is a concern that that broadcasting is becoming a small niche with
limited importance.

However, I believe there will continue to be irreplaceable demands for synchronous broad-
casting. Certain contents are far desirable to view in real-time. Examples are (i) news, such
as ongoing process of war on Iraq, (ii) events, such as New Year countdown, commencement
ceremony, fashion shows, rock concerts, court hearings, and sporting events, and (iii) learn-
ing, such as virtual classrooms. Students can learn by watching taped lectures. However, if
they are allowed to interact with the lecturers (by asking questions), there may be a strong
incentive to participate in real-time.

• Increasing presence of NAT and firewall: Fueled by IP address shortage and security break-
ins, it is increasingly common for networks to deploy NAT and firewall gateways. Our de-
ployment experience indicate that an overwhelming 50%-70% of the user machines are be-
hind NAT and firewall. The dissertation has explored one promising solution with Full-Cone
NATs, which constitutes about 50% of all NATs deployed. However, there are still a large
percentage of end systems cannot establish bi-directional communication. These end systems
cannot contribute their bandwidth resource to other end systems with similar connectivity
constraints. If NATs and firewalls become more and more restrictive in the near future, there
could be a show-stopper for an application endpoint architecture instantiation.

Compared to cable and satellite, our system is clearly far behind in audio/videoquality, both
in steady state (fidelity) and in transient (interruption). While the fidelity may be improved
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with better codec and higher bandwidth, the quality degradation due to interruption seems
fundamental. Our broadcast system is built on the best-effort Internet,which fundamentally
cannot provide end-to-end performance guarantee. Worse yet, an application endpoint ar-
chitecture is even more prone to transient performance degradation due toancestor machine
failure and network congestion near the last hop, as confirmed by our experience.

As a result there is a serious concern for businesses to adopt this technology. The perfor-
mance requirement is understandably high for paid viewers. Even for free viewers, this re-
quirement may not be much lower. Consider fashion shows and company board meetings,
a poor quality of the video broadcast reflects badly on the companies themselves. Without
viable performance guarantees, the use of Internet broadcasting may beseverely limited to
amateur markets.

• Risks of participation: In comparing with IP Multicast, we argue that deployment based on
End System Multicast is much easier because it does not require any changes in the IP routers.
However, in our experience, the deployment is not a walk in the park. In an application
endpoint instantiation, publishers and viewers must install our software, arisky proposition
for some cautious Internet users. The fears they must overcome include: (i) The fear of
spywares and Trogen horses. Currently Internet users have no easy way to establish trust with
the software providers. (ii) The fear of security vulnerability through theinstalled software.
(iii) The fear of legal and copyright infringements, particularly with the badpress of peer-to-
peer networks. (iv) The fear of flooding the access link and affect others sharing the same link.
We hope that emerging sandboxing computing platforms can help to restore theconfidence
of Internet users to install software and participate, such as Java VM and Microsoft .NET.

• Cost of bandwidth is dropping: In Section 2.6, we argue for an application endpoint archi-
tecture because of the bandwidth cost in delivering video. However, astechnology advances,
the cost of bandwidth will continue to drop. Thus it is possible that in the future, the cost
is low enough that a third party provider can make broadcast as a free commodity service,
such as email. In return, the third party provider can recoup the operatingcost by means such
as advertisement. When this happens, the need for an application endpointarchitecture is
potentially marginalized.

Despite all of these concerns, I still believe an application endpoint architecture for video broad-
casting will continue to strive in the foreseeable future. The cost of bandwidth will remain high, and
so is the infrastructure-based approaches. As a result, there will continue to be a strong incentive
for publishers and viewers to use an application endpoint solution, even though the performance is
lower and the risk is greater. In addition, there are still ample rooms for exciting research to improve
performance in the best-effort heterogeneous Internet environmentto address the NAT and firewall
issues.

5.3 Future Directions

This section suggests a list of future research directions.
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• On-demand video distribution: Video on-demand and live video broadcasting share one im-
portant characteristic: both require the same amount of bandwidth irrespective of the on-
line/offline nature of the video data. As a result, many aspects of this dissertation apply to
the video on-demand. From the architecture perspective, the cost benefit in using an appli-
cation endpoint architecture still stands. From the protocol perspective, both applications
require an efficient overlay multicast protocol optimized for bandwidth. Moreover, the issues
of NAT/firewall and incentive will likely be the same, and so are the solutions.

However, the key difference is that video on-demand does not requirereal-time data delivery.
As a result, the detail solutions may be quite different. Since data is no longer inreal-time,
end systems can buffer data. Buffering greatly reduces the impact of transient performance
degradation due to host dynamics and network congestion. However, buffering comes at a
cost of additional protocol complexity. Since the amount of data in the buffer depends on the
join time and the receiving rate, end systems will have different amount of data. Thus, the
protocol must be intelligent in finding parents who have the desired data in their buffers.

• Compare distributed and centralized protocols: There seems to be a religion among network
researchers that centralized protocols should be avoided at all cost. Since the beginning of this
work, we subscribed to the same religion without giving a second thought. Narada protocol
is completely distributed, as well as most other protocols in the research literature. I believe
the cost/benefit tradeoffs with a centralized approach are far from clear, and deserve to be
studied in detail. Moreover, the study should consider the requirements andcircumstances of
the system deployment.

A distributed protocol typically has two potential benefits: robustness (no single point of fail-
ure) and load balancing (no server load bottleneck). In the context of video broadcasting,
these benefits may not be insignificant. There is no gain in robustness sincethe source is in-
herently a single point of failure. Also, it is questionable whether the server would become a
bottleneck. CoopNet [53] shows that a commodity server can serve at least tens of thousands
of machines. On the other hand, a distributed protocol has many technical challenges and
performance drawbacks. Even in a relatively high dynamic environment such as video broad-
casting, it is unclear whether any protocol can scale up to a large group size while retaining
its efficiency.

• Video broadcast and social science: In this dissertation, we use the broadcast system as a
research vehicle for networking. However, we believe it has value extending into other areas
of research. For example, one potential direction is in social science: Isthere a demand for
interactivity in video broadcast and what are effective means of interactivity? Unliketradi-
tional TV broadcast, Internet broadcast provides opportunities for viewers to actively engage
in the event. We believe interaction among viewers are new and valuable social capital that
did not previously exist in traditional TV broadcast. If interactivity is usedeffectively, it can
enhance the viewing experience, create positive feedback, and growinto a virtual community.

• Selfish routing vs. coordinated adaptation: Imagine the scenario where the application end-
point architectures are widely adopted, and many groups of people run the video broadcast
systems simultaneously. Will these groups co-exist happily without any explicit coordination
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among themselves? Consider a simple example where a DSL user participates in two video
broadcasts. How should the two broadcast overlays share the bottleneck resource of the DSL
bandwidth?

The key observation is that links in the overlay do not representindependentpieces of network
resource, as two different overlay links may share the same physical links in the underlying
network. So far we have abstracted out this inter-dependency and markthe resource (e.g.
available bandwidth) of each overlay link independently. This abstraction so far works well
for an overlay network supporting just one multicast group, but the abstraction may break
when supporting multiple groups, where traffic generated by these groups is more likely to
contend for the same physical resources. In this case, an explicit coordination among groups
may be necessary to optimize the use of limited bandwidth resources.

• Scalability to group size: One important question that we have not been able to pursue fully in
our deployment efforts is scalability. There are external factors that make it difficult to control
the group size or user participation. Availability of compelling content plays a key role. The
broadcasts that we have conducted so far have been for technical content which tends to
attract a limited audience. Content that may attract a wider audience, for example, movies
and entertainment, is not freely available and often has copyright limitations. It remains an
open question whether an application endpoint architecture can scale to very large group size
in actual deployment.
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